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Synopsis:

We worked with the robot platform called
the Articulated Head (AH) to explore Hu-
man Robot Interaction (HRI). We ap-
plied a mixed method approach using
scale questionnaires, ethnography, inter-
views and thematic analysis to understand
how people interact with the AH and how
they experience the robot. We conducted
two grounding studies in different settings.
We also conducted two main studies with
similar research designs at two different
settings, one in the wild and one in the lab.
We compared the findings from each main
study to understand to what extent results
from a study in the laboratory transfer re-
liably to real world settings. We collected
observational data of the interaction, con-
ducted interviews before and after the in-
teraction with the robot and got the par-
ticipant to rate the robot using Godspeed
questionnaires. Six design suggestions are
made that would create a more convinc-
ing and engaging interaction with the Ar-
ticulated Head in the context of a science
museum. Our findings also suggest that
the results from studies in the laboratory
can reliably be transferred to real world
settings to some extent when focusing on
HRI, though, more studies with a greater
sample size are needed. The findings will
likely benefit the further development of
the AH but also help define which method-
ological approach one can take in order to
understand and predict how different set-
tings influence HRI.



Dansk Resumé

Dette er et speciale udarbejdet i Australien gennem afgangsprojektet på vores kandidat i
Produkt- og Designpsykologi. Projektet omhandler eksplorativ undersøgelse af interaktion
mellem mennesker og robotter, og om hvordan denne interaktion kan designes, så den bliver
mere overbevisende og engagerende for personen, der interagerer.

Projektet er udarbejdet omkring kunstinstallationen kaldet the Articulated Head (AH)
som er en social robot, der vil blive udstillet på udstillingen ved navn Born or Built? på
Questacon - The National Science and Technology Centre i Canberra, Australien. Da AH
snart vil blive flyttet fra laboratoriet og ud i en ny setting i den virkelige verden, har
vi valgt i dette projekt at undersøge i hvilket omfang, resultater fra et studie udført i et
kontrolleret laboratorie, kan overføres pålideligt til omgivelser i den virkelige verden. Dette
ledte os frem til en endelig problemformulering som er:

Hvad er de essentielle aspekter for at designe en overbevisende og
engagerende interaktion med en social robot i et museum? Samt, I hvilket

omfang kan resultater fra et studie udført i et laboratorie overføres pålideligt
til omgivelser i den virkelige verden?

For at adressere problemformuleringen har vi udført fire studier i alt, to forberedende
studier og to hovedstudier. Det ene af vores forbedrende studier blev udført på Questacon,
hvor vi interviewede besøgende ved Born or Built? udstillingen, samt anvendte walk-along
metoden under deres besøg ved udstillingen. Formålet med studiet var at undersøge kon-
teksten, hvori robotten vil blive implementeret, og få en forståelse for udstillingen, og de
besøgendes oplevelse af den.
Det andet forberedende studie blev udført i laboratoriet, hvor vi testede, hvordan to forskel-
lige positioner af basen af robotten påvirkede perceptionen af robotten. Studiet havde også
til formål at give os erfaring med at styre robotten og udføre Human Robot Interaction
(HRI) forsøg i laboratoriet. Fra studiet fandt vi en tendens, at basen i Profil position var
at foretrække over basen i Front position.

De to hovedstudier, vi udførte, havde samme test design, men blev udført i to forskel-
lige settings. Det ene studie blev udført i laboratoriet, mens det andet blev udført i den
virkelige verden ved et event på University of Canberras campus. Vi anvendte en mixed-
method tilgang, hvor vi både indsamlede testdeltagernes rating af robotten på Godspeed
questionnaires, interviewede deltagerne før og efter interaktionen, samt videooptog deres
interaktion med robotten. Vores sample size var for lille til at lave en statistisk analyse
af den kvantitative data, så denne blev analyseret for tendenser i stedet. Den kvalitative
data fra studierne blev analyseret ved anvendelse af Thematic Analysis metoden. Fra vores
resultater fra de to hovedstudier, kunne vi opstille seks konkrete design forslag til at de-
signe en overbevisende og engagerende interaktion med AH i et videnskabsmuseum. Disse
forslag er: Placer basen af robotten i Profil position, brug øjenkontakt mellem robotten og
brugeren til at indikere for personen, hvad robotten interagerer med; placer interaktionen
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foran robotten, så brugeren står ansigt til ansigt med robotten under interaktionen; fjern
den animerede hals og skulder på robottens skærm; mennesker vil røre robotten, hvis de
kan - tag sikkerhedsforanstaltninger i forhold til dette og brug robottens virtuelle hoveds
animationer til at indikere næste bevægelse for robotten, så brugeren nemmere er i stand
til at forudsige robottens bevægelser.

Ved sammenligning af resultaterne fra studiet udført i laboratoriet og studiet udført
i den virkelig verden, fandt vi mange sammenlignelige resultater, men også enkelte resul-
tater, som vi kun fandt i den ene kontekst. I den sammenhæng vil vi nævne testdeltagernes
forventninger til testen og robotten, som vi fandt til at være højere i laboratorieforsøget,
og som så ud til at påvirke deltagerne til at bedømme robotten lavere, end deltagerne i
studiet i den virkelige verden gjorde.

Dette projekt har været en del af et 3-årigt forskningsprojekt, der vil fortsætte efter
vores afhandling. Vi mener, at resultaterne og metodologien anvendt i vores projekt kan
guide videreudviklingen af AH, samt generelt gavne yderligere forskning inden for HRI i
rigtige omgivelser.



Preface

This thesis started out with a rough description of a possible Master’s Thesis in an email
from Dr. Elizabeth Jochum October, 2018. She invited our group to a meeting explaining
the general outline of a robotics project that would be supervised by her and conducted
in collaboration with Aalborg University, the University of Canberra and Questacon: The
National Science and Technology Centre in Canberra, Australia. We, the authors, ac-
cepted this opportunity not knowing exactly what the project was about, other than a
talking robot dubbed the Articulated Head that sprung out of an artwork by an artist
called Stelarc, and with the premise that much would only be clear once we arrived in
Canberra.

We arrived in Australia mid March and worked on this thesis in Canberra for 3 months,
handing it in from "down under" on June 6, 2019. Over the course of the project, we
utilised www.trello.com which is an online project management tool. We drew on Scrum
project management techniques by creating a backlog, a list of tasks to do, and list when
they were done. This project has definitely not been a linear journey, and the focus of the
project changed many times because of it. There were many different actors involved that
influenced the course of the project. We came into the project thinking we would test a
robot with a fully functional attention system at Questacon’s exhibition space and again
in a mirrored lab setup. Many different factors contributed to this not becoming a reality.

In the end, however, we did end up conducting a study in the wild at a student event
at University of Canberra with no barriers, and a similar setup in a lab setting while also
managing to collect data at Questacon. Our results from these studies will benefit the
future development of the Articulated Head by highlighting current issues and possible
improvements in order to improve the Human Robot Interaction experience. Also, the
findings might help shed light on general considerations one has to make when deciding to
move out of a controlled setting and into the wild. This thesis shows a proposed method
of approach for comparing findings of a HRI study between two settings.

Reading Guide

In-text citation is made using a referencing style resembling Harvard. It consists of the
authors’ last name and the year of publication in brackets placed within the text. If rele-
vant the page numbers of the citation is listed after the year of publication. Examples of
citations is: "according to Lastname (2000).." or "Lastname et al. (2000) or "..(Lastname,
2000, p. 1), where "et al." is added for publications with more than three authors. An
overview of all cited publications made in the report is found in Bibliography.

References to figures in the report is made with two numbers separated by a dot. The
first number indicates which chapter the figure is presented in and the second number

www.trello.com
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indicated the �gure number in that speci�c chapter. An example of an reference to a
�gure in chapter 2, �gure number 1 is: "Figure 2.1". References to sections in the report is
made in the same manner, with the �rst number indicating the chapter and second number
indicating the section number.

When references are made to the appendices, it will be made this way: "See Appendix B".
Some appendices can be found in the ZIP-�le accompanying this report. An overview of
the content within the ZIP-�le is listed in Appendix A.

If we use a quote from a participant in a conducted study, it is shown like the following:

01.15 P6: And he's never looking � ah well he doesn't appear to be ever looking
straight forward.

The numbers refers to the time stamp in the audio or video clip. The following "P6"
means it is taken from Participant 6's audio �le. A reference to the video data appears
similar but speci�es which video it is taken from before the time stamp.

Throughout the thesis, all our references contains a hyperlink to where it references to,
when read in the original PDF-format.
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Introduction 1
We live in a time where technology undoubtedly plays a big role in our everyday lives.
Increasingly, humans interact with machines and AI algorithms are ever present in our
social media, how they shape the news, our politics and the online information that we
are subjected to, (Rahwan et al., 2019). This has spawned a new research area called ma-
chine behaviour which entails an interdisciplinary e�ort to study how the implementation
of these technologies might a�ect our social interactions in everyday life and how these
machines behave, (Rahwan et al., 2019). These arti�cially intelligent algorithms are also
moving into robotics where embodied agents are inching closer to wide implementation in
society.
The �eld of social robotics is an emerging �eld where the encounters with robot technolo-
gies in our every day lives might soon be very common, (Elliott, 2019), (Breazeal, 2017).
As these social robots enter human's lives, the interaction with them should feel natural
and seamless, (Breazeal, 2002, pp. 1�4).

Some of the �rst steps towards this paradigm shift can be seen in industrial robots,
where collaborative robots are being placed outside previously necessary safety cages. Ex-
amples include the UR series developed by Universal Robots (https://www.universal-robots.
com/ or robots from Rethink Robotics (https://www.rethinkrobotics.com/ ), perhaps
most famous their Baxter robot. A classic industrial robot can take months to implement
and needs an expert to program it. These robots, by contrast, can be set up and pro-
grammed within hours. An individual with no prior training is able to train the robot to
do simple tasks within a few minutes, simply by moving its arms around by hand, (Brooks,
2013). Service robots are emerging as well, which will be able to navigate complex envi-
ronments autonomously and provide help with daily tasks. According to Brooks (2013),
this will be a very important issue when taking the population growth into account. A
much bigger part of the population will be over the age of 65 while the working population
will shrink and so will the available workers to care for the elderly. Social, collaborative
robots might be a great assistant in curbing this potential problem.

The �eld of Human Robot Interaction (HRI) is therefore important if we want to create
more natural and e�ective interactions between humans and robots. Here, the exploration
of the human interaction with robots is a key factor in understanding, designing and eval-
uating the robots from a user-centred point of view. If the robots are expected to be
implemented in society, it is also very important to be able to test the robots in their
intended environments outside of a controlled laboratory so as to implement the correct
context in the development phase, (Rahwan et al., 2019).

Exploring the interaction between humans and advanced technologies such as robotics

1
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and AI is a complex multidisciplinary research �eld, where knowledge about both parties
in the interaction is important in order to fully understand it. We need ways to measure
the human experience and the ability to manipulate the technology in an iterative process
that is based on sound research. The �eld of Engineering Psychology combines knowledge
of technology and psychology to conduct research where the focus is on the user experi-
ence of technology and makes the topic of HRI highly suitable for a research project in
Engineering Psychology.

This project is a collaboration between Aalborg University (AAU), University of
Canberra (UC), and Questacon - The National Science and Technology Centre with
their exhibition called Born or Built? . This exhibition creates unique opportunities for
conducting HRI research outside the lab. The advantage of conducting research in a public
setting like a science centre is that people naturally interact with robots in the exhibits.
Many people have not directly interacted with robots before as they are not yet a common
part of their everyday life. They therefore have limited knowledge of these embodied
technologies and might have preconceived notions about robots and their capabilities that
do not necessarily re�ect reality. This makes it interesting to explore their interactions
with the robots and how their experiences and interactions in di�erent settings might
a�ect their interaction and perception of robots.

Based on the topics presented in this introduction, an initial problem formulation is created.
This initial problem formulation will be the basis for a literature review and a problem
analysis that will lead to the �nal problem formulation.

Initiating problem formulation

How is the human robot interaction from a human-centred point of view e�ected by the
setting the robot is placed in, and what factors are important to consider when

interpreting the interaction with the robot?

2



Literature Review 2
A literature review was conducted on �ve di�erent topics found to be relevant in regards
to this project and to gain knowledge about the �eld of human robot interaction in order
to further specify our problem formulations and approach in the project.

2.1 Public opinion on robots and AI

A large questionnaire study from 2017 investigated the public perception on robots within
EU countries and used their study from 2014 as comparison (EU, 2017). The questions
ranged from broad general opinions on robots to more speci�c e.g. How comfortable they
would feel travelling in an autonomous car or having goods delivered autonomously. The
results showed that people were more comfortable having goods delivered in an autonomous
vehicle than if they themselves had to ride in one. The study found that the population
is generally positive towards robots (61% are either Fairly or Very Positive). See 2.1. The
attitude, however, decreased 3 percent points (pp.) from 2014. EU (2015) showed a -6 pp.
decline in the overall positivity towards robots compared to results from 2012. This means
that the positive view on robots has gone down -9 pp. from 2012 to 2017 (EU, 2017),
(EU, 2015). Another interesting result was, that people were signi�cantly more positive
towards robots when they themselves have had experience with one.

Figure 2.1. Attitudes towards robots and arti�cial intelligence. Results from EU (2017, p.59)

3
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EU (2017) also presented di�erent robots to the respondents and asked them to what
extent the robot corresponded with their personal perception of robots i.e. an industrial
robot arm in a factory setting and a more anthropomorphic robot which looked like a
service robot in a living room. See 2.2.

Figure 2.2. The results when asked to what extent an industrial and a more service/social robot
corresponds to their idea of a robot. It showed that people were much more likely
to say the industrial robot corresponded to their idea of a robot. From EU (2017,
p.46)

The results from EU (2017) shows that the people in the EU are still much more likely
to see an industrial robot as corresponding with their idea of a robot. The results more
or less re�ect the 2014 study in which they were shown the same images. This time, how-
ever, the proportion of people who thought the service robot corresponded "Very well"
or "Fairly well" with their idea of a robot increased 9 pp. compared to 2014, where the
industrial robot increased only 2 pp. This could mean that the general view of robots is
slowly shifting to also include the more anthropomorphised units.

The report also touches on the risk of losing jobs to robots and other socioeconomic
related consequences like income and education and their e�ects on the positivity towards
robots. A majority of people tend to agree that AI and robots are bene�cial for society.
People, however, seem more negative when asked about robots' impact on the job market
compared to the results from 2014 and the study shows that more than seven out of
ten tend to agree that robots and AI steal more jobs than they would be able to create.
Speculating on this paradox, that people largely view robots as bene�cial, but also fear
them more, might be related to the uncertainty of how it might e�ect society. It is not
possible to predict how the e�ect of robots might be in the future which could make some

4
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people fear it. On the other hand, there are some bene�ts right away when implementing
the robots, as they can be used to make some improvements which could cause the people
to be positive towards robots, as they can see how it might help right now.

In regards to socio-demographics, fairly consistent results were reported thoughout the
study. Men, younger respondents, those with higher educational levels, those who use
internet daily and those with less �nancial stressors are generally most likely to be positive
towards robots, and the use of them at work and in other contexts in life, (EU, 2017).
People who have read or heard about AI in the last 12 months are more likely to have
a positive view towards robots. This could mean that the more informed of the subject
a person is, the more positive they are. It could also just be an indication, that people
who are interested in reading about AI, naturally are more positive towards robots and AI.

More than eight out of ten have never interacted with a robot at home or in the work-
place, yet more than six out of ten remain positive towards robots and AI. There seems,
however, to be far less comfort with the application of AI and robots in certain situations.
E.g. only one in four would be comfortable with a robot performing a medical procedure,
driving in an autonomous car in tra�c or providing companionship to the elderly, (EU,
2017).

The report concludes that people generally agree that the impact of these new digital
technologies on the economy, society and overall quality of life, is positive. Despite the
general positive view towards robots and AI, there exists a common belief that these AI
and robot technologies require careful management - close to nine out of ten people agree
with this statement. Interestingly, people who have read or heard about AI in the past 12
months are more likely to answer that it requires careful management.

These EU studies shows the importance of conducting HRI studies and exploring people's
experiences with robots and collect data prior to interacting with them. The EU studies
informed our thinking in this project and was taken into account when deciding what
relevant questions to ask the participants in the studies conducted later in this report.

2.2 HRI in the wild at a Science Museum

According to Jung and Hinds (2018) there is still a need for conducting more studies that
focus on exploring HRI in complex social settings similar to where robots nowadays are
beginning to be placed and will be placed more frequently in the future. This was also
emphasised in the article by Rahwan et al. (2019) which was a work written by leading
researchers in multidisciplinary �elds. The advantage of conducting studies in complex
social settings versus in the laboratory is to get an understanding beyond one single person
interacting directly with the robot and also explore the in�uence of surrounding factors
and multi-person contexts. Taking the robot out of the lab and observing the HRI in the
wild is by Sabanovic, Michalowski, and Simmons (2006) described to be important when
designing robots that are to be socially responsible and responsive. By conducting an in
the wild study, Sabanovic, Michalowski, and Simmons (2006) were able to make design
suggestions, where the robot was able to take advantage of the a�ordances found in the
environment and also understand the di�erent patterns of surrounding motion. These
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suggestions are unlikely to be made from a study conducted in the lab and stresses the
importance of the setting when conducting HRI experiments.

Silvera-Tawil, Velonaki, and Rye (2015) and Herath, Jochum, and Vlachos (2018) are
both examples of HRI studies conducted in the wild where both conducted research at a
museum. Silvera-Tawil, Velonaki, and Rye (2015) concludes that the context for which
the experiments are conducted is important and that they believe that participant bias is
reduced at an in the wild experiment compared to an experiment conducted in a laboratory
setting. It seems that the conclusions in Silvera-Tawil, Velonaki, and Rye (2015) have yet
to be validated as the experiments in their study were only conducted in one of the settings,
in the wild, and not in the laboratory setting as well. Furthermore, Silvera-Tawil, Velon-
aki, and Rye (2015) found that the participants at the museum had a more exploratory
attitude towards the robot than they might have had in other in-the-wild settings, as these
di�erent settings might have di�erent social norms which leads to di�erent biases. E.g.
people at a museum are perhaps more likely to be in a contemplative mindset than people
at a grocery store. To investigate these conclusions, an experiment with the context and
setting as variables should be conducted and the �ndings in each setting compared.

Several advantages to conducting HRI research in the wild at a museum has been
described but there are also challenges to be aware of when conducting research in this
setting. Some of these challenges described by Herath, Jochum, and Vlachos (2018) are
the lack of capability to control an equal number of participants for each of the conditions
in the study, as the participation was voluntary and limited to be within the opening
hours of the museum. Another challenge was the ethics requirements which limited the
participants to only include participants over 16 years old. These challenges, along with
the participants knowing that they were being observed, are important to be aware of as
they might e�ect the behaviour of the participants and their interaction with the robot.

Based on their study, Herath, Jochum, and Vlachos (2018) suggests that the
discrepancy found between self-reporting and real-time interactions is compounded by
the bystanders which are �ndings that very much relates to exploring the in�uence of
surrounding factors and multi-person contexts, which Jung and Hinds (2018) described as
unique for in-the-wild studies and once again stresses the context as an important factor
for the �ndings of a HRI study.

2.3 Tools for measuring HRI

When exploring the interaction between humans and robots, and how humans perceive
robots, it can be valuable to measure the perception of the HRI.

Aly, Gri�ths, and Stramandinoli (2017) stresses the di�culties in de�ning clear met-
rics and benchmarks for the di�erent aspects of HRI, which could be helpful when wishing
to compare di�erent systems and avoid application-biased evaluation when doing so. Sev-
eral studies have tried to measure the HRI, but the Godspeed questionnaire developed
by Bartneck et al. (2009) have been used several times. It consists of �ve short 5-point
likert scale questionnaires where Anthropomorphism, Animacy, Likeability, Perceived In-
telligence, and Perceived Safety of the Robot are measured. The Godspeed questionnaire
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is described by Sim and Loo (2015) as a thorough method to get a good overall evaluation
score of the HRI and can be used in many di�erent kinds of HRI research. It is recom-
mended by Sim and Loo (2015) to combine the use of the Godspeed questionnaires with
psycho-physiological measurements to introduce a more objective measurement, as they
�nd the Godspeed questionnaire to be more subjective and thereby possibly biased.

Broadbent (2017) states that it is important to focus on and learn from �elds within
psychology when exploring HRI. Methods already used in psychology might be relevant to
apply in the �eld of HRI. Broadbent (2017) �nds that the �eld of HRI is still a relatively
new �eld of research i.e. it is in an exploratory phase. Broadbent (2017) belives that the
ways humans respond to robots and how humans work with robots needs further research.

Sim and Loo (2015) looked extensively at all the major HRI assessment and evaluation
methodologies mainly from the year 2000 till 2014, and constructed 4 summarised tables
on the Primary and Non-Primary Evaluation Methodologies. Their work provides a great
overview of the methodologies used in HRI and are focused on social assistive robots.
Building on this, a paper by Lindblom and Wang (2018) several perspectives on human-
centered evaluation in Human-Robot Collaboration (HRC) are addressed. They present
an evaluation framework on HRC that focuses on safety, trust, and the interlocutor's
experience when interacting with di�erent robots. The framework could be used as
inspiration for this project. Lindblom and Wang (2018) claims that the framework is
still a work in progress and needs further validation, which is important to be aware of
when looking at the framework.

So far the focus in this literature review has primarily been on the interaction, but
there are several factors beyond the actual interaction that is relevant to investigate when
trying to analyse and measure the HRI. Vlachos, Jochum, and Demers (2016) states that
is important to understand how people perceive a social robot both prior and after the
actual interaction with it. Furthermore Andrés et al. (2015) found it important to under-
stand the setting where the interaction is happening and the features of the robot in the
interaction. De Graaf and Allouch (2013) found that both utilitarian and hedonic factors
should be researched when looking at the acceptance of social robots. They found that the
important utilitarian factors are usefulness and adaptability while the important hedonic
factors are enjoyment, sociability and companionship.

2.4 The state of the art in Social Robotics

In this section it will be outlined what aspects should be considered when designing a social
robot. Two recent commercial social robots will be mentioned and the rest of the section
is meant to introduce di�erent paradigms used within social robotics and will mainly focus
on a recent article by Lazzeri et al. (2018), which describes the development of a new
social robot platform called FACE (Facial Automation for Conveying Emotion), which is
an example of where the technology of cognitive social robotics is today within research.

The �rst arti�cially intelligent robot was developed over the span of six years from
1966 to 1972, (Kuipers et al., 2017). Fittingly, it was dubbed "Shakey" after the way it
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shook when it moved around. It was able to analyse its environment and objects in it,
it could plan accordingly to achieve a goal state, and it could physically carry out that
plan in a dynamic world. The technology developed for Shakey is still used in today's AI
systems e.g. image segmentation in computer vision systems. As some of the researchers
who worked to develop Shakey, Peter Hart and Nils J. Nilsson, puts it: "We researchers in
arti�cial intelligence during this time in history have the privilege of working on some of
the most fundamental and exciting scienti�c and engineering problems of all time:What
is mind? How can a physical object have a mind?(Kuipers et al., 2017).

These questions are still very relevant today, as we still do not have a clear answer to
those, despite giant advances within AI and robotics. Today we have robots that look very
life like, such as Hiroshi Ishiguro's Geminoids which are made to replicate existing people
as close as possible, (Ishiguro and Libera, 2018, ch. 1,2). Another famous humanoid is
called Sophia developed by Hanson Robotics. The robot made headlines in 2017 when
Saudi Arabia granted Sophia with an honorary citizenship, (IEEE, 2019). Providing a
robot with a citizenship sparked a big debate over human rights in general and speci�cally
in regards to AI, which, according to Hanson Robotics' website, is exactly what Sophia was
created for - to help educate the world and raise questions about humans' role in society
along with discussions about AI ethics, (HansonRobotics, 2019).

Humanoid robots are not examples of consumer products that an average person can
venture out to buy and perhaps do not re�ect the current state and ability of social robotics.
On the contrary, such examples include the Jibo robot (Jibo, 2017) and the Vector, made
by Anki (Anki, 2018) pictured in Figure 2.3. Jibo can be seen as an embodied version
of Amazon Echo or Google Home. They act as smart companions for your home but
with a personality and the ability to recognise individuals whom they have seen. The
Vector robot can be coupled to Amazon Alexa and is a small, mobile, autonomous desktop
helper which uses deep neural networks to explore its surroundings. Common for both
robots is that they use a great deal of smooth expressive movement when interacting with
their environment. The Vector robot has by some been compared to Disney's animated
robot character "Wall-E" and the animated eyes does a lot to express emotion. Both
robots rely on cloud connectivity, and they are both meant to companions unlike Amazon
Echo or Google Home, which is more commonly perceived as a tool. Unfortunately, both
companies recently announced that they have closed its doors and soon the servers, which
their cloud connectivity and speech recognition rely on, will most likely be taken down as
well. According to anecdotal evidence presented by Fisher (2019), even if the company
failed, the reaction from many costumers implied that the robots succeeded in creating
a strong sense of companionship and thus evoking strong emotions of loss when people
learned that their robots' ability to speak might soon disappear with the servers.
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