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Abstract:

Head-related transfer function (HRTF)
is essential to provide a spatialized
listening experience over headphones.
HRTF-based techniques have been ex-
tensively used for 3D audio. A num-
ber of studies defend the necessity
of individual HRTFs to create con-
vincing immersive audio experience.
This project implements a method
based on adaptive filtering that allows
users to acquire personalised HRTFs
based on binaural audio recordings
and head tracking information. Simu-
lations were performed to evaluate the
influence of the signal to noise ratio,
the type of excitation signal, the kind
of head movements and the time of the
acquisition time on the system’s accu-
racy. The results validate the accuracy
of the proposed system, being able
to achieve adequate precision even in
very low (under 30dB) signal to noise
ratio scenarios.
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Preface

The concept for this research has its origin in my interest for music, spatial auditory
displays and new technologies. Since my first experiences with 3D audio as a kid at
Hemisferic in Valencia (Spain) to most recent events at sound installations, spatial
audio has always been fascinating to me.

Having the opportunity to reproduce these experiences in personal devices,
was an important motivation. Pushing the musical perception one step beyond,
passing from stereo to a whole three-dimensional experience, is the future of mu-
sic production. Moreover, with the appearance of new affordable virtual and aug-
mented reality headsets, a whole new world of possibilities opens up.

The applications of 3D audio in a near future are virtually endless, in fields
that go from hearing aids to purely artistic purposes. So this project sums up
what I was looking for when I started starting my master degree at Sound and
Music Computing: having the chance to work with cutting edge technology, while
combining it with my passion for music, auditory experiences and art.

Aalborg University, May 28, 2019

Javier Molina Garcia
<jmolinl7@student.aau.dk>
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Chapter 1

Introduction

Hearing is one of the most empowering of the senses. It is not only the way the
pitch, loudness and timbre of the sounds are perceived, but also plays a crucial
role in survival [50]. The auditory system is capable of perceiving the distance and
direction of a sound source, being a useful resource to warn humans and animals
from potential dangers. Human ability to spatially locate sound sources depends
on many factors (source’s acoustical properties, sound source direction, etc) and
varies across individuals [68].

The major mechanisms responsible for the human capability of detecting the
direction of the sound have been extensively studied over the years [20][6]. Psy-
choacoustics research has described most of the main directional localization cues,
including Interaural Level Difference (ILD), Interaural Time Difference (ITD)[6].

ITD describes the time difference between the arrival of the sound waves at the
left and right ear canals. As soon as the sound source comes from a point that is
not placed in the median plane, the distance to each ear will be different, causing a
small delay in the arrival time in one of the ears. ILD, on the other hand, describes
the attenuation of the sound pressure at the farther ear caused by the shadowing
effect of the head [68]. Both descriptors are decisive in sound localization in the
horizontal plane.

However ITD and ILD by itself do not explain the source localization system
in its entirety. There are other relevant acoustic cues caused by the scattering
of the sound by the head, pinna and torso. This filtering caused by the combined
effects of the different scatterers can be described by a complex frequency response
function called the Head Related Transfer Function (HRTF) [12].

1.0.1 Head Related Transfer Function (HRTF)

A head related transfer function (HRTF) is a function that characterises the sound
transmission from a free field to a point in the ear canal of a human subject, for
a certain angle of incidence [45] . HRTFs contain temporal, spectral and spatial
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Figure 1.1: KEMAR Artificial Dummy Head

information, used by the listener to locate the source of sound.

HRTF measurement is a complex procedure. This task is usually performed in
anechoic chambers to avoid undesirable room reflections. There are many different
ways to proceed, most of them based on stop-and-go techniques, from running the
excitation signal and then changing the position of the speaker or subject [17], to
using continuously moving loudspeakers around the measuring subject. These
techniques are highly time-consuming and laborious.

Artificial dummy heads have been extensively used for HRTF acquisition. A
dummy head is model used to recreate the anatomy of a real human being, stress-
ing in the head, torso and pinna, which are essential in the sound propagation.
One of the most widely used dummy head is KEMAR, which was used to create
one of the first free HRTF databases available on the internet that has been
used in numerous significant works.

The directional cues contained in an HRTF are dependant on the reflection
and diffraction of the sound wave at head, torso and pinna, which makes HRTF



highly individual, with a wide variation from person to person due to anatomical
differences.

Binaural sound signals recorded at the ear canal of an artificial head or human
subject can capture the spatial information of a sound wave [44]. In the same way,
the reproduction of these recorded signals at the ear drum can replicate the spa-
tial auditory event, including the environmental acoustic behaviour and the sound
source localisation [68]. However there are other methods to obtain binaural sig-
nals. Binaural signals can be synthesised using HRTFs [23], replicating the spatial
auditory perception of sound events.

When hearing a binaural signal synthesised using a non individualised HRTF,
localisation is degraded. This degradation is especially important for the elevation,
as well as the front-back perception as these deviations are actively related to the
personal geometry of the pinna [52][67]. The use of individual HRTFs entails the
perception of the sound source in a more compact, well-defined way, making its
localisation more precise [63]. Some studies even suggest that the experience of
an accurate and authentic spatial auditory display necessarily imply the use of
individual HRTFs [46] [69].

1.0.2 Virtual Auditory Displays and Virtual Auditory Environments

A virtual auditory display (VAD) can be defined as a system for generating sounds
with spatial positional characteristics and conveying them to a listener [30]. In
complex virtual auditory displays, several sonic events might happen simultane-
ously. If this sounds are synthesised as if their sources were located in different
points in space, the listener can distinguish them in an easier way [9] . The per-
formance in different applications has been demonstrated to be improved by the
use of three dimensional virtual auditory displays, from navigation systems [29] to
fields as aviation [65].

The spatial sound perception has been underutilised for blind people, being
3D auditory displays a great opportunity to create applications [69] that could
be useful for navigation in non-visual environments [38]. With virtual and aug-
mented reality headsets being more popular and affordable, specially after the
appearance of headsets as Oculus Rift and Magic Leap, and its use in fields such
as communication, military training and entertainment, 3D sound technology will
be increasingly researched, used and developed [69] .

Virtual auditory displays and virtual auditory environments (VAE) have be-
come an integral part of user experience in Virtual and Augmented Reality (VR/AR).
HRTF plays a crucial role in the rendering of VAD over headphones, so it has been
extensively used in interactive VR and AR applications [24] [54]. Spatial audio has
not only been proved to increase the sense of presence in virtual environments [34]
[37], but some studies suggests that encourages a more exploratory and playful
response to this kind of environments [64].
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Figure 1.2: Magic Leap headset

1.0.3 Personalised HRTF acquisition

Fast personalised HRTF acquisition methods using head tracking and binaural
recordings have been researched in the recent years. This methods give
the subject the freedom to move the head freely in order to get the measurements
from all the different angles. This is a key improvement for various reasons. It
makes it faster and more flexible to obtain the binaural recordings at the ear canal,
as the measurements are continuous, avoiding the previously mentioned stop-and-
go methods. And, moreover, it makes the whole process more comfortable for the
subject that takes part in the measurements, as his head is not fixed during the
whole procedure.

The head tracking is key to obtain these measurements accurately, as, when it
comes to make this kind of procedures, even small variations in angle can run into
major inaccuracies [28]. Simple head tracking devices and more advanced headsets
as Oculus Rift have been successfully used to obtain these measurements.

In order to extract the continuous HRTF measurements, Normalized Least
Means Squares (NLMS) based approaches have been researched in a number of
articles [27]. These methods have been evaluated, mostly through simula-
tions, proving their robustness and accuracy. These results prove this technique’s
suitability to be used in procedures that allow unconstrained head movement in
azimuth and elevation.

1.1 Problem Statement

From the previous research, it is reasonable to extract that virtual auditory displays,
and, therefore, 3D audio based on HRTFs is a field in constant evolution that is,
and is going to be, widely used in the following years.

Virtual reality and augmented reality (VR/AR) headsets are growing markets
that tend to use cutting-edge technologies in order to create more advanced mul-
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Figure 1.3: Sennheiser AMBEO headset

timodal experiences. Virtual auditory displays play a main role when it comes to
enhance the sense of presence in a virtual environment [34] [37]. Therefore, HRTFs
are crucial in the synthesis of real-time virtual auditory environments for VR/AR
headsets [68].

The spectral information and directional cues that HTRF contain are highly
individual, as they depend on the subject’s head, torso and pinna influence on the
sound propagation. Specially the perception of front and back, and elevation, is
degraded, as they are highly dependant on the anatomy of the subject’s pinna [52].
Therefore, the use of individual HRTFs enhances significantly the user’s experience
[46] [69], making it necessary to find faster and more user-friendly ways to obtain
these measurements.

This project aims to find an affordable, portable and easy way to obtain per-
sonalised HRTFs. Based on recent articles [22] [57] on HRTF acquisition with un-
constrained head movements, this project aims to find a robust algorithm that an
obtain these personalised measurements on the fly. This projects seeks to prove
that just by using a mobile device, commercially available and affordable head-
sets (as the Sennheiser’s AMBEO headset and headtracker), it is possible to obtain
individualised HRTFs.

In order to achieve this goal, the HRTF acquisition algorithm is going to be
tested with simulations to evaluate its performance under different conditions.
This evaluation tries to demonstrate that this algorithm would be suitable to be
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used under non-ideal situations, as it aims to be used as a mobile applications
operated by regular users, in conditions far from being ideal. Several different
signal to noise ratios, head movements and excitation signals would be tested in
order to find out the algorithm’s performance in these scenarios.

This leads to the problem statement:

How can we implement a robust algorithm that can extract individualised
HRTFs with unconstrained head movements? Would this algorithm be suitable
to be used on mobile devices, by regular users, under non-ideal conditions?



Chapter 2

Related work

In this chapter, related studies on the acquisition of personalized Head Related
Transfer Functions (HRTF), based in different approaches, are described. The re-
lated work regarding individualized HRTF acquisition has been divided in four
groups depending the approach taken to obtain these measurements. Moreover, a
section describing the research in excitation signals, in order to improve the effi-
ciency and accuracy of these calculations, has been added as it is an important part
of the field of interest.

2.1 HRTF acquisition based on antropomorphic measure-
ments

HRTF personalization based on anthropometric measurements has been exten-
sively used. Some of these methods are based on the physical modelling of the
receivers body and ear canal, in order to reproduce accurately their body’s in-
fluence in the sound propagation. Following this approach we can find different
techniques. Lopez-Poveda and Meddis [39] describe how HRTFs can be obtained
by using the physical modelling of the receiver’s concha can be implemented with
a diffraction - reflection model. This article focses in the prediction of elevation-
dependent spectral features related to the transverse dimensions of the concha.

A similar approach was used by Brown and Duda [8]], where the HRTF is ob-
tained implementing a physical model of the receivers head. This implementation
is based on Lord Rayleigh’s [56] spherical head model, which recreates the head’s
influence on the sound propagation, combined with Kuhn'’s [36] study on the phase
and group delay for a sphere. This approximation reduces the computational com-
plexity notably. Moreover, a set of physical parameters are available to modify, in
order to personalize the HRTF, depending on the user’s physiognomy.

These studies on the receiver’s physiognomy have also been combined with
more advanced physical analysis techniques. For instance, Tommasini et al took a
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very interesting approach in their 2016 article [63] where a physical model of the
pinnae is developed based on the 3D scanning of the receiver’s ear.

However, other interesting studies on the necessity of this personalization have
been performed in paper’s like the one by Geronazzo et al [18]]. In this article, a
different solution in order to personalize HRTFs is described. In this case, based
on antrophomorfic measurements, they try to match each user’s personal HRTF
with the closest HRTF from a large database of non-individualized HRTFs. The
results improve the performance significantly withrespect to dummy-head HRTFs
and random HRTF selection.

2.2 HRTF acquisition based on statistical and mathematical
methods

Mirbagheri and Atlas [42] designed a technique based in statistical methods, named
Regression Factor Analysis, that provides a new approach on fast personalized
HRTF calculation. This algorithm was tested with a simulation reproducing a
sound source which is captured by microphones placed in both ear canals. This
algorithm gives promising results, outperforming in time and efficiency most per-
sonalized HRTF calculation methods, and providing a full continuous HRTF field.
Nonetheless, it has not been tested live.

Moreover, some techniques combining anthropometric measurements with other
methods have been implemented. Hugeng et al[31] proposes how combining Prin-
cipal Component Analysis (PCA) and multiple linear regression (MLR) on few
anthropometric measurements, it is possible to obtain individualized HRTFs. This
method provides individualized HRTFs in the horizontal plane, building on previ-
ous studies on the use of multiple regression analysis for individual HRTF acqui-
sition[66], while improving its accuracy.

Other mathematical techniques have been used researching HRTFs individual-
ization in order to get a more accurate experience. Grindlay et al [21] combine, an-
thropometric measurements, as in the previous method, with a multilinear exten-
sion of the conventional singular value decomposition (SVD), mapping anatomical
data to different parameters for individualized HRTF calculations. This method
proves to be able to produce sets of individualized HRTFs based on this anatom-
ical data, outperforming in accuracy other basic Principle Component Analysis
based methods [32] .

2.3 HRTF acquisition based on spherical harmonics

Spherical harmonics are a frequency-space basis for representing functions defined
over the sphere. They are the spherical analogue of the Fourier series, and Spherical
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Harmonic Transforms (SHTs) the equivalent of Fourier transforms on the sphere
[5].

Spherical harmonics decomposition and expansion have been extensively used
for HRTF acquisition. Romigh et al [60] [59] describe how to, using spherical har-
monic descomposition, and based on a small a small set of spatial samples, a
spatially continuous individualized HRTF can be represented. Individual and non-
individual components of the HRTF can also be separated using this technique.

These methods based on spherical harmonics have been extensively studied,
with promising results. Pollow et al [51] propose a method that, based on spherical
harmonic decomposition, can calculate HRTFs on arbitrary points using extrapo-
lation, using measurements from a single radius. On the other hand, Aussal et al
[3] describe an interpolation method for HRTF measurements, with good accuracy
results.

HRTF acquisition usually imply a very long of session of recordings from dis-
crete points in space, so this kind of interpolation and extrapolation techniques
could potentially reduce the amount of points needed to provide a countinous
HRTF field. Most of the new studies on this field [4] focus on how to reduce the
amount of measurement points needed in order to obtain an accurate continuous
HRTF field, some of them reducing significantly the amount of sampling points
required [61]. However, the computational power required to work with these
techniques make it challenging to use these methods in real time applications.

2.4 HRTF acquisition based on adaptive filtering

Some of the most extensively used methods for personalized HRTF acquisition are
based on adaptive filtering. From all the adaptive filtering techniques, Normalized
Least Means Squares (NLMS) based algorithms have been extensively used, mostly.
This kind of adaptive filters tend to mimic a desired filter, which in this case would
be the HRIR, by finding the filter coefficients that relate to producing the least mean
square of the error signal, which is the difference between the source signal and
the signal received in the ear canal.

He, Ranjan et al have been publishing in the last years [26] [55] [27] a series
of NLMS based methods for personalized HRTF acquisition. These techniques, in
contrast to traditional HRTF acquisition methods, do not require the head of the
subject to be in a fixed positions. The movement of the user’s head is handled
with an activation matrix, which allows the subject to perform unconstrained head
movements, making the whole HRTF acquisition process easier and more user-
friendly.

These methods have been tested both with real subjects, and more extensively,
with simulations. These evaluations proved the robustness and accuracy, while
confirming its suitability to use with unconstrained head movement in azimuth
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and elevation. This results have encouraged other articles to find ways to combine
these techniques with technologies as virtual and augmented reality headsets and
head trackers [22] [15] to obtain personalized HRTFs in a fast and accurate way,
without needing a lab facilities or expensive setups.

These methods will be explained in detail in section (3, as the implementation
that this reports describes is heavily based in this research.

2.5 Excitation signals for HRTF acquisition

There has been extensive research on how to excite HRTF acquisition systems in
order to get accurate results and save time in the measurement extraction process.

Gaussian white noise has been been widely used as excitation method for these
systems [26] [55] [27] ; however, there are studies proving that other signals could
outperform the results of this method.

Maximum length sequences (MLS) [58] have been extensively used in system
identification. Moreover, they have been successfully in HRTF measurements [17]
in lab facilities. However, these sequences are sensitive to non-linear distortions
from the reproduction devices [11][40], which make them not suitable for certain
environments.

Non-periodic frequency modulated sweeps [47] have been used for transfer
function acquisition, outperforming other excitation signals as the previously men-
tioned maximum length sequences. Based on this results, Majdak et al [40] imple-
mented the Multiple Exponential Sweep Method (MESM). This technique overlaps
sweeps, reducing significantly the time required for HRTF acquisition compared
with other techniques as Exponential Sweeps and Maximum Length Sequences,
while improving its accuracy in noisy conditions.

Finally, Antweiler et al [2]] proposed the Perfect Sweep as an optimal excitation
signal for system identification, giving promising results in NLMS-based systems,
and outperforming the previously mentioned signals. This method is described in
detail in section as it was relevant to this project’s implementation.



Chapter 3

Implementation

3.1 Theoretical Background

In this section the implementation of this HRTF acquisition system is described.
The goal of this implementation is to calculate individual HRTFs while providing a
fast, robust and user friendly system to perform these measurements, avoiding the
costly, time consuming and unpractical procedures and facilities usually required,
as it was explained in section [1.0.1}

In this procedure that we propose, a head tracker is used to record the head
position and orientation in every moment. This allows to explore the user’s natural
head movements of, while permitting to use a way more simple set up with just
one speaker, placed in a fixed position, and microphones in both ear canals, as it is
described in figure

The use of a head tracker makes the process more friendly to the subject, while
helping to avoid accuracy problems that could imply major precision errors in
the measurements [28]]. The user can move the head in a two dimensional space,
in azimuth and elevation, freely, while the system captures, synchronously and si-
multaneously, the head movements and the audio signals received in both ears and
the excitation signal. To facilitate this process, a mobile app will explain the user
how to move the head to cover the whole space, in order to get fast, continuous,
personalised HRTFs, while recording all the sounds and movements necessary to
perform these calculations. To ensure the success and accuracy of these measure-
ments, the head must keep a fixed distance to the sound source, as only changes
in azimuth and elevation are taken into consideration.

The nature of this system highlights the need of finding an algorithm that can
support this freedom of movements. The subject’s head movements, in general
terms, are going to be quasi-random, with different visitation times in each one of
the positions, so regular procedures, as the ones mentioned in section are not
suitable. This report is going to focus in achieving an algorithm with the necessary

11
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Figure 3.1: System overview

the robustness and accuracy to perform these measurements in such scenarios. In
order to confirm these features, different signal to noise ratios, head movement pat-
terns, visitation times on each point in the two dimensional space, and excitation
signals will be tested in a batch of simulations that will be thoroughly explained
in section 4

The analysis of the head movements will focus on the pitch and yaw orienta-
tions, from where the azimuth and elevation, respectively, can be easily extracted.
We will use Sennheiser’s AMBEO head-tracker as a reference, as it is a good exam-
ple of an affordable widely used head tracking device. Also it’s easy compatibility
with Sennheiser’s AMBEO Headset, which facilitates the recording of binaural sig-
nals in the ear canal, motivates this decision. AMBEO head-tracker’s update rate
is 12 hertz, so we will stick to that sampling rate for this implementation, even
though other sampling rates could be used for this algorithm. The update rate is
a key element in the application, as HRTF calculation algorithm is dependant on
this value; the recorded audio signals will be discretized in blocks matching this
update rate.

To simplify the notation, the following sections will be focused in obtaining the
Head Related Impulse Response (HRIR) in only one of the ear canals. To obtain
the HRIR on the other ear canal, exactly the same procedure must be peformed.
Considering this system as linear-time invariant, the recorded signal at each one of
the ears of the subject can be described by the following equation

y(n) = h'[d(n)]x(n) +e(n), (3.1)

where y(n) is the recorded signal vector at the ear canal, e(n) is the measure-
ment noise, hT[d(n)] represents the HRIR vector at the current direction d(n), and
x(n) is the excitation signal vector. As explained in the articles by He, Ranjan and
Woon-Seng [26] [55] [27], based on the dynamically changing response of the sys-
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Figure 3.2: System overview

tem, the most suitable way to obtain the HRIRs is by using adaptive filtering meth-
ods.

3.1.1 Adaptive filtering

An adaptive filter is a system that aims to model the relationship between two sig-
nals in real time with using iterative methods. An adaptive filter can be described
by four features: the signals processed by the filter, the structure that defines how
the output signal is computed from its input signal, the parameters that can be
iteratively changed to alter the its input-output relationship, and the adaptive al-
gorithm that describes how the parameters are adjusted [10] .

According to this last aspect, we can find many different adaptive filtering al-
gorithms. In this paper we are going to focus in Normalized Least Mean Squares
(NLMS) adaptive filtering. NLMS adaptive filters have been widely used for differ-
ent purposes, including echo cancellation [49], noise cancellation [43] and machine
learning applications [33] . Some of the reasons of the popularity of the NLMS
algorithms is its robustness and low computational cost [25].

The adaptive filtering updating behaviour, in a NLMS algorithm, is described
by the following equation

e(n)

[|x(m)|13

where h(n) is the time-varying adaptive filter at time n, that corresponds to
the HRIR in the respective azimuth and elevation, u is the step size, x(n) is the
excitation signal at time n, and e(n) is the error signal, defined by the following
formula

h(n+1) = h(n) + u(n) x(n) (3.2)

e(n) = y(n) — h' (n)x(n) (3.3)

where y(n) is the binaural signal at the time n.

In order to handle the random head movements of the subject, the filter coeffi-
cients, that in this case corresponds to the HRIR in each specific position, will be
stored in a three dimensional matrix, reproducing the behaviour of the activation
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y(n)

x(m)
hin) N O e(n) .

Figure 3.3: Adaptive filtering schema. In our implementation, y(n) represents the binaural signal,
x(n) is the excitation signal, h(n) are the filter coefficients (HRIR) and e(n) is the error signal

matrix described in He, Ranjan and Woon-Seng’s works[26] [55] [27]. This allows
to update only HRIR at the time, since for each head position, only one row of
the matrix will be active. This implies that the complexity of this algorithm will
be the same as in a normal NLMS, but the memory required will be n*m times
bigger (being n the number of azimuth positions, and m the number of elevation
positions).

Moreover, as He, Ranjan and Woon-Seng explained [55] [27], as the HRIRs change
gradually with the direction, the adaptive filter should change in a similar way.
For this reason, in this implementation, the filter coefficients initial conditions in
the unvisited directions are set to the obtained filter coefficients in the contiguous
visited directions. For the already visited directions, the filter coefficient initial
conditions would be the ones calculated in the previous visitation to that direction.

A variable step size technique is also suggested in the most recent work by
He, Ranjan and Woon-Seng [27]]. This variable step size NLMS method has been
successfully used in many occasions [48] [62] [13], with different implementations
and purposes, helping to control the learning rate depending on the number of
iterations over the same scenario. The behaviour of the implemented variable step
size can be described with the following equation

u(n) = {ymax,n =1lord(n) #d(n—1) (3.4)

max{pu(n —1) — Ap, in }, otherwise

In the first visitation on each direction, we use the maximum value for the
step size. Then the value of the step size is reduced after each iteration, until it
reaches the minimum value. To handle the directions changes and the value of u
for each case, a visitations matrix is used, that counts the number of visitations on

each direction. The implementation of this matrix and the selected values will be
described in detail in subsection
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Finally, for each direction and each iteration, the normalized mean square error
(NMSE) is calculated, using the following formula

_ ( [[h— | |§>
NMSE = 10logio | — 75— (3.5)
1713
where h is the calculated HRIR and h the HRIR from the CIPIC database.
Since each direction is going to be visited several times, one different HRIR is
going to be obtained in each one of this visitations. In order to obtain the best
HRIR possible for each direction, the NMSE is calculated. As it is explained in
the most recent work by He, Ranjan and Woon-Seng [27]], there are several strategies
to select the most accurate HRIR from the results obtained from the NMSE. These
strategies go from the averaging of the best candidates, to just pick the HRIR with
the lowest NMSE. As it is explained in the cited article [27], choosing the HRIR with
the lowest NMSE provides better results. The implementation of this algorithm of
selection will be explained in detail in subsection

3.1.2 Excitation signal

In all the previously cited examples [26] [55] [27] of personalized HRTF acquisition
using NLMS-based algorithms, gaussian white noise is used as the excitation sig-
nal. Despite the results have been satisfactory in every case, there are other studies
that imply that there other kind of signals that can outperform white noise.

In 2007, Majdak et al [40] described how to use a different excitation signal,
called multiple exponential sweep method (MESM), for HRTF acquisition. This
method is based in the overlapping sweeps in an optimized way. An evaluation,
using multiple loudspeakers and fixed position microphones, reduced significantly
the measurement duration, outperforming other excitation signals as maximum-
length sequence and exponential sweep.

Antweiler, Telle et al [2] propose another approach, where they use a perfect
sweep to excite a NLMS-type filter, similar to the one used in this implementation.
A perfect sweep can be described with the following equation

i 2
P(v) = {exp(_]i\/I"TV);OSVSM/Z (3.6)
PrM—v);,M/2<v<M

where v is the frequency index , M is the length of one period of the sequence,
and m is the factor which determines the stretch of the time-stretched pulse. This
article implies that this kind of signals increase significantly the convergence speed
of the NLMS adaptation algorithm, while provides high robustness against distor-
tions. It outperforms the results of other excitation signals as perfect sequences,

ternary perfect sequences and white noise [2].
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3.2 Software Design

This project is divided in two main software applications. The first one would
capture the head movements and the signal at the ears of the receiver. The second
one is a Matlab [41] application that processes both, the audio and head tracking
recordings, and calculates the individual HRTF based on them.

3.2.1 Head tracking and sound capturing

In order to facilitate the real time extraction of data for personalised HRTF acquisi-
tion, a mobile application was implemented. This application is developed in Swift
[19], and can be used in Machintosh mobile devices as iPad.

This application gives instructions to the user on how to orient the head, and
the amount of time necessary to get a correct recording. Apart from these instruc-
tions, there is also a grid with all the positions successfully visited (marked in
green) and all the positions left to be visited (marked in red), as it is described in
tigure The excitation signal will be played through the whole process of the
acquisition of the head movements.

The application would make synchronised recordings from both the head move-
ments and the binaural recordings, in order to be processed later in a Matlab ap-
plication that will calculate individualized HRTFs based on these measurements.
This application is built to be used using Sennheiser’s AMBEO headset, which
provides a simple way of making high quality recordings directly on the ears, and
Sennheiser’s AMBEO Headtracker, that complements this headset, giving the posi-
tion of the head, in attitude and heading reference system (AHRS), with an update
rate of 12Hz.

At the moment of the completion of this report, this application is still under
construction.

3.2.2 HRTF/HRIR calculation

Once we have obtained the binaural audio recording in each ear canal, and the
synchronised recording of all the head movements captured with the head tracker,
everything is ready to perform the HRTF/HRIR calculations.

The HRIR calculations software is implemented in Matlab [41], a programming
platform and language, that facilitates the work with computational mathematics.
All the calculations described in the previous section take place in a across several
functions.

First of all, the audio recordings are quantized in order to synchronise the
different sampling rates of the head tracker and the audio recording. In the case
of a head tracker with a sampling rate of 12Hz, and an audio recording with a
sampling rate of 44100 samples per second, this would mean that the audio signal
should be split in blocks of 3675 samples to be correctly synchronised.
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Figure 3.4: Digaram describing the layout of the measurments acquisition application

First of all, the data structures that are going to be used in the calculations are
declared. To facilitate the evaluation, that will be explained in detail in chapter
@ we will use a direction grid similar to the one used in the CIPIC database [1].
This direction grid, is a 25x50 matrix where we have 50 elevation points (uniformly
sampled in 5.625° steps from -45° to 230.625°), and 25 azimuth points (sampled at
-80°, -65°, -55°, from -45° to 45° in steps of 5°, at 55°, 65° and 80°) as it is described
in figure Any other sampling distribution could have been used, so it is not
decisive in the implementation, it is only relevant to the sizes of the data structures.

Following this spatial distribution, we will have the visitation matrix, that will
store the number of visitations to each point in the matrix, another matrix to store
the value of the minimum NMSE for each direction, a matrix with filter coefficients,
that will contain the last HRIR calculated for each direction, and the HRIR matrix,
that will contain the final HRIR for each direction.

Once the code is executed, the first thing it does is the update of the visitations
matrix. The update of this matrix is strictly related with both the variable step
size and the progressive behaviour of this algorithm. If it is the first visitation to
an specific point in the matrix, the code will check if any of the neighbours has
been previously visited. If so, it will copy the filter coefficients from the neighbour,
in order to use it as initial conditions in the filter coefficients calculation for that
direction.

According to the number of visitations, the step size (1) will be updated. The
values are set t0 Pmax=0.5, Umin=0.05 with a decrement of 0.0005 in every step.
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These conditions are observed to obtain the best overall performance in the cited
paper [27].

Once we have updated the step size, and we have the direction and the blocks
of both the reference and the binaural signals, the NLMS algorithm explained in
subsection is performed. For each direction, the NMSE is calculated. If that
value is smaller than the one stored in the NMSE matrix for that direction, that
means that the current HRIR is the most accurate so far. So, in that case, the
current NMSE would be stored in the NMSE matrix, and the current HRIR would
be stored in the HRIR matrix.

This process would be repeated until the whole recording of audio and head
movements are processed.
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Evaluation

The evaluation was performed by implementing a batch of simulations, in which
the signal received at the user’s ear canals is synthesised by filtering different ex-
citation signals with the HRIRs contained in the CIPIC database [1].

This is a database of high-spatial-resolution head-related transfer functions
measured on 45 different subjects, at 25 different azimuths (sampled at -80°, -65°,
-55°, from -45° to 45° in steps of 5°, at 55°, 65° and 80°) and 50 elevations (uni-
formly sampled in 5.625° steps from -45° to 230.625°)[1]. These measurements are
obtained from different subjects. HRIRs for subject 003 from CIPIC database are
the ones used for this procedure. The decision of choosing this subject was purely
random.

In this evaluation we have decided to compare the behaviour of this algorithm
using two different excitation signals, gaussian white noise and perfect sweeps.
Gaussian white noise has been used extensively used in other cases, like in the
studies made by He, Ranjan and Woon-Seng [26] [55] [27] in which this algorithm is
based on, with successful results.

However, Antweiler, Telle et al [2] suggest that perfect sweep outperforms the
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Figure 4.1: Sketch representing the location of the measurement points a) front b) side
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results of other excitation signals in this type of NLMS-based algorithms for HRTF
acquisition. The perfect sweep used in this simulation was generated using Aulis
Telle’s code implementing his own article [2] on the use of perfect sweeps on
NLMS-based for acoustic system identification. This code was available at Aachen
University’s website under BSD license.

The chosen length of this excitation signal is half of the block size. As explained
in [47], when using this kind of signals, the measurements have to be long enough
to extract all the delayed components, so the signal has to be significantly shorter
than the capturing period. More information on the decision to use this excitation
signal was previously explained in section

Apart from the excitation signals, the amount of time spent in each point, or
visitation time, is analysed to see its influence in the obtained HRTFs. The sim-
ulation is run under different visitation time conditions. The combination of the
visitation time and the signal to noise ratio, which is also studied in this simulation,
seem to be crucial in the accuracy of the obtained HRTFs [26] [55] [27].

Lastly, the influence of the way the head is moved during the process is also
studied. Two different kind of movements are simulated in this evaluation pro-
cedure. The first one is a basic movement where the head would go across the
space in order, by elevation and azimuth, while the second method reproduces
random head movements. All these simulation scenarios and their conditions will
be explained in section

To obtain the accuracy of the measurements, the normalized mean square error
(NMSE) is measured, which is described in the following equation

NMSE = 1010g10<” ||h|}112|2> 4.1)
where h is the calculated HRIR and h the HRIR from the CIPIC database.
Moreover, other characteristics of the obtained HRIRs are analysed in order to

have a more detailed understanding of the accuracy of the obtained HRIRs. One of

this features evaluated is the estimated interaural time difference (ITD) [35], which
represents the difference in the reception time of the sound between both ears, and
is described by the following formula

ITD(6) = arg:maxIACC(0, 1) (4.2)

IACC(8, 1) ftl or(0,t)pr(6,t + T)dt
2 2
Jfflp% Bydt [12 02(6,1)dt

(4.3)
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where IACC is the interaural cross-correlation, cL(¥, t) and pR(9, t) are the
HRIR for the left and right ear with an incident angle from the source ¥in the
moment t.

In the same way, the interaural level difference (ILD) is studied. To analyse the
ILD, the power spectra ratio between the left and the right channel is calculated,
based on a warped equivalent rectangular bandwidth (ERB) critical bands. The
central frequency (f.(i)) and bandwidth (fyy(i)) of each band are defined by the
following equations

£u(i) = QL(exp . @ -1) (44)

firo(i) = YL(exp ’g> (45)

As suggested by several articles on HRTF processing [27] [7], the values selected
to obtain both the central frequency and the bandwidth are Q = 9.265, L = 24.7 and
y= 1. From these operations, we obtain 40 bands with central frequencies that
go from 26.083 hertz to 16932 hertz. Once we have the central frequencies and
bandwiths, the ILD is obtained with the following equation

ﬂ +ﬁw ) 2
40 ). » Hr(f)

f fbw() R
ILD = 1010g10(40 E

w/2
i=1 Z +fb )= fow (i) /2 H%(f)

where left and right HRTF magmtude at frequency f is represented by Hy (f),
Hg(f), respectively.

Finally, the spectral difference (SD) between the obtained HRTFs and the ones
from the CIPIC database is calculated. For this operation, the same 40 ERB fre-
quency bands are used. The spectral difference for the HRTF at each orientation
can be defined by the following equation

> (dB) (4.6)

0 £t f+fbwfbw() [Hs(f) — Hp(f)]?

C

11.7/2
prO e o HE)

One of the goals for this evaluation, is to prove that it this algorithm would be
useful for commercial headsets as Sennheiser’s AMBEQ, as it has been previously
mentioned. The head-tracker for this headset, has an update rate of 12Hz, so
for this test we are going to use that update rate. However, other head tracking
devices can increment their sampling rate until 100Hz, which presumably would
increment the accuracy. Nonetheless, in this evaluation we are going to stick to a
sampling rate of 12Hz.

For this procedure, the NLMS-based algorithm is executed with a filter length
of 600. This filter length is chosen because it has been proved to be large enough to

SD = 10log1o ( 10 Z > (dB) (4.7)
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give good results [27] , while not being computationally too expensive. Also based
on He, Ranjan and Woon-Seng’s article [26] [55] [27], the values for the variable step
size are set tO Umax=0.5, Umin=0.05 with a decrement Au= 0.0005 in every step, as it
was explained in section

4.1 Simulation scenarios

Under the previously explained initial conditions, different scenarios where imple-
mented in order to have a deeper understanding of the algorithm’s behaviour.

One of the most critical things to test is the algorithm’s vulnerability to un-
wanted noises. This project aims to create an application that can acquire, with ac-
curacy, personalised HRTFs, without depending on lab facilities, as anechoic cham-
bers, or professional loudspeakers. Determining to which extent the algorithm is
able to acquire HRTFs with precision under different signal to noise conditions is
vital, thus.

The signal to noise ratio conditions evaluated are 50dB, 40dB, 30dB, 20dB and
10dB. In previous tests of similar algorithms [55][27]], the simulations where done
under a signal to noise ratio of 50dB. It was decided to analyse how the algorithm
behaves in noisier conditions, in steps of 10dB, as we expect this to have a major
influence in the accuracy of the obtained HRTF, and because the mobile nature
of this project’s goal suggests that this algorithm could be used in far from ideal
situations.

The time visiting each one of the points of the grid is also important in the
results. For this simulation, we discretized the space taking as a reference the
points used in the CIPIC database [1]. This discretization was convenient for the
evaluation, as it made it easier to compare and determine the accuracy of the
measurements. Each one of the points in the grid was visited for the same amount
of time, testing how the visitation time affects the obtained HRTFs. The visitation
times used for each point were 10s, 5s, 1s, 0.5s and 0.25s.

The head movements are also tested in these simulations. For comfort, and
to make more friendly the usage of this application by general users, it would be
helpful to determine to which extent the nature of the head movements affects
the results. In the first scenario the head movements will go across the grid in
order, by elevation and azimuth, as it is explained in figure and figure
In the second scenario the head movements would follow a random route across
the grid, accessing always contiguous grid locations, replicating how random head
movements would be. The path of this random route is described in figure 4.2|and
figure

Finally, the influence of the excitation signal is also evaluated. The excitation
signal can have a relevant role in the behaviour of the NLMS-based algorithm used
for the HRTF acquisition. As it was explained more thoroughly in section
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Figure 4.2: Head movement variations in eleva- ~ Figure 4.3: Head movement variations in az-
tion across time (Random head movements) imuth across time (Random head movements)
Figure 4.4: Head movement variations in eleva-  Figure 4.5: Head movement variations in az-
tion across time (Ordered head movements) imuth across time (Ordered head movements)

two excitation signals, gaussian white noise and perfect sweep, are compared to
determine its role in the performance of this algorithm.

4.2 Simulation results

Following the previously described conditions, the simulations were performed
between the 14" and the 215t of May of 2019. These scenarios, were the following:

o Five different signal to noise (SNR) conditions: 10dB, 20dB, 30dB, 40dB, 50dB.

e Five different visitation times for each point in the grid: 0.25s, 0.5s, 1s, 5s,
10s.

o Two different excitation signals: Gaussian white noise and perfect sweep.

¢ Two different head movements: following the grid in order, and random head
movements.

This makes a total of 5x5x2x2=100 simulation scenarios. The influence of the
different variables in the results will be analysed in the following subsections:
421 Signal to noise ratio

Observing the results we can say the the signal to noise ratio (SNR) is one of the
major factors that affect to the accuracy of the measurements, which was somewhat
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Figure 4.6: NMSE at different SNR conditions. Simulation scenario : Vistation time = 5s. Excitation
signal = Perfect sweep. Head movements = Random.

expected. As in any audio recording or signal, SNR plays a major role when it
comes to identify the different sources, and in the quality and definition of the
desired signal.

As we can see, the NSME for each one of the SNR levels are very homogeneous
across the grid. In the case described in figure with a visitation time of 5
seconds, random head movements and using a perfect sweep as excitation signal,
the difference within the maximum and the minimum NMSE for signal to noise
ratios of 50dB and 40dB is only 2.2541 dB and 2.2543dB respectively.

When the signal to noise ratio is lower, under the same conditions, the results
are even more homogeneous, with a difference between the maximum and the
minimum NMSE of 1.665 dB, 1.5528 dB and 1.9936 dB for signal to noise ratio
scenarios of 30 dB, 20 dB and 10 dB respectively.

However, the difference between the mean NMSE for each one of the scenarios
is significant. We can see that the accuracy of the measurements drops as the
signal to noise ratio decreases. In figure it is easy to perceive how the mean
NMSE decreases with the SNR, with almost 40 dB of difference between the results
obtained at 50 dB of SNR and the results obtained with a SNR of 10 dB.

Studying the difference between the interaural level difference (ILD) for the
reference HRTFs and the one calculated at the simulation, we can also find relevant
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Figure 4.7: ILD difference (dB) between CIPIC’s HRTFs and measured HRTFs. SNR = 50dB. Simula-
tion scenario : Vistation time = 5s. Excitation signal = Perfect sweep. Head movements = Random.

variations caused by the different signal to noise ratio. As we can see in figure
with the same conditions as the ones cited before, and a SNR of 50 dB, the values
for the difference in decibels between the ILD for CIPIC’s HRTF and the ILD for
the calculated HRTF is quite homogeneous and low across the whole grid. Some
peaks can be observed close to one of the edges, getting to a 0.4 dB difference, but
most of the grid presents values under 0.1 dB, with a mean difference of 0.0075 dB.

However, when the SNR decreases, the differences increase significantly. As
an example, we can take the results in the same conditions (Vistation time = 5s.
Excitation signal = Perfect sweep. Head movements = Random) but with a SNR of
30 dB, as represented in figure The differences across the whole grid still are
stable in values under 0.8 dB, but in the areas close to 80° azimuth we can see lots
of sharp peaks. The differences get over 1 dB in several cases and one of the peaks
overtakes 1.2 dB. Finally, in figure |4.9| we can observe that when the SNR goes as
low as 10 dB, the noise affects the ILD across the whole grid, with very high error
values, getting over 6 dB at some points. This pattern is repeated in every single
case, as the ILD difference always increases as the SNR decreases.

Moreover, once again, we can see that having a good SNR is directly related
with having a low spectral difference (SD) value. The values, as we can see in
figure and figure are not as homogeneous in the case of ILD. We can see
that the error is lower in the central values of the grid, but it increases when it
gets closer to the edges. However, we can see that the values are closely related
with the SNR. Under the previously cited conditions, with a visitation time of 5s,
random head movements, and using a perfect sweep as excitation signal, the mean
SD value is -58.787 dB for a SNR of 50 dB. However, when the SNR gets to 10 dB,
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Figure 4.8: ILD difference (dB) between CIPIC’s
HRTFs and measured HRTFs. SNR = 30dB. Sim-
ulation scenario : Vistation time = 5s. Excitation
signal = Perfect sweep. Head movements = Ran-
dom
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Figure 4.10: Spectral difference (in dB) for the left
ear at SNR = 10dB, 30dB and 50dB. Simulation
scenario : Vistation time = 5s. Excitation signal =
Perfect sweep. Head movements = Random

Figure 4.9: ILD difference (dB) between CIPIC’s
HRTFs and measured HRTFs. SNR = 10dB. Sim-
ulation scenario : Vistation time = 5s. Excitation
signal = Perfect sweep. Head movements = Ran-
dom
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Figure 4.11: Spectral difference (in dB) for the
right ear at SNR = 10dB, 30dB and 50dB. Sim-
ulation scenario : Vistation time = 5s. Excitation
signal = Perfect sweep. Head movements = Ran-

dom

this value decreases until only -19.2573 dB.

Finally, the estimated interaural time difference (ITD) is, like all the other de-
scriptors, directly affected by the SNR variations. In general terms, the ITD is very
well preserved in most of the cases, as, even in the noisiest conditions, the peaks
do not preserve relevant shifts. It is easily observable in figure how the ITD
differences between the CIPIC’s HRIR and the measured HRIRs is almost none for
a SNR of 50 dB, only one non zero value can be seen in the plot, and the difference
is under 20 microseconds. However, we can see how this almost perfect match in
the ITDs is degraded as we decrease the SNR. In figure we can see how the
results are still good, with only a few non zero values, and all of them under 25
microseconds, but definitely worse than in the previous case. Finally, with a SNR
of 10 dB, in figure it is easily observable how the differences increases, having
exceptional values close to 250 microseconds. However, still, most of the values are
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zero.

Figure 4.12: ITD difference Figure 4.13: ITD difference Figure 4.14: ITD difference
(us) between CIPIC’s HRIRs and (us) between CIPIC’s HRIRs and (us) between CIPIC’s HRIRs and
measured HRIRs at SNR = 10dB. measured HRIRs at SNR = 30dB. measured HRIRs at SNR = 50dB.
Simulation scenario : Vistation Simulation scenario : Vistation Simulation scenario : Vistation
time = 5s. Excitation signal = Per- time = 5s. Excitation signal = Per- time = 5s. Excitation signal = Per-
fect sweep. Head movements = fect sweep. Head movements = fect sweep. Head movements =
Random Random Random

4.2.2 Excitation signal

Two different excitation signals were used in these simulations, gaussian white
noise and perfect sweeps. The first thing that was evaluated in this simulation was
the differences between the mean NMSE for each one of the excitation signals in
every scenario.

As we can observe in figure there is no relevant difference in terms of
mean NMSE. The difference between the best and the worst excitation signal in
every scenario, with random and ordered head movements, and different SNR,
for a visitation time of 1 second in each point of the grid, is always under 1 dB.
Furthermore it is hard to extract any conclusions, in terms of mean NMSE.

However, when the parameter we change is the visitation time instead of the
SNR, we can see major changes between the different excitation signals. The results
are pretty similar again, for visitation signals over 1 second. Nonetheless, we can
see significant differences for visitation times of 0.5 and 0.25 seconds. As we can
see in figure there are minor (under 1dB), but obvious, differences when
the visitation time is 0.5s. However, when the visitation time drops to 0.25s, the
differences are quite significant, with the perfect sweep obtaining a mean NMSE
6dB bigger than the gaussian white noise. Moreover, with this same visitation time
and a SNR of 50 dB, the differences are even more remarkable, with a variation of
21.0888 dB between the mean NMSE calculated for the gaussian white noise with
random head movements and the perfect sweep under the same conditions.

When it comes to the interaural level difference (ILD) the differences, once
again, are very subtle. The plots for the ILD with 1 second of point visitation time,
SNR of 30 dB and random head movements using gaussian white noise and perfect
sweep as excitation signals can be seen in figure ?? and figure ?? respectively. The
behaviour of both signals is pretty similar, however we can see that the gaussian
white noise slightly outperforms perfect sweep if we take a look into the mean
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Figure 4.15: Mean NMSE for the different exci-
tation signals with different SNR and same visi-
tation time (1 second)

Figure 4.16: Mean NMSE for the different excita-
tion signals with same SNR (30 dB) and different
visitation time

Figure 4.17: ILD difference (in dB) for visitation
time = 1s , SNR = 30dB and random head move-
ments using white noise as excitation signal

Figure 4.18: ILD difference (in dB) for visitation
time = 1s , SNR = 30dB and random head move-
ments using perfect sweep as excitation signal

ILD difference between the measured and the CIPIC’s HRTFs in this scenario. The
mean ILD difference for gaussian white noise is 0.0701 dB while perfect sweep has
a mean difference of 0.074 dB. We can see that the pattern is repeated if the SNR
is increased to 40dB, where the mean ILD difference for gaussian white noise is
0.0247 dB and for the perfect sweep is 0.0255 dB. In any of the cases the difference
is notable, but it is worth mentioning, as it is consistent for every signal to noise
ratio scenario. Only for very short visitation times (under 1 second) and high SNR
(over 30 dB), like in the case of the NMSE, it is possible to see bigger differences,
with gaussian white noise outperforming perfect sweep.

In terms of spectral difference (SD) once again it is hard to find major differ-
ences between both excitation signals. In figure we can find the SD for the left
ear, with a visitation time of one second, using gaussian white noise as excitation
signal, while in we have the same plot using a perfect sweep as excitation
signal under the same conditions. As we can see the differences are minimal, once
again. Taking a look at the mean values, we can say that gaussian white noise
outperforms the perfect sweep. The mean SD values, for both ears, using gaussian



4.2. Simulation results 29

Figure 4.19: SD for the left ear with visitation = Figure 4.20: SD for the left ear visitation time =
time = 1s and random head movements using  1s and random head movements using perfect
white noise as excitation signal sweep as excitation signal

Figure 4.21: ITD difference (us) with visitation = Figure 4.22: ITD difference (us) with visitation
time = 1s, SNR = 30 dB and random head move- time = 1s, SNR = 30 dB and random head move-
ments using white noise as excitation signal ments using perfect sweep as excitation signal

white noise, are -18.7778 dB, -38.6013 dB and -58.3515 dB for 10 dB, 30 dB and
50 dB of signal to noise ratio, respectively. On the other hand, the perfect sweep
performs with -18.7093 dB, -38.4954 dB and -58.1070 under the same conditions.
The differences are under 0.3 dB in every case.

Finally, the interaural time difference (ITD) is very well preserved in every sce-
nario. However, there are small differences between both excitation signals that
are worth remarking. In figure [#.2T)and there are plots representing the differ-
ence, in microseconds, between the estimated ITD for the HRIR’s from the CIPIC
database and the ones calculated in this simulation. As we can see the error is zero
in most of the grid. However if we pay attention to the mean ITD difference, white
noise outperforms the perfect sweep, with a mean value of 0.0181 microseconds
of difference, while the perfect sweep has 0,0544 microseconds of mean difference.
Once again, as we have seen in previous sections, a smaller SNR entails a bigger
ITD difference, as we can see in figure and figure In this case, both
signals perform with the seam mean ITD difference, 0,3265 microseconds.

4.2.3 Visitation time

The time spent in each one of the points in the grid, or visitation time, as we are
going to see in this section, is directly related with the quality of the obtained
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Figure 4.23: ITD with visitation time = 1s, SNR = Figure 4.24: ITD with visitation time = 1s, SNR
10 dB and random head movements using white =10 dB and random head movements using per-
noise as excitation signal fect sweep as excitation signal
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Figure 4.26: Mean NMSE with different visita-
tion times with gaussian white noise as exci-
tation signal. SNR = 40 dB and random head
movements.

Figure 4.25: Mean NMSE with different visita-
tion times with perfect sweep as excitation sig-
nal. SNR = 40 dB and random head movements.

HRTFs. As we can see in figures and in every case the mean NMSE
decreases when the visitation time increases. Both plots show the performance of
the algorithm under a simulation with random head movements and a signal to
noise ratio of 40dB. For very short visitation times, the performance of the perfect
sweep is significantly worse, as it was explained in section It is also worth
remarking that, the lowest the SNR is, the smallest is the influence of the visitation
time. For instance, the difference between 0.25 seconds and 10 seconds of visitation
time, using gaussian white noise as excitation signal, random head movements and
a SNR of 10 dB, is less than 1.5 dB.

The difference between the ILD for the calculated HRTFs, and the ones from the
CIPIC database is also dependant on the visitation times. However, the differences
are not excessive. In figure [£.27) we can see the ILD difference using gaussian white
noise as excitation signal, a SNR of 40 dB, random head movements and a visitation
time of 5 seconds, while in figure we can see the same plot under the same
conditions but with 0.25 seconds of visitation time. The differences in the plot are
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Figure 4.27: ILD difference using gaussian white ~ Figure 4.28: ILD difference using gaussian white
noise as excitation signal, and random head noise as excitation signal, and random head
movements, SNR = 40dB, with 5 seconds as vis- movements, SNR = 40dB, with 0.25 seconds as
itation time visitation time

not remarkable, but if we pay attention to the mean ILD difference in each case, we
can see how it decreases when the visitation time increases. When the visitation
time is 0.25 seconds, the mean ILD difference is 0.0264 dB while for 5 seconds of
visitation time, the mean ILD difference falls to 0.0220 dB. The differences are not
significant, but yet worth mentioning.

The spectral difference (SD) is, once again, closely related with the visitation
time. In figure there is a plot with the mean SD for a simulation at a signal to
noise ratio of 40 dB, with random head movements and using gaussian white noise
as excitation signal. From this plot we can extract that the visitation time plays a
major role in this measurements, as the SD value improves when the visitation time
increases. The differences are not dramatic, as it is only 1.8403 dB the difference
between the values for 0.25 seconds and 10 seconds, but still we can say that it
makes a difference.

Finally, in the case of the interaural time difference (ITD), we can not find
obvious differences dependant on the visitation times. For times under 5 seconds,
the ITD differences between the estimated ITD for the CIPIC database’s HRIRs and
the ones calculated by the simulations, remain constant and with very low values.
In figure we can see the ITD difference with a visitation time of 0.25 seconds.
The mean value for the ITD difference is 0.0181 dB, which is exactly the same
value for the same test with a visitation time of 5 seconds. Nonetheless, when the
visitation time is 10 seconds, the estimated ITD for the CIPIC database’s HRIRs
matches perfectly (0 dB mean error) with the ones obtained by this simulation.

424 Head movements

The type of head movements was also analyzed to determine its influence in the
HRTF aquisition. As it was shown in figure and the type of head move-
ments do not affect in a relevant way to the mean NMSE of the computed HRTFs.
Only in the case of the simulation using 0.25 seconds as visitation time, SNR of
30 dB, and perfect sweep as excitation signal we can see some relevant difference,
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= Random.
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where, surprisingly, the random head movements outperform the ordered head
movements by a little more than 1 dB.

In the case of the interaural level difference (ILD) it is hard to understand the
influence of the head movements in its results. Taking a look at the mean ILD
difference between the CIPIC database’s HRTFs and the ones obtained by the sim-
ulation, it is still hard to extract any conclusion. In figure we can see how
the ordered head movements generally outperform the random head movements,
but not always, and it is impossible to find a pattern to understand why of this
inconsistencies in the performance.

In the case of the spectral difference (SD), once again, the results are not con-
clusive. If we take a look at the mean SD with the different head movements, we
can see that the random head movements outperform the ordered movements. In
figure we can see the mean SD for each type of signal and head movements,
for each visitation time. We can see that the differences are minimal, under 0.2 dB
in every case, except for the ones mentioned before, with perfect sweep and short
visitation time (0.25s and 0.5s).

Finally, the interaural time difference (ITD) presents some interesting differ-
ences between the different head movements. To evaluate the difference we can see
figure and figure The plots display the difference between the estimated
ITD for the HRIR’s of CIPIC’s database and the calculated ones. In figure
we can see how the ordered head movements present peaks randomly distributed
with low values across the grid, while having some specific peaks over 200us. On
the other hand, we can see how in the case the random head movements we can
see also peaks all over the grid, but always with low values, under 30us. The mean
ITD difference also suggests that random head movements perform better, with a
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Figure 4.33: ITD difference using gaussian white
noise as excitation signal, and random head
movements, SNR = 10dB, with 1 seconds as vis-
itation time

Figure 4.34: ITD difference using gaussian white
noise as excitation signal, ordered head move-
ments, SNR = 10dB, with 1 seconds as visitation
time

mean value of 0.3265 us, while the ordered movements present a mean value of

0.6531 us.



Chapter 5

Discussion

This project aimed to create a fast HRTF acquisition method, which allowed to ob-
tain personal HRTFs in a faster, portable and more user-friendly way. This project
stressed in creating and evaluating an algorithm which allowed to calculate per-
sonal HRTFs based on synchronised recordings of binaural sound signals and head
tracking information. To evaluate this algorithm, a batch of simulations was per-
formed.

The results of the simulations, which comprehend 100 different scenarios, pro-
vide some meaningful results worth discussing. From this results it is possible
to extract the influence of different factors that affect the whole HRTF acquisition
process.

This results give relevant information that could help to create a robust mobile
application that could handle both the extraction of the recordings of both the
head tracking and binaural audio signals, and the HRTF calculations based on
these recordings.

5.0.1 Excitation signal

From the simulation results we can extract that there are no relevant differences
between the excitation signals in most of the cases. Only for very short visitation
times, 0.25 seconds and 0.5 seconds, we can see a remarkable difference between
gaussian white noise and perfect sweep. In these scenarios gaussian white noise
clearly outperforms perfect sweep.

Further investigation regarding the length of the perfect sweep [2], and chang-
ing parameters as the head tracking sampling rate, could help to solve this problem
with shorter visitation times.

However, it is also worth mentioning that in terms of computational speed,
perfect sweep outperforms gaussian white noise. It’s rapid convergence speed [2]
on NLMS based algorithms was specially relevant with longer visitation times (5
seconds and 10 seconds), increasing the speed of the algorithm over a 20%.
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5.0.2 Head movements

The importance of the way the head movements were performed was inconclu-
sive. The results of the simulations performed with ordered head movements and
random head movements did not differ significantly.

However, the lack of influence of the head movements on the acquired HRTFs
is an interesting and encouraging result for the aim of this project. This conclusion
suggests that unconstrained head movements can be suitable for HRTF acquisition.
The performance of free movements would make easier and more comfortable for
the user the whole HRTF acquisition process,

5.0.3 Signal to noise ratio

The signal to noise ratio plays a crucial role in the quality and accuracy of the cal-
culated HRTFs. Every error measurement performed on the evaluation presented
worse results when the signal to noise ratio decreased, as it was predictable.

The normalised mean squared error (NMSE) of the obtained HRTFs increased
significantly when the signal to noise ratios decreased. However, it is promising
to see that, even though the error increased, the interaural time difference (ITD)
and interaural level difference (ILD) still maintained very low values in these con-
ditions.

ITD and ILD play a very important role in the localisation of sounds in the
horizontal plane. The preservation of these properties even in poor signal to noise
ratio conditions implies that the obtained HRTFs under these conditions would still
perform reasonably well on the horizontal plane. On the other hand, localisation in
elevation, and in depth (front-back) would still be affected by these interferences.

However, a subjective evaluation would be necessary to determine to which ex-
tent this variations affect to the ability to locate sound sources in a virtual auditory
display.

5.0.4 Visitation time

The time spent in each one of the points of the grid, or visitation time, also proves
to be extremely relevant and directly related with the quality of the acquire HRTFs.

In every case, the quality of the calculated HRTFs increased in every measure-
ment performed over them. It is specially remarkable in terms of normalised mean
squared error (NMSE), where the improvement caused by the increase of visita-
tion time could exceed 20 decibels in some cases. Moreover, as it was mentioned in
section the perfect sweep presented some performance problems when the
simulation used 0.5 seconds and 0.25 seconds as visitation time.

However, it was very promising to see that when the excitation signal used
was gaussian white noise, the differences where not that pronounced. In these
kind of scenarios, the differences in NMSE between the simulations using 0.25
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seconds as visitation time, and the simulation with 10 seconds as visitation time,
never exceeded 4 decibels. This reasonably good performance under very short
visitation times give very good perspectives in the goal of shortening the times
needed for the HRTF acquisition process.






Chapter 6

Conclusion

An application that calculates personalised HRTFs based on recordings of binaural
sound signals and head tracking information has been conceptualised, developed
and tested. It uses a normalised least means squared-based algorithm that, us-
ing a progressive-activation approach with variable step size, calculates individual
HRTFs allowing unconstrained head movements. This algorithm was tested with
with a batch of simulations, synthesising sounds using CIPIC’s database to repro-
duce the different angles, in elevation and azimuth, that a sound source would
make when a user is moving the head in a two dimensional space. One hundred
simulation scenarios were evaluated, to determine the influence of the signal to
noise ratio, the type of head movements during the measurements, the time spent
in each one of the points in the virtual two dimensional grid, and the type of exci-
tation signal, have on the calculated HRTFs. The normalised mean squared error,
interaural time difference, interaural level difference and spectral difference were
studied in order to have a better understanding on the way the alteration of this
variables affect the HRTF calculation.

The results of the implementation conclude that this algorithm succeeds in
computing HRTFs with remarkable accuracy in very different circumstances. Even
for very low signal to noise ratios, important directional cues as interaural level
difference and interaural time difference, are very well preserved. These directional
cues are the main responsible for localisation of sound sources in the horizontal
plane.

This feature, combined with the good results for this evaluation, when the
simulation performed random head movements, makes it able to use in different
possible set-ups. This way, users can obtain their own personalised HRTFs without
requiring high end equipment or lab facilities. However, there is a number of
interesting ways to continue this project in order to expand and improve these
results.

At the moment of the completion of this report, the mobile application designed
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to make the synchronised recordings of both the binaural audio signals an the head
tracking is not finished. It would be necessary to complete this application in order
to confirm if, as the results of the evaluation imply, this system is suitable for real
time acquisition of personalised HRTFs.

Moreover, it would be necessary to evaluate this mobile application on test
subjects to assure that the instructions are intuitive and easy to use. Also, the
time required to obtain all these measurements is crucial in the success of this
application. Usability is decisive in order to make customers embrace this system,
making all the process clear and comfortable for the user.

Furthermore, testing the whole process in a real scenario would give mean-
ingful information about the behaviour of the system with the different excitation
signals. Perfect sweeps have been proved to be more robust against non-linear dis-
tortions presented in some reproduction devices as loudspeakers, so it would not
be unlikely to assume that it’s performance might improve in a real scenario.

Once the mobile application is finished, it would be crucial to test that this setup
works with the equipment that we are recommending for this process, Sennheiser’s
AMBEO headset with Sennheiser AMBEO Headtracker, using a Macintosh mobile
device, as an iPad, as a processor and reproduction device.

Using the iPad as reproduction device for the excitation signal would make way
easier and portable the process of acquisition of the data, but it would compromise
the sound quality. All the articles on HTRF acquisition cited in this paper, use high
quality loudspeakers or monitors to reproduce the reference signal, so it is likeable
that it would be necessary to use a high quality reproduction device to get the
signal with the desired precision and quality.

Furthermore, the quality and location inside the ear of the Sennheiser AMBEO
headset are crucial to get accurate HRTF. It would be necessary to test if the mi-
crophones are deep enough on the ear canal to obtain an accurate HRTE. If the
microphone is placed in the outer part of the ear canal, it might lose some of the
characteristics of the user’s pinna. These characteristics are mostly related with the
perception of the elevation and depth, as well as permitting the distinction between
front and back [52][67].

Other approach to improve this project, is finding ways to reduce the time that
it takes to get all the measurements. Every HRTF acquisition method using only
one speaker requires no less than 30 minutes [27] to perform all the necessary
measurements. That is an unacceptable amount of time if we want this method to
be embraced by common users with mobile devices. There are different ways to
reduce this time.

One of the most obvious ways is to reduce the amount of points where we need
to make measurements in order to obtain a complete HRTF field. This could be
achieve by different methods, as the one described by Gamper et al [14], where they
implement tetrahedral interpolation (using Delaunay triangulation) with barycen-
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tric weights, in order to interpolate HRTFs in azimuth, elevation, and distance.

Other approach is the use of spherical harmonics-based methods in order to
obtain a complete HRTF field based on measurements made on discrete points.
There is plenty of literature on this subject, that was explained more thoroughly in
section and a method based on these techniques was attempted. Due to time
constraints, and because of the fact that this algorithms are computationally very
expensive, making them unsuitable for a fast HRTF calculation, this improvements
were aborted at the time of completion of this report.

However, the literature suggests that these methods provide very promising
results, so that it could achive the goal of obtaining a complete HRTF field just
performing a reduced amount of measurements. Some of these articles [61] even
describe how, in the case of the CIPIC HRTF database, the amount of sampling
points could be reduced in more than 400 points, which, therefore, would decrease
significantly the amount of time required for this procedure.

Other interesting improvement would be to integrate the measurement acqui-
sition procedure with VR/AR headsets as Magic Leap. In the end, one of the
main fields where this techniques can be extensively used is in augmented and/or
virtual reality environments.

Moreover, some studies [16] have used VR/AR displays to guide the subjects
movements for HRTFs. Nonetheless, the size and nature of this headsets can have
an influence on the measurements, so their effect on the recorded signals must be
compensated on the HRTF calculation algorithm.

Finally, subjective evaluation on both applications would contribute to improve
the project. Subjective evaluation on the mobile application would give us notes
on how intuitive it is, and about how easy it is to perform all the actions needed to
acquire the necessary information from the head movements and the audio signal.

Also it would be a good way to analyse if the times required for the data
acquisition are reasonable and suitable for a commercial product. User feedback
can help to find different strategies and detect some possible flaws in the designed
procedure, so it would be convenient to perform this kind of tests to polish the
whole process and improve the user experience.

Subjective evaluation on the acquired HRTFs would be a necessary input as
well. There have been several studies [18] on the actual necessity of the use of
personalised HRTFs, some of them suggesting that the quality of the virtual au-
ditory display is highly dependent on this individualisations [69]. However this
project would be more meaningful if we can get to prove that there is an actual
improvement in terms of accuracy and sense of presence [34] [37] compared with
non-individualised HRTFs.

Basic sound localisation tests would give meaningful feedback on the improve-
ment of the HRTF quality for common users. Moreover, VR and AR environments
could help to make more in-depth testing on these features. These technologies
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could help to determine if the personalization of the HRTFs affects, not only the
quality of the sounds, but also features as the sense of presence [34] [37], engaging
with the virtual experience, the way the users interact with the virtual environ-
ment.

The use of virtual auditory displays has been proved to promote exploratory
behaviours in virtual environments [64], so an increase in the quality of the HRTFs
could expand these features. A significant improvement in the 3D sound experi-
ence would be decisive to introduce this kind of technology in fields as virtual and
augmented reality environments or gaming.
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Appendix A - Simulation results

Perfect sweep - Random head movements

Visitation time |0,25s 0,5s 1s

SNR SD ITD ILD NMSE SD ITD ILD NMSE SD ITD ILD NMSE
10db -18,0038 0,9796( 0,8047| -19,6928| -18,3990 0,6531 0,7596| -20,4924] -18,7093 0,3265 0,7129( -20,8041
20db -27,1634| 10,4898 0,2692| -27,5828| -28,2170 0,1995 0,2418| -30,2989] -28,6027 0,1088 0,2348| -30,7636
30dB -34,2657 0,5079 0,1019] -32,7244] -37,7091 0,0726| 0,0831| -39,7979] -38,4954 0,0544| 0,0740| -40,7037|
40dB -38,3925 0,5261 0,0591| -35,3083] -47,1297 0,0544| 0,0286| -48,4435| -48,1562 0,0181 0,0255| -50,3820
50dB -40,1203 0,5261 0,0485| -36,1968] -55,0741 0,0726| 0,0108| -55,0368| -58,1070 0,0000 0,0077| -60,3009
Visitation time |5s 10s

SNR SD ITD ILD NMSE SD ITD ILD NMSE

10db -19,2573 0,5986( 0,6583| -21,3290] -19,5771 0,3628| 0,6737| -21,7123

20db -29,0760 0,0726 0,2252| -31,3244] -29,5344 0,1088| 0,2049| -31,6972

30dB -39,0389 0,0544( 0,0674 -41,2937] -39,4861 0,0363 0,0668| -41,6826

40dB -48,8250 0,0181 0,0227] -51,0418] -49,2511 0,0181 0,0208| -51,4204

50dB -58,7870 0,0181 0,0075] -61,0368] -59,1521 0,0000 0,0069| -61,4325

Figure 7.1: Perfect sweep - Random Head Movements - SD = Mean Spectral Difference (dB) - ITD =
mean ITD difference (us) - ILD = mean ILD difference (dB) - NMSE = mean NMSE (dB)
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Perfect sweep - XY movements

Chapter 7. Appendix A - Simulation results

Visitation time |0,25s 0,5s 1s
SNR SD ITD ILD NMSE  |sD ITD ILD NMSE  [sD ITD ILD NMSE
10db -18,0148|  1,4331] 0,7580] -19,5010] -18,3352] 0,6531 0,7373| -20,4736] -18,7222] 0,5805] 0,7182| -20,7850
20db -26,9501| 1,1066] 0,2628] -26,8816] -28,1127] 0,2177] 0,2468| -30,2465] -28,5888| 0,1270] 0,2397] -30,7552
30dB -33,5577| 0,8345] 0,1227] -31,0812] -37,6602] 0,0726] 0,0819] -39,6426] -38,4607| 0,0544] 0,0766] -40,6941
40dB -36,9720| 1,0522] 0,0821] -32,8739] -46,9681] 0,0544| 0,0275| -47,8295| -48,1573] 0,0363] 0,0243| -50,3556
500B -38,1925]  1,0159] 0,0725] -33,4269] -54,2059] 0,0544] 0,0120] -53,4570[ -58,0405] 0,0000] 0,0076] -60,2589
Visitation time |5s 10s
SNR sD ITD ILD NMSE  |sD ITD ILD NMSE
10db -19,3263| 0,1995| 0,6724| -21,3310] -19,5778] 0,4354| 0,6382| -21,7152
20db -29,1082| 0,1088| 0,2219] -31,3169] -29,5442| 0,1088] 0,2041| -31,7072
30dB -39,2152| 00,0000 0,0661| -41,3089] -39,4852] 0,0544| 0,0649| -41,6866
40dB -48,8532| 00,0000 0,0230] -51,0404] -49,5757] 0,0000] 0,0217| -51,4301
50dB 58,8348 0,0000] 0,0073] -61,0325] -59,2951] 0,0000] 0,0068| -61,4276
Figure 7.2: Perfect sweep - Ordered movements - SD = Mean Spectral Difference (dB) - ITD = mean
ITD difference (us) - ILD = mean ILD difference (dB) - NMSE = mean NMSE (dB)

Gaussian white noise - Random head movements
Visitation time ]0,25s 0,5s 1s
SNR SD ITD ILD NMSE  |sD ITD ILD NMSE  |sD ITD ILD NMSE
10db -18,1979| 0,4898] 0,7908| -20,2691] -18,4389] 0,5805| 0,7680| -20,5715| -18,7778| 10,3265 0,7486| -20,8781
20db -27,8745|  0,1451] 0,2644| -29,9983] -28,4474] 0,3991] 0,2330] -30,6037| -28,5948| 0,0726] 0,2380] -30,8399)
30dB -37,5745| 0,0181] 0,0835| -39,7884] -38,2456] 0,0544] 0,0747| -40,4882] -38,6013| 0,0181] 0,0701] -40,7632
40dB -47,4791] 0,0181] 0,0264| -49,3915] -48,1095] 0,0000] 0,0245| -50,2643] -48,3231| 0,0544| 0,0247| -50,5661
50dB -56,5550] 0,0000] 0,0086] -57,2856] -58,0266] 0,0000] 0,0082] -60,2139] -58,3515] 0,0000[ 0,0076] -60,5449)
Visitation time |5s 10s
SNR sD ITD ILD NMSE s ITD ILD NMSE
10db -19,2314| 0,4717| 0,7174| -21,3820] -19,6564| 0,2721] 0,6654| -21,7691
20db -29,0847| 0,1633] 0,2130f -31,3658] -29,6148| 0,0007| 0,1953| -31,7423
30dB -39,0446] 0,0363] 0,0670| -41,2963] -39,4723] 0,0007] 0,0666| -41,6810
40dB -49,0063| 0,0181] 0,0220| -51,1346] -49,3194| 0,0000] 0,0216] -51,5216
50dB -58,9242| 0,0000] 0,0069| -61,1318] -59,3417] 0,0000] 0,0065| -61,5217

Figure 7.3: Gaussian white noise - Random Head Movements - SD = Mean Spectral Difference (dB)
- ITD = mean ITD difference (us) - ILD = mean ILD difference (dB) - NMSE = mean NMSE (dB)




Gaussian white noise - XY movements

45

Figure 7.4: Gaussian White Noise - Ordered Movements - SD = Mean Spectral Difference (dB) - ITD
= mean ITD difference (us) - ILD = mean ILD difference (dB) - NMSE = mean NMSE (dB)

Visitation time |0,25s 0,5s 1s

SNR SD ITD ILD NMSE SD ITD ILD NMSE SD ITD ILD NMSE
10db -18,1673 0,4354 0,7314] -20,2500| -18,5098 0,4535 0,7583| -20,5625| -18,7391 0,6531 0,7357| -20,8745
20db -27,7918 0,1270 0,2489| -29,9947| -28,2175 0,1451 0,2428| -30,3649| -28,6058 0,2902 0,2238( -30,8227
30dB -37,6771 0,0907 0,0792| -39,7658| -38,1317 0,0181 0,0839( -40,2867| -38,5406 0,0181 0,0752| -40,7593
40dB -47,3807 0,0181 0,0273| -49,2889| -47,9969 0,0181 0,0249( -50,2540| -48,2902 0,0000 0,0236( -50,5552
50dB -56,5003 0,0181 0,0092| -56,6706| -57,9427 0,0181 0,0080( -60,1911| -58,2304 0,0000 0,0079( -60,5337
Visitation time |5s 10s

SNR SD ITD ILD NMSE SD ITD ILD NMSE

10db -19,2397 0,3991 0,6515| -21,3782| -19,6639 0,5079 0,6628| -21,7667

20db -29,1750 0,1088 0,2153] -31,3596| -29,5540 0,1451 0,2161| -31,7433

30dB -39,0561 0,0000 0,0677| -41,2890] -39,5199 0,0363 0,0672| -41,6791

40dB -48,9267 0,0181 0,0214| -51,1367| -49,2813 0,0181 0,0214( -51,5203

50dB -58,8722 0,0000 0,0069| -61,1249] -59,2952 0,0000 0,0069( -61,5180
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