Title:
Kugle - Modelling and Control of a Ball-balancing Robot

Abstract:
This thesis covers the derivation of a non-linear model and sliding mode controller for a ball-balancing robot with three omniwheels. A quaternion-based model is derived using Lagrangian mechanics, with the quaternion and ball position as the generalized coordinates. The quaternion unit norm constraint is enforced with a Lagrange multiplier. The quaternion model is used for sliding mode controller design of an orientation stabilizing controller that considers a quaternion error function based on the desired quaternion and angular velocity reference. Two sliding surfaces are proposed and compared in simulation. The derived controller is verified in both simulation and in practice, using a 16 kg ballbot prototype, Kugle V1. The controller and the necessary estimators, two extended Kalman filters for quaternion and velocity estimation, are implemented in an embedded firmware. The controller is confirmed to work as designed and the simulation model is verified against the practical results, using a Vicon motion capture system. Continuously changing references can be tracked with a tracking error of less than 1° up to 1 Hz. The controller is furthermore tested in a cascaded configuration with first a velocity LQR controller and subsequently a shape-accelerated path-following MPC, which generate quaternion and angular velocity references and enable station-keeping, velocity tracking and path-following. Velocity references up to 1 m/s and 1 rad/s are tested and confirmed trackable in practice. The thesis concludes that it is indeed possible to derive and use a quaternion model for ballbot control even though it complicates the derivation and is deemed unnecessary due to the operating envelope. All material, including the MATLAB code, simulations, ROS drivers and the embedded firmware, is open source and available on GitHub.
Preface

This report documents the Master Thesis work carried out as part of the study program in Control & Automation at Aalborg University.

The work in this thesis is carried out as part of the research project, 'Robot Digital Signage' [1] dealing with human-interaction robots and funded by the Innovation Fund under grant 7076-00051A. As part of this project a ball-balancing robot is to be developed. The purpose of this thesis is to develop a dynamic model of a ball-balancing robot, design a robust controller to keep the balance and make the movements of the robot easily controllable. Furthermore, the work of this thesis has included brainstorming and support during the prototype design process and the implementation of the designed controllers on a working prototype.

To understand the thesis fundamental knowledge of Linear Algebra, Calculus, Non-linear system modelling and Linear and Non-linear controller design are required. Furthermore the reader is expected to know how to model mechanical systems with Lagrangian mechanics and to have a conceptual understanding of sliding mode controllers. Familiarity with Quaternions and their properties when used to describe rotations is useful, although a quick walk-through is provided. Knowledge of Kalman filtering and Model Predictive Control is recommended.

References are made using the IEEE referencing scheme, where numbers in square brackets, e.g., [1], refers to an entry in the bibliography found on page 121. Equations are referred to with the equation identifier in a parenthesis, e.g., (1.2), indicating the chapter and equation number. A nomenclature with a list of notations and abbreviations used in this thesis is found just after the preface. All figures and plots are made in TikZ or a reference is listed.

The thesis is written in the hope that it can serve as a reference for future students and researchers working on ball-balancing robots. A lot of effort has been put into traceability and reproducibility, which is why several appendices are included to show the steps of specific derivations, thereby enabling the reader to trace any specific results. Furthermore, all code from the work has been published, including MATLAB files, Simulink models, Embedded firmware, Gazebo simulation and ROS drivers. The code is publicly available and released under the MIT License on the following GitHub repositories:

- https://github.com/mindThomas/Kugle-MATLAB
  MATLAB code and Simulink models of the model and controller development, including the non-linear Quaternion model, Sliding mode balance controller and ACADO MPC for path following.

- https://github.com/mindThomas/Kugle-Embedded
  Embedded firmware (C++) for the STM32H7 board used on the Kugle V1 prototype, running FreeRTOS enabling balance and velocity control with a Sliding mode controller, LQR and several EKF’s while simultaneously communicating with the onboard computer with the ROS driver.

- https://github.com/mindThomas/Kugle-ROS
  ROS driver and ROS launch files.
https://github.com/mindThomas/Kugle-Gazebo

Gazebo simulation environment of the high-level navigational properties of the Kugle robot, including sensor layout and the shape-accelerated property (tilt-based acceleration).

https://github.com/mindThomas/Kugle-Misc

Code, libraries and other tools built for the Kugle robot project which do not fit in the other repositories, e.g., test code. Includes also a visual test-bench for the ACADO-generated Path-following MPC doing obstacle avoidance.

A series of chronologically ordered YouTube videos from the 8 month on-going development period, including simulations and tests, can be found at https://www.youtube.com/playlist?list=PLLtE4m3fKcOC_TuErjg0pTi3abHPWMOx.

The report is divided in two main parts covering the workflow of the project: The first part in which a quaternion model of the ballbot is derived and the second part in which a non-linear sliding mode balance controller is designed.

Chapter 1 introduces the 'Kugle' research project, what a ball-balancing robot is and the current state-of-the-art. The chapter concludes with the problem formulation of the research topic in this thesis.

Chapter 2 presents the Kugle V1 prototype and its model parameters. The chapter is concluded with a system architecture diagram, listing the elements developed in this thesis.

Chapter 3 is the first chapter of the quaternion model part and it introduces the frames and generalized coordinates. The chapter concludes with a list of model assumptions under which the derived model is valid.

Chapter 4 derives the forward and inverse kinematics of the ballbot, mapping the angular velocities of the motors to the states of the system.

Chapter 5 derives the dynamic quaternion model of the ballbot using Lagrangian mechanics. The chapter concludes with the symbolic structure of the equations of motion describing the system.

Chapter 6 verifies the derived kinematic model through a test with the actual system using a motion tracking system for ground-truth measurements. The chapter concludes with a model summary mentioning that the dynamic model has to be verified in closed-loop.

Chapter 7 is the first chapter of the balance controller part and it presents the control objective and operating envelope. The chapter concludes with a list of specifications which the balance controller is designed for.

Chapter 8 proposes two sliding surfaces designed to stabilize the ballbot and track quaternion and angular velocity references. The chapter concludes with a choice of surface.

Chapter 9 derives the equivalent and switching control laws for the sliding mode balance controller. The chapter concludes with a summary of the derived controller.

Chapter 10 presents simulations of the balance controller applied to the derived quaternion model. The simulations are used to verify the functionality of the chosen sliding surface and to simulate the performance of the sliding mode controller.
Chapter 11 provides a brief overview of the embedded firmware implementation on the Kugle V1 hardware, enabling practical tests of the designed controllers.

Chapter 12 presents the results from several tests of the balance controller running on the prototype while being given different references.

Chapter 13 compares the derived non-linear sliding mode balance controller to an equivalent LQR balance controller through both simulations and practical tests.

Chapter 14 presents a velocity LQR controller designed to stabilize the velocity and position of the ballbot in a cascade configuration with the balance controller.

Chapter 15 summarizes and concludes on the overall results and findings of the thesis related to the problem formulation.

Chapter 16 lists any noticed work or research opportunities that are still left to be done.
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## Nomenclature

### Table of Notation

The common notations used throughout the report are shown in Table 1 and Table 2.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>Scalar (non-bold letter)</td>
</tr>
<tr>
<td>$s$</td>
<td>Vector (bold small letter)</td>
</tr>
<tr>
<td>$M$</td>
<td>Matrix (bold capital letter)</td>
</tr>
<tr>
<td>$0_{3\times4}$</td>
<td>Zero matrix of 3 rows and 4 columns</td>
</tr>
<tr>
<td>$I_3$</td>
<td>Identity matrix of size 3</td>
</tr>
<tr>
<td>$c_a$</td>
<td>Text or symbol based subscripts denotes specific variables</td>
</tr>
<tr>
<td>$s_1$</td>
<td>A single numeric subscript denotes an indexed scalar of a vector (indexed from 0)</td>
</tr>
<tr>
<td>$m_{1,2}$</td>
<td>Two numeric subscripts denotes an indexed scalar of a matrix, denoted as row comma column (indexed from 0)</td>
</tr>
<tr>
<td>$x[k + 1]$</td>
<td>Time instance $k + 1$ of a time varying variable</td>
</tr>
<tr>
<td>$\hat{x}[k</td>
<td>k-1]$</td>
</tr>
<tr>
<td>$\hat{x}[k</td>
<td>k]$</td>
</tr>
<tr>
<td>$\mathbf{R} \in \mathbb{R}^{3\times3}$</td>
<td>SO(3) rotation matrix from frame ${B}$ to frame ${A}$</td>
</tr>
<tr>
<td>$\mathbf{T} \in \mathbb{R}^{4\times4}$</td>
<td>SE(3) transformation from frame ${B}$ to frame ${A}$</td>
</tr>
<tr>
<td>$\mathbf{O}_n$</td>
<td>Origin of frame ${B}$ described in frame ${A}$</td>
</tr>
<tr>
<td>$\mathbf{v}$</td>
<td>Vector described in frame ${A}$</td>
</tr>
<tr>
<td>$\mathbf{x}$</td>
<td>Homogeneous coordinate</td>
</tr>
<tr>
<td>$\mathbf{0} = \begin{bmatrix} 0 &amp; 0 &amp; 0 &amp; 1 \end{bmatrix}^T$</td>
<td>Homogeneous zero vector</td>
</tr>
<tr>
<td>$\mathbf{i}, \mathbf{j}, \mathbf{k}$</td>
<td>Fundamental Cartesian unit vectors</td>
</tr>
<tr>
<td>$\mathbf{\hat{i}}, \mathbf{\hat{j}}, \mathbf{\hat{k}}$</td>
<td>Fundamental unit quaternions</td>
</tr>
<tr>
<td>$\mathbf{[\cdots]}$</td>
<td>Matrix or vector</td>
</tr>
<tr>
<td>$\mathbf{{\cdots}}$</td>
<td>Set</td>
</tr>
</tbody>
</table>

**Table 1:** Table of the notations used in the thesis.
\( \hat{q} \) - Quaternion describing the rotation of frame \( \{B\} \) with respect to frame \( \{K\} \) with a rotation axis defined in frame \( \{K\} \)

\( q^* \) - Conjugated quaternion

\( q \circ p \) - Quaternion multiplication (product operator)

\( \Phi(q) \) - Matrix operator for Left quaternion multiplication: \( q \circ \)

\( \Gamma(p) \) - Matrix operator for Right quaternion multiplication: \( \circ p \)

\( \land \) - Quaternion vectorize operator - construct quaternion from 3-dimensional vector

\( \lor \) - Quaternion devectorize operator - extract 3-dimensional vector part of quaternion

\( \mathbf{I}^* \) - Quaternion conjugation operator - negates the vector part of the quaternion

\( \tilde{q} \) - Vector part of the quaternion \( q \)

\( \tilde{v} \) - 3-dimensional vector represented as a quaternion with 0 scalar part

\( ^Kv_{B\leftarrow I} \) - Linear velocity of frame \( \{B\} \) relative to frame \( \{I\} \), described in (transformed to) frame \( \{K\} \)

\( ^K\omega_{B\leftarrow I} \) - Angular velocity of frame \( \{B\} \) relative to frame \( \{I\} \), described in (transformed to) frame \( \{K\} \)

\( ^M\omega^i_{W\leftarrow M} \) - Indexed angular velocity of frame \( \{W\} \) relative to frame \( \{M\} \), described in frame \( \{M\} \) with frame index \( i \), e.g., used for wheel angular velocities

\( ^Bp_{\rightarrow A} \) - Linear velocity of point \( p \) relative to frame \( \{B\} \), described in (transformed to) frame \( \{A\} \)

\( \Omega(v) \) - Scew-symmetric matrix of vector \( v \)

\( p(X) \) - Probability density functions

\( p(X,Y) \) - Joint probability density functions

\( p(X \mid Y) \) - Conditional probability density functions

\( \mathbb{E}[X] \) - Expectation

\( X \sim (\mu, \sigma^2) \) - Undefined probability distribution with mean \( \mu \) and covariance \( \sigma^2 \)

\( X \sim \mathcal{N}(\mu, \sigma^2) \) - Symbol in front of parentheses indicates type of distribution, e.g., \( \mathcal{N} \): Normal distribution.

\( \bar{\mu} = \mathbb{E}[X] \) - Scalar Mean

\( \sigma^2 = \text{Var}(X) \) - Variance

\( \bar{x} = \mathbb{E}[X,Y] \) - Vectorial Mean

\( \Sigma = \text{Cov}[X,Y] \) - Covariance

\( \hat{x} \) - Estimate

| Table 2: Table of the notations used in the thesis (contd.) |
**Abbreviations**

The common abbreviations used throughout the report are shown in Table 3.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ballbot</td>
<td>Ball-balancing Robot</td>
</tr>
<tr>
<td>COM</td>
<td>Center of Mass</td>
</tr>
<tr>
<td>EKF</td>
<td>Extended Kalman Filter</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>HAL</td>
<td>Hardware Layer</td>
</tr>
<tr>
<td>HRI</td>
<td>Human-Robot Interaction</td>
</tr>
<tr>
<td>LCF</td>
<td>Lyapunov Candidate Function</td>
</tr>
<tr>
<td>LSPC</td>
<td>Lightweight Serial Package Communication</td>
</tr>
<tr>
<td>MPC</td>
<td>Model Predictive Control</td>
</tr>
<tr>
<td>RTOS</td>
<td>Real-Time Operating System</td>
</tr>
<tr>
<td>SDK</td>
<td>Software Development Kit</td>
</tr>
<tr>
<td>SMC</td>
<td>Sliding Mode Controller</td>
</tr>
<tr>
<td>QEKF</td>
<td>Quaternion Extended Kalman Filter</td>
</tr>
<tr>
<td>UX</td>
<td>User Experience</td>
</tr>
<tr>
<td>VEKF</td>
<td>Velocity Extended Kalman Filter</td>
</tr>
</tbody>
</table>

*Table 3: Table of abbreviations used in the thesis.*

**Interchangeable notions**

Other common notions used interchangeably throughout the thesis are listed below to avoid confusion.

<table>
<thead>
<tr>
<th>Notion</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclination / Tilt /</td>
<td>The rotation of the body with respect to the inertial frame. This rotation</td>
</tr>
<tr>
<td>Angle / Orientation</td>
<td>defines the resulting acceleration of the ballbot through the shape-space</td>
</tr>
<tr>
<td>/ Attitude / Shape</td>
<td>accelerated relationship (non-minimum phase).</td>
</tr>
<tr>
<td>Sliding manifold /</td>
<td>The sliding mode controller manifold on which all state trajectories</td>
</tr>
<tr>
<td>Sliding surface</td>
<td>will be after the reaching phase</td>
</tr>
</tbody>
</table>

*Table 4: Table of interchangeable notions used in the thesis.*
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1 Introduction

Most of the time, mobile robots utilize a simple 2-wheel drive train in a differential-drive configuration since this is robust, easy to model and easy to control. Unfortunately such a drive train has the disadvantage of being non-holonomic and thus requiring the robot to turn to change direction. Depending on the environment, the size and the mechanical design of the robot, this can sometimes be an impossible task, potentially resulting in the robot getting stuck, as illustrated in Figure 1.1.

Figure 1.1: Comparison of the non-holonomic differential drive robot and the holonomic ballbot navigating tight corridors. The holonomic ballbot is capable of navigating in spaces where it is otherwise impossible to turn.

In recent years, ball-balancing robots has received great attention from academia due to their holonomic properties and dynamic movements. Ball-balancing robots, in the following denoted ballbots, has quite a unique way of moving, as they balance on a single ball by applying a torque to the ball through a set of wheels. This make ballbots move in fluent, elegant motions, but more importantly it enables them to move in any desired direction while simultaneously being able to turn around its vertical axis. Being able to move sideways is important to robots interacting with people, since people are continuously making small adjustments to their position when interacting especially during group conversations. This makes the ballbots well-suited for human-robot interaction.

Balancing on a ball, apart from the impressive look and behaviour, also allows a smaller base footprint similar to the size of a human, making the robot applicable to human environments with crowded spaces, tight corridors etc.

Figure 1.2: Ballbot actuation variants
Chapter 1. Introduction

Commonly ballbots consist of three omni-directional wheels, known as omniwheels, placed in a configuration to span the rotational space of the ball, usually 120 degree spacing and a 45 degree zenith angle on the ball as shown in Figure 1.2(a). An omniwheel is a holonomic wheel that can apply forces in the tangential direction of rotation and allows low-friction motion in the lateral (perpendicular) direction. Other variants include the inverse mouse ball drive shown in Figure 1.2(b) where four drive rollers are placed on the side of the ball to deliver two degrees of freedom.

Similar to a Segway® [4], ballbots are inherently unstable and requires continuous control to keep the balance. Applying a torque to the ball through the motors and wheels will in return apply a counter-torque to the robot body due to Newtons 3rd law. In robotics this type of dynamically stable mobile robots form a special class of underactuated systems where the acceleration of the robot, in this case, is related to inclination of the robot resulting in a non-holonomic dynamic constraint. Keeping a steady state angle of the robot requires a constant torque to be applied to the body, which subsequently results in a constant torque applied to the ball, hence accelerating it, see Figure 1.3. Hence, whenever the robot is falling over, the motors has to counteract the tipping which in return will move the ball. This puts the ballbots in the category of shape-accelerated underactuated balancing systems [5].

![Figure 1.3: Shape-accelerated underactuated balancing system](image)

Another way to picture the ballbot motion is to think of the robot being able to move the ball around below the robot body. To keep balanced ballbots constantly try to move the ball below its center of mass, denoted COM. In return the motions of a ballbot is more elegant, fluent and human-like by utilizing this underactuated dynamics, since desired movements would require the robot to tilt, making it look less static.
As described by Lauwers et. al. in [3], the continuous balance allow ballbots to have a narrower wheelbase and higher center of mass without tipping over when compared to wheeled robots of comparable size. Not only is this useful when navigating in crowded spaces and tight corridors but it also gives more freedom in the mechanical design.

Generally ballbots come in a variety of heights. However, the property of a single contact point with the ground makes the ballbots ideal for human-robot interaction, HRI, where a display has to be placed in eye level. The single contact point makes the ballbot less susceptible to changes in the drivable surface, since the balancing works as an active dampener, which is why a screen placed up high would shake less while driving than on a classical 2-wheeled robot without mechanical dampening.

1.1 ‘Kugle’ research project

As described above, a ballbot has several advantages when used in HRI applications which is the main reason to investigate ballbots in this project. This thesis is carried out as part of the ‘Robot Digital Signage’ [1] project funded by the Innovation Fund with 12.7 million DKK under grant 7076-00051A, with several key partners including Aalborg University who is responsible for the research and development of the robot platform. The other partners include Teknologisk Institut, who is responsible for safety, testing and validation, Combine who is responsible for the UX-design and app development [6], Mapspeople who is responsible for indoor maps API and SDK and ‘Det Gode Firma’ who is responsible for API development [7]. The aim of the project itself is to develop, demonstrate and commercialize an interactive robotic digital signage solution including a robot that is intuitive to use and is controlled by a standard tablet so that app developers can deploy robot solutions for business applications across sectors. Robotic signage solutions will most likely require interaction with people and thus a highly customizable ballbot has been chosen as the primary robotic platform to be developed. The robot has been named ‘Kugle’ based on the danish translation of ‘ball’ [8] [9] [10].

FIGURE 1.4: Robot Digital Signage with ‘Kugle’ robot [1]

Kugle is a personal social service robot that is highly customizable, easily deployable and programmable through app development, since Kugle is actually a Bluetooth-enabled device that can be connected to a mobile device like a tablet or phone which it carries around. At first glance, this may not seem very innovative, but this allow app-developers to program the behaviour of the robot.
Thus, companies who want a robot solution need only to contact an app-development house, which usually has a defined workflow with initial brainstorming and need identification processes, artists, back- and front-end developers and user experience experts. Kugle piggybacks onto this process, which results in a much shorter and cheaper development time, a clearer and simpler process, and a more robust product. There are millions of app-developers worldwide, but only thousands of robotic engineers specialized in social robots.

One example of service that Kugle could provide is to offer autonomous path guidance to people in environments such as airports, hospitals or malls [11], see Figure 1.5. In order to provide this service, Kugle must be capable of navigating through a known environment while continuously sensing its surroundings in order to avoid people and other obstacles. Furthermore, Kugle will feature advanced social intelligence making it able to navigate among people and interact with them in a socially acceptable manner, both on a one-to-one basis and in groups.

The purpose of this thesis, as part of the 'Kugle' research project, is to identify, develop and implement the necessary controllers to robustly stabilize and ensure that Kugle stays balanced. Simultaneously, the controllers should track acceleration, velocity and/or position references sent from an onboard computer installed on the robot.

An initial prototype of Kugle has already been built, denoted Kugle V0, shown in Figure 1.6(a). This prototype includes all the necessary mechanics and electronics to make a ballbot and furthermore includes a LiDAR and an onboard computer running ROS [12]. Unfortunately the prototype has some severe flaws including power management, charging of batteries, lack of gearing and lack of microprocessor compute power.

During this thesis a second prototype, Kugle V1, is built, as shown in Figure 1.6(b), including an improved mechanical design, industrial batteries with battery management and two set of IMU’s including an expensive research-oriented IMU from Xsens [13]. A detailed description of the parts and properties of Kugle V1 is given in Section 2.1.
1.2 Background & State-of-the-art

Within the past 10-15 years several researchers around the world have been working on modelling and controller design for ballbots. However, common to all published papers are the citation of three main contributions. The first ballbot was developed in 2006 at Carnegie Mellon University (CMU) driven by an inverse mouse-ball drive with four DC motors \cite{3}. The second contribution comes from Tohoku Gakuin University (TGU) in 2008 with their 'BallIp' ballbot using an omniwheel configuration driven by stepper motors \cite{14}. Finally, the most recent main contribution comes from Eidgenössische Technische Hochschule Zürich (ETH) in 2010 with their 'Rezero' ballbot utilizing an omniwheel configuration with geared brushless DC motors and with ball arresters to keep the ball in place, increase contact force and minimize slip \cite{2}.

A comprehensive literature review table including other notable contributions can be found in Appendix A. In the following sections the key observations from this comprehensive review is described. For a deeper literature review of each individual contribution the reader is referred to \cite{15}.
1.2.1 Mechanical design

One of the key differences among the existing ballbots are the mechanical design and especially the drive mechanism. Among the reviewed ballbots, all of them balances on a ball with a diameter of 200-250 mm and most of them use a drive configuration with 3 omniwheels spaced evenly, with a zenith angle, being the angle to the vertical axis, of 45 degrees. The main benefit of using the omniwheel configuration is to allow rotation around the vertical axis of the robot. The CMU ballbot [3] is not able to do this since it uses the inverse mouse-ball drive with mechanical rollers on the side.

For those with omniwheels the wheel diameter varies between 48 mm to 120 mm which is likely due to commercial availability of omniwheels, where inexpensive 48-60 mm two-ring versions exists for hobby-use [16] [17], see Figure 1.8(a), and a 10 times more expensive professional 100 mm single-ring version exists in stainless steel [18] or aluminum [19], see Figure 1.8(b).

![Figure 1.8: Example of omniwheel types showing the difference between two-ring and one-ring](image)

Both stepper motors, brushed and brushless DC motors have been used to actuate the ballbots. Stepper motors are used on the TGU ballbot [14], in a velocity control configuration since actual torque control of stepper motors requires advanced driver electronics [20]. The other ballbots use either brushed or brushless DC motors whose torque is controlled by controlling the current. The ETH ballbot uses a brushless motor with a high gearing ratio of 26:1 increasing the maximum torque to 5 N m to keep the robot of 9.2 kg balanced. In comparison the stepper motors on the TGU robot, with a weight of 12 kg, is only capable of delivering up to 1.3 N m. Overall a configuration with omniwheels and geared brushless DC motors is favoured among all the reviewed ballbots.

The ETH ballbot has a unique mechanical advantage compared to the other ballbots. The team has designed three ball arresters to hold the ball in place and push it up at against the wheels at all times, see Figure 1.2(a). Furthermore, they have installed a mechanical dampening system to reduce vibrations.

Except for these differences every ballbot follow the same design pattern by making a narrow but tall cylindrical structure in which all electronics and sensors are installed. The cylindrical design guards against irregular and non-uniform inertias, which ensures that the center of mass is kept as close as possible to the vertical z-axis.
1.2.2 Modelling

When it comes to the modelling, all the reviewed ballbot models initially simplifies the ballbot into two rigid bodies: a hollow sphere with ground contact, resembling the ball, and a body part either modelled as a cylinder or as a black-box rigid body with known mass, center of mass and inertia, see Figure 1.9(c). In most of the models the wheels are not included as a rigid body but instead it is assumed that the motors provide a coupled torque between the ball and the body. The wheel inertia is, however, still taken into account.

There exist two ways of modelling a ballbot: either as a planar model where the dynamics of rotation around the individual inertial axes are assumed to be completely decoupled, see Figure 1.9(a) and Figure 1.9(b), and the coupled 3D model, where the system is modelled with coupled dynamics. Obviously the planar models become much simpler and are easier to deal with since the decoupling reduces the dimension of state space. Furthermore, models such as [3] assumes the dynamics for rotation in the x-z plane to be the same as for rotation in the y-z plane, simplifying the dynamics even further. The main advantage of the planar models are the simplicity and human readable equations of motion as shown in (1.1) with the model from [21], which is similar to the one derived in Appendix K.

\[
M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) + D(\dot{q}) = \begin{bmatrix} \tau \\ 0 \end{bmatrix} \text{ where } q = \begin{bmatrix} \theta \\ \phi \end{bmatrix},
\]

\[
\alpha = I_{\text{ball}} + (m_{\text{ball}} + m_{\text{body}})r^2, \quad \beta = m_{\text{body}}rl, \gamma = I_{\text{body}} + m_{\text{body}}l^2,
\]

\[
M(q) = \begin{bmatrix} \alpha & \alpha + \beta \cos(\phi) \\ \alpha + \beta \cos(\phi) & \alpha + \gamma + 2\beta \cos(\phi) \end{bmatrix},
\]

\[
C(q, \dot{q}) = \begin{bmatrix} 0 & -\beta \sin(\phi) \dot{\phi} \\ 0 & -\beta \sin(\phi) \dot{\phi} \end{bmatrix}, \quad G(q) = \begin{bmatrix} 0 \\ -\beta g \sin(\phi) \end{bmatrix}, \quad D(\dot{q}) = \begin{bmatrix} D_c \text{sgn}(\dot{\theta}) + D_v \dot{\theta} \end{bmatrix}
\]

For the ETH ballbot [2] both a planar and coupled model is derived. The drawing of their planar model, Figure 1.9(b), shows how the decoupled planar models are constructed by projecting the 3D model onto the inertial planes. The authors remarks the complexity of the computer-derived (Mathematica) equations of motion of their Euler-based coupled 3D model, taking up several megabytes of text in its symbolic form. However, the advantage of the coupled models are the ability to capture the change in dynamics when the robot is driving at fast velocities, turning while driving or doing complex maneuvers involving rapid changes in inclination.
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The choice of model obviously affects the state representation and while the planar models tend to use either body angle and ball angle, as in Figure 1.9(a), or body angle and ball position, the coupled models exist in several variations. The most common representation of the body orientation is by using the 3-2-1 Euler angles, representing the orientation as a sequence of rotations around the Z-Y-X axes, as used in [2] [23] [24] [25]. This representation is commonly used in robotics due to its intuitive representation and visualization, but it involves several singularities known as gimbal lock [26], which is why it is rarely used within aerospace engineering [27] [28]. As an alternative and to avoid the situation with singularities the complete description given by an SO(3) representation, the $3 \times 3$ rotation matrices, is used in [29] and [15]. Storing the SO(3) representation as part of the system state results in an overly large state space due to several redundant coordinates. Both papers using the SO(3) representation only carries out simulations and do not implement the controllers on actual hardware. Instead of using rotation matrices another singularity free representation is quaternions, which involves four state variables instead of nine and thus with only one redundant variable. In [22] and [30] a coupled ballbot model is derived using quaternions leading to a simplistic and yet singularity free set of equations of motion. Unfortunately the model and developed controllers are only tested in simulation.

The state of the ball is commonly represented by just the position of the center defined in the initial frame or by the amount of rolling around the x- and y-axis. Some models such as [23] and [31] furthermore allows the ball to rotate around the z-axis by capturing this in an extra state. The others assumes the rotational friction with the ground to be sufficiently big and thus includes a constraint to lock the rotation of the ball around the z-axis (yaw rotation).

When modelling a mechanical system it is essential to define a set of assumptions under which the model is valid. Among the reviewed models the following assumptions are commonly used:

- The ground is flat and level/horizontal
- The ball is rigid, i.e. the radius of the ball is constant
- The body, ball and floor do not deform
- The robot is simplified to a rigid cylinder and the ball to a rigid sphere.
- The ball is homogeneous, i.e. the center of mass is in the center of the sphere resulting in a diagonal inertia tensor with same entries.
- There is no slip between the ball and ground and the ball and drive mechanism (e.g., omniwheels), i.e. the instantaneous velocity at the contact points are always zero.
- The dynamics in the sagittal (x-z) and coronal (y-z) plane are identical.
- The ball does not rotate around the z-axis.
- The body can be modelled as a pendulum that rotates in a spherical joint in the center of the ball, which is a consequence of the no slip condition.
- The actuator dynamics are fast, i.e. the input has no delay.
- The wheels are always in contact with the ball (similar to the no slip condition).
- The contact between the ball and the ground and between the omniwheels and the ball are point contacts.
- The omniwheels apply only a tangential force and allow frictionless lateral motion.
- The distance between the center of mass of the ball and body is constant.
- The center of mass is located above the center the ball when the z-axis of the body is aligned with the inertial z-axis.
- Any non-linear friction components causing discontinuities are neglected.
With regards to the last item, most of the models assumes either no friction forces or only viscous friction between the ball and ground and ball to wheels. However, a few models such as [32], [15] and [33] includes the discontinuous and thus non-linear Coulomb friction and considers it during the controller design.

Deriving the equations of motion of a mechanical system can generally be done using one of two approaches: Newtonian mechanics or Lagrangian mechanics, also known as the Euler-Lagrange method.

In Newtonian mechanics you have to use mainly a rectangular coordinate system and consider all the constraint forces in the modelling process. Lagrange’s scheme avoids the considerations of the constraint forces and you can use any set of 'generalized coordinates’ like angle, radial distance etc. If, however, the number of generalized coordinates is not the same as the number of degrees of freedom in the system, constraint equations has to be included to reduce the generalized coordinate space.

Lagrangian mechanics have been used to derive all the reviewed ballbot models except for [22] [30], which derives a quaternion-based model using Newtonian mechanics for an inverse mouse-ball drive ballbot. The derivation involves several steps with complicated inversions of symbolic matrices derived from constraint equations. Conversely Lagrangian mechanics involves only one matrix inversion namely the mass matrix.

1.2.3 Control

Given a set of non-linear ordinary differential equations several type of controllers can be used to stabilize the system and track given references. However, only a few controllers and controller structures have been used on ballbots, mostly dominated by PID and LQR. Since both are linear controllers they require the non-linear ODEs to be linearized. When the ballbot is linearized around the upright equilibrium point any coupled effects between the sagittal and coronal planes disappear. Therefore, it does not make sense to use a coupled model for linear controller design if the linearization remains the same.

The simplest controller design is found on the TGU ballbot [14] using two PD controllers affected by the inclination of the robot and the wheel angles and velocities. The gains are initially derived using a planar model but is later tuned manually.

In the CMU ballbot [3] and KHU ballbot [33] a cascaded structure shown in Figure 1.10 is used to suppress disturbances and linearization errors. An inner PI controller tracks a desired ball velocity while an outer LQR controller works on the full planar state space keeping the balance. This strategy enables both position control, angle control and velocity control through the LQR controller.

![Figure 1.10: Controller structure of CMU ballbot [3]](image-url)
In the bachelor thesis about the ETH ballbot [2] the authors present both an LQR controller, based on their planar decoupled model, and later a joint LQR working on the complete state space. They conclude that their joint LQR outperforms the decoupled LQR when performing complex manoeuvres involving translational and rotational movement simultaneously, thus coupling the different axes, even though the linearized system matrices of the coupled system shows a clear decoupled structure. The developed LQR controllers are tested with both angle references, position references and velocity references by leaving out certain states in the controller design. In the end they also implement and test a gain-scheduled LQR implementation. By dividing the velocity subspace into discrete regions they can linearize and compute unique LQR gains for each linearized region. The implemented controller performs an online interpolation between all the computed gains based on the current state estimate. They show how the gain-scheduled controller works but do not conclude whether it improves the performance or operational envelope. However, they remark the curse of dimensionality of gain-scheduled controller, since sufficient discretization of their 10-dimensional state space requires millions of parameters.

Instead of working with precomputed gains another group at ETH continues where the bachelor thesis left, by taking a model predictive controller approach and compute time-varying LQR gains online [34]. Using an efficient implementation of the iLQG approach they are able to implement and run the MPC at 45 Hz with a 5 seconds horizon, enabling an optimal gain-scheduled approach without dealing with the curse of dimensionality.

Digging into the non-linear controller strategies, both computed torque and sliding mode have been suggested. In [23] [35] [15] [36] a sliding mode controller designed on the coupled non-linear ODEs is proposed. Liao et al. from NCHU [35] designs a non-linear sliding mode controller for the CMU ballbot as a hierarchical structure with two inner-layer sliding surfaces, one for inclination/balance and one for position, and an outer sliding surface combining the two. This structure allows for position control of the ballbot. Unfortunately the work is not implemented and has thus never been verified.

On the KHU ballbot [36] a similar hierarchical sliding mode controller for position control is designed and implemented on their human-carrier ballbot, unfortunately with less than satisfactory results including large overshoots and far from perfect station-keeping. In the work from CEES [15] both a non-linear computed torque and sliding mode controller is rigorously derived to control the balance of a ballbot based on his geometric model, given SO(3) orientation references. Similar to Liao et al. he does not carry out the implementation and test of his non-linear controllers and fails implementing a linear controller as well.

With both the ETH [2] and ALTEN [25] ballbot they mention issues with the omniwheels trembling causing them to slip. They both conclude that the trembling seems to be affected by the body angular velocity and the amount of noise in the corresponding state estimates. The problem is mitigated by applying a low-pass filter on either the angular velocity estimate or on the torque output, which is also considered in this thesis as described in Appendix O.2.

### 1.2.4 Trajectory planning

Due to the unstable nature of a ballbot, planning and executing a desired path is not a simple task, since the non-minimum phase dynamics of the ballbot has to be considered. As mentioned the inclination of the ballbot is related to the resulting acceleration. Following a desired geometric path, hence a sequence of points defined in the inertial frame, is thus a matter of planning a trajectory in time for the inclination of the ballbot.
This type of planning strategy is called geometric shape-space planning, since the inclination or orientation of the ballbot defines the shape variables whereof the position of the ballbot defines the space variables. One way to combine optimal planning with optimal control is through Model Predictive Control.

The iLQG-based MPC [34] proposed by another group from ETH is one of the few tested MPC implementations for ballbots, but in this case the MPC do not consider the motion planning part of the movements. They propose an MPC to iteratively compute and adjust the LQR gains of a stabilizing position controller. The combination results in an optimal controller that gradually adjusts its trajectory while moving, resulting in a "swing-in" motion when coming to a stop. However, the only tests carried out involves step and ramp inputs and thus do not consider following a given reference path or trajectory. In a continuation of their work [37] the option of full-state waypoints to be reached, while navigating towards a target position, has been added, but trajectory following is still not tested.

In 2009 the group from CMU carried out an analysis on how to plan an inclination reference trajectory for the ballbot given a desired target position, taking the underactuated dynamics into account [21]. They propose a parametrization of the angle reference trajectory whose parameters are found through an optimization procedure using a cost function that tries to reach a desired position. Similar to the work by ETH this work only considers point-to-point navigation.

Some later work by the same group have continued the development of a general framework to trajectory planning for shape-accelerated underactuated balancing systems [5], answering the question how shape trajectories of the ballbot can be chosen so that the ball moves along a desired path.

In both [5] and [38] they show how a shape trajectory can be computed through optimization, given a desired acceleration trajectory in the position space, as illustrated in Figure 1.11.

![Figure 1.11: Shape trajectory planning](image)

In the dissertation by Michael Shomin from CMU a differentially flat output, see Figure 1.12(a), of the ballbot is derived and used for trajectory optimization, enabling arbitrary motion and free constraints to e.g., the position [39]. He shows how his implementation is capable of taking in an optimal kinematic path, e.g., derived from an A* path planning algorithm, and convert this to a dynamically feasible path for the ballbot which is later converted to an angle trajectory given to the balance controller, see Figure 1.12(b).
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(a) Desired flat output trajectory and corresponding feasible trajectory

(b) Subsampled waypoints are used to generate an optimal feasible trajectory. Green trajectory shows planned motion of ball and red trajectory shows planned motion of the robot COM.

Figure 1.12: Shape-space planner from CMU [39]

1.3 Scope of thesis

Based on the existing research presented in the previous section it is clear how a lot of effort have been put into the use of planar models and design of linear controllers. The purpose of this thesis should be to contribute with new research to the ballbot community.

1.3.1 Model

In terms of modelling, a coupled model should be derived since a lot of researchers have already derived and used the planar models. The existing coupled models are primarily derived on Euler angles, however, not only are the Euler angles in a risk of falling into a singularity, Euler angles also include discontinuities in regular use e.g., when turning 360 degrees around the z-axis (yaw) where it jumps from $-\pi$ to $\pi$ [28]. Other models using the SO(3) representation or quaternions have been derived to deal with this problem, but none of these models have been implemented and tested in practice. Unit quaternions have the property of capturing all of the geometry, topology and group structure of three dimensional rotations in the simplest possible way. They provide advantages in the complexity of computations compared to both Euler angles and SO(3). A comparison table that lists the main differences between these three rotation descriptions can be found in Appendix B.

Equations of motion derived from models using Euler angles result in large expressions with long sequences of sine and cosine products, whereof equations of motion from quaternion-based models have simpler derivatives and should therefore be faster to compute and thus also faster to simulate or use actively in the control approach. Hence if simulations are to be carried out for non-linear state estimation or for real-time MPC, a quaternion-based model is more efficient [40]. Based on the above arguments it is decided to use quaternions to represent the orientation of the ballbot. The only downside to quaternions is that they are far more complex to understand and visualize than Euler angles, where people are familiar with roll, pitch and yaw angles.

In [22] a quaternion model was derived using Newtonian mechanics. As mentioned Newtonian mechanics works well for mechanical systems in rectangular coordinate systems. However, when the frames starts to rotate, Newtonian mechanics require artificial constraint forces to tie everything together. The main advantage of Lagrangian mechanics is exactly that constraint
forces do not have to be considered and that equations of motion can be derived blindly as long as the total kinetic and potential energies of the system can be described. Since a ballbot involves both translating and rotating bodies and thus both translating and rotating frames, including all the necessary constraint forces at the right places within a Newtonian mechanics framework will be troublesome and prone to errors. It is therefore decided to use Lagrangian mechanics to derive a quaternion-based coupled model of the ballbot. To the author’s knowledge no ballbot model based on quaternions has been derived using Lagrangian mechanics, which is why the work will also be a new contribution to the research.

1.3.2 Controller

Due to the under-actuated nature of the system, it is challenging to design a unified controller. Instead, it is often chosen to design a two-loop control structure to couple the under-actuated states in the outer-loop to the actuated states in the inner-loop. Not many researchers have shown practical success with non-linear controller design for ballbots, but several have proposed especially the sliding mode controller and some also tested it with minimal success. The sliding mode controller has the benefit of being robust against matched disturbances, hence being tolerable against model uncertainties and inaccuracies e.g., due to simplifications, incorrect friction models and external disturbances such as a push. The scope of this thesis is to derive a sliding mode controller for balance control, thus a controller that can take in orientation references and angular velocity references, and most importantly verify its functionality in practice. This should help to identify whether further effort should be put into the design of non-linear controllers for ballbots.

1.3.3 Shape-space planning

To enable station-keeping or to have the ballbot drive with a certain velocity the sliding mode controller should either be extended with a hierarchical structure similar to [36], or another controller should be designed around the sliding mode controller, to set angle and angular velocity references. This other controller could be a linear PID or LQR controller, but it could also be a non-linear model predictive controller.

Model predictive control, MPC in short, solves an optimization problem in real-time, thereby yielding similar desirable performance characteristics as an LQR controller. MPC is useful for processes who are difficult to control with standard PID controller, e.g., with large time constants, substantial time delays, inverse response or non-minimum phase, which is the case for the ballbot. It is especially useful for processes that requires planning and iterative replanning, and is thus able to overcome non-holonomic challenges, such as planning a shape-trajectory for the ballbot. One of the main troublemakers in linear control is constraints, e.g., saturation. Constraints on both process variables and manipulated variables can be considered in the online optimization problem solved by the MPC and are thereby accounted for. With a feasible optimization problem, sufficiently long horizons and terminal constraints, overall stability can also be guaranteed. This gives the MPC an intrinsic robustness.

To the authors best knowledge nobody has combined a shape-space planner with model predictive control for use on a ballbot. The question is if the work from [39] can be combined into an online optimization framework for use in closed-loop control of the ballbot. Given a sliding mode controller capable of tracking angle and angular velocity references, it is decided to develop a model predictive controller for online shape-space planning to make the ballbot follow a desired path. The output of the MPC, being angle and angular velocity references, should be sent straight to the sliding mode controller for tracking.
Chapter 1. Introduction

1.4 Problem formulation

This leads to the following three problems which are the research topic of the thesis.

1. Can a quaternion-based model of a ball-balancing robot, for use in controller design, be derived using Lagrangian mechanics?

2. Can a non-linear Sliding mode controller be used to stabilize and control the ball-balancing robot and how does it compare to a traditional LQR?

3. Can Model Predictive Control be used to control the motion of a ball-balancing robot and make it follow a given path?

The first two problems are covered in the remainder of this written thesis. The third problem, related to shape-space planning using model predictive control, is due to time and space constraints covered briefly in Appendix S which refers to the GitHub repositories including the corresponding MATLAB code, C++ code and Gazebo simulation, see Kugle-MATLAB/Controllers/MPC, Kugle-Misc/src/MPC_Test, Kugle-ROS/kugle_mpc and Kugle-Gazebo.
2 System Overview

The purpose of this chapter is to introduce the ballbot hardware, on which the controllers developed in this thesis are tested. An essential part of this thesis is to verify the theory in practice in an efficient and structured way. After presenting the hardware, a proposed system architecture diagram for an autonomous ballbot, is used to illustrate the elements contained within the scope of this thesis.

2.1 Kugle V1 prototype

In Section 1.1 two ballbot prototypes within the Kugle research project was mentioned. During the development of Kugle V1 some initial tests were carried out on Kugle V0 to verify some assumptions, estimator design and initial LQR controller design. However, in the remainder of this thesis, only Kugle V1 is used.

Kugle V1 is a ballbot prototype built from an 8-10 mm acrylic sheet structure with a Lenovo tablet at the top, located in eye level. The prototype is built with a layered strategy and with careful attention to keeping the center of mass close to the z-axis, intersecting the center of the ball.

![Kugle V1 ballbot prototype](image)

(a) Front without shell. Body y-axis pointing to the left

(b) Side with shell. Body x-axis pointing to the left

Figure 2.1: Kugle V1 ballbot prototype
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The prototype includes an ARM Cortex based microprocessor running at 400 MHz with 1 MB of RAM, 2 MB of flash and a double precision floating point unit. Furthermore, an Intel NUC onboard computer is installed on which Ubuntu 16.04 and ROS Kinetic is running. Two planar SICK LiDARs with 270° coverage each and connected to the onboard computer, scans the surroundings for localization and obstacle avoidance. In the future one or multiple RGBD cameras will be installed for human interaction and obstacle avoidance.

![Image of electronics on Kugle V1 prototype](image)

(a) Visible from the top: batteries, microprocessor board, Intel NUC, Xsens IMU, SICK LiDARs

(b) MPU-9250 in the top and Xsens MTI-200 IMU at the bottom

**Figure 2.2:** Electronics on Kugle V1 prototype

To measure the orientation two IMUs are installed, an inexpensive MPU-9250 for prototyping and an expensive factory calibrated Xsens MTI-200 with internal bias correction for research and validation, see Figure 2.2(b).

![Image of geared brushless DC motors and single-ring omniwheels](image)

**Figure 2.3:** Geared brushless DC motors and single-ring omniwheels

Three geared brushless DC motors with quadrature encoders from Maxon constitutes the actuators on which 100 mm single-ring aluminum omniwheels are installed, see Figure 2.3. The three omniwheels are mounted with 120° spacing and a zenith angle of 45°. The motors are driven by three programmable ESCON motor drivers capable of delivering a continuous current of 5 A.
The ball is made from a 4 mm thick spherical polyethylene shell with an outer diameter of 250 mm, coated with 4 mm polyurethane rubber, thus a resulting outer diameter of 258 mm.

The prototype is powered from two 4s3p intelligent lithium-ion batteries connected in parallel, with a nominal capacity of 6600 mAh each. Two power management boards enables easy charging using an external power supply while simultaneously allowing the microprocessor to monitor the charging and discharging process.

A frontpanel with five buttons and LEDs, see Figure 2.4, is installed on the back. Three of the buttons are programmable by the microprocessor with one of them being user reconfigurable. Two buttons are hardwired to control the main power and motor power. Two of the programmable buttons are used for system reset and calibration. The action of the reconfigurable shutdown button is selected through the ROS user-interface, see Figure O.1 and Kugle-ROS, and per default the button starts and stops the controller.

The hole in both sides close to the top, see Figure 2.1(b), allows a safety thread to be installed and hung onto a solid metal frame for testing. Furthermore, the thread is used as a safety grip while walking with the robot during testing. Since the robot frame is made with acrylic sheets and is thus porous, a lot of care has to be taken while testing to ensure that the robot will not eventually tip over and break.
A protective shell covers the bottom part to keep the ball in place. The part does not put any pressure on the ball when the robot is balancing, but if the robot is lifted the shell keeps the ball contained inside the shell. This furthermore helps to ensure that the ball will never roll away from the robot if a wheel slip occurs, although it does not reduce wheel slip since the shell does not push the ball up against the omniwheels.

A table of all the hardware components installed on Kugle V1 can be found in Appendix C.

2.1.1 Mechanical layout

The mechanical layout of Kugle V1 is shown in Figure 2.6 including some dimensions and the frame definition, with origin in the center of the ball.

![Figure 2.6: Drawing of Kugle V1 including center of mass location (measurements in millimeters)](image)

These mechanical drawings are extracted from the CAD drawing, from which several model parameters including the center of mass and model inertia, see Appendix D, are extracted. A dynamic rendering of the CAD model is shown in Figure 2.7.
2.2. Model parameters

When modelling a ballbot several mechanical and electrical parameters are needed. Given the chosen modelling scheme described in Chapter 3, Chapter 4 and Chapter 5, most of the model parameters can be extracted from the CAD drawing while others are extracted from hardware datasheets. Table 2.1 contain the model parameters and specific values for Kugle V1 which are used in the following chapters.

Figure 2.7: 3D CAD model of Kugle V1. Rotate the view/model by opening the PDF in Adobe PDF reader.

Note that the shell shown in Figure 2.5(a), covering the bottom part, is not included in the CAD drawing since it was designed elsewhere. The mass of the shell is, however, included in the body mass listed in the next section.
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<table>
<thead>
<tr>
<th>Group</th>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>$g$</td>
<td>Gravity</td>
<td>9.82 m/s$^2$</td>
</tr>
<tr>
<td>Ball</td>
<td>$r_k$</td>
<td>Radius of ball</td>
<td>129 mm</td>
</tr>
<tr>
<td></td>
<td>$M_k$</td>
<td>Mass of ball</td>
<td>1.478 kg</td>
</tr>
<tr>
<td></td>
<td>$J_k$</td>
<td>Inertia of ball, assumed uniform</td>
<td>$15.4 \times 10^{-3}$ kg m$^2$</td>
</tr>
<tr>
<td>Body</td>
<td>$M_b$</td>
<td>Robot body mass (including motors, gears, encoders, wheels, electronics, batteries, tablet etc.) with shell</td>
<td>16.154 kg</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Robot body mass without shell</td>
<td>14.31 kg</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{p}_{\text{COM}}$</td>
<td>Center of mass vector with respect to center of ball</td>
<td>$\begin{bmatrix} -0.02 \ -3.21 \ 421.2 \end{bmatrix}$ mm</td>
</tr>
<tr>
<td></td>
<td>$l$</td>
<td>Distance from center of ball to body center of mass ($| \mathbf{p}_{\text{COM}} |$)</td>
<td>421.3 mm</td>
</tr>
<tr>
<td></td>
<td>$J_{bx}$</td>
<td>Robot body inertia around x-axis (defined in center of ball)</td>
<td>4.173 kg m$^2$ ⋆</td>
</tr>
<tr>
<td></td>
<td>$J_{by}$</td>
<td>Robot body inertia around y-axis (defined in center of ball)</td>
<td>4.161 kg m$^2$ ⋆</td>
</tr>
<tr>
<td></td>
<td>$J_{bz}$</td>
<td>Robot body inertia around z-axis (defined in center of ball)</td>
<td>0.1004 kg m$^2$ ⋆</td>
</tr>
<tr>
<td>Kinematics</td>
<td>$\alpha$</td>
<td>Wheel zenith angle</td>
<td>45°</td>
</tr>
<tr>
<td></td>
<td>$\gamma$</td>
<td>Wheel separation</td>
<td>120°</td>
</tr>
<tr>
<td>Motor</td>
<td>$n_{\text{gear}}$</td>
<td>Gear ratio (4.3 : 1)</td>
<td>13/3</td>
</tr>
<tr>
<td></td>
<td>$J_m$</td>
<td>Motor inertia</td>
<td>$1.21 \times 10^{-4}$ kg m$^2$</td>
</tr>
<tr>
<td></td>
<td>$J_g$</td>
<td>Gear inertia (as seen by motor)</td>
<td>$1.2 \times 10^{-6}$ kg m$^2$</td>
</tr>
<tr>
<td></td>
<td>$\tau_{\text{max}}$</td>
<td>Max output torque</td>
<td>1.9825 Nm ⋆</td>
</tr>
<tr>
<td>Wheel</td>
<td>$M_w$</td>
<td>Mass of omniwheel</td>
<td>270 g</td>
</tr>
<tr>
<td></td>
<td>$r_w$</td>
<td>Radius of omniwheel</td>
<td>5 cm</td>
</tr>
<tr>
<td></td>
<td>$J_{ow}$</td>
<td>Inertia of omniwheel [2]</td>
<td>$9 \times 10^{-4}$ kg m$^2$</td>
</tr>
<tr>
<td></td>
<td>$J_w$</td>
<td>Total inertia of wheel (on output shaft), combining both omniwheel, gear and motor inertia</td>
<td>$3.19 \times 10^{-3}$ kg m$^2$ ⋆</td>
</tr>
<tr>
<td></td>
<td>$n_{\text{ticks}}$</td>
<td>Encoder ticks per wheel revolution</td>
<td>70997.33</td>
</tr>
<tr>
<td>Friction</td>
<td>$B_{vk}$</td>
<td>Viscous friction of ball to ground</td>
<td>0 N / (m/s)</td>
</tr>
<tr>
<td></td>
<td>$B_{vm}$</td>
<td>Viscous friction of motor and wheel to ball</td>
<td>0 N m / (rad/s)</td>
</tr>
<tr>
<td></td>
<td>$B_{vb}$</td>
<td>Viscous (air) friction of body</td>
<td>0 N m / (rad/s)</td>
</tr>
</tbody>
</table>

Table 2.1: Model parameters for Kugle V1. Values marked with ⋆ are derived in Appendix D.
2.3 System architecture

Given the available hardware components and the chosen scope of thesis, the system architecture shown in Figure 2.8, is proposed. The diagram separates into two parts, based on the tasks suitable for the microprocessor and the onboard computer. Real-time critical tasks, such as the sliding mode balance controller and the estimators needed for this controller, is put in the microprocessor. The estimates needed for the balance controller includes an orientation estimate from the Quaternion Extended Kalman Filter (QEKF), see Appendix M, using the IMU measurements, and a velocity estimate provided by the Velocity Extended Kalman Filter (VEKF), see Appendix N.

![Suggested system architecture](image)

As described in Chapter 1 the ballbot is shape-accelerated, which means that the robot will accelerate when the inclination is non-zero. However, the definition of zero inclination is relative to the location of the center of mass and not to the orientation estimate itself. The ballbot is stable whenever the center of mass is right above the center of the ball. However, if a misalignment between the expected center of mass, the orientation estimate and the actual center of mass is present, the ballbot will accelerate, even though the reference to the balance controller is set to upright.
To deal with this kind of alignment issue an initial calibration between the center of mass and orientation estimation frame, can be carried out. However, since both the orientation and acceleration is observable with the available sensors, a center of mass estimator can be developed to estimate the misalignment. Finally, the alignment issue can also be dealt with by including an integral term in a velocity or path following controller, see Chapter 14.

Being able to balance is one thing, but to move the ballbot around it has been decided to use a model predictive controller, MPC, see Appendix S. As a rule of thumb the bandwidth of the MPC should be at least 3 times smaller \[41\] than the sliding mode controller due to the cascaded structure. This should allow the sliding mode controller to settle to the references given by the MPC and thus avoid instability. Preferably the MPC should be placed in the microprocessor to ensure real-time execution. However, due to the smaller bandwidth and closed-loop stability of the balance controller, the MPC can also be offloaded to the onboard computer.

The MPC controls the position of the ballbot and will thus need an estimate of the current location. This estimate can be computed based on pure localization using the LiDAR sensors and an existing map of the environment, or real-time multimodal SLAM combining both the LiDAR sensors and RGBD camera(s).

Since the scope of this thesis is to derive a sliding mode controller for balance control and a model predictive controller for path following, the estimator design, localization, path planning etc. is outside of the scope. However, to ensure proper state estimation it has been necessary to develop both the quaternion estimator, the QEKF, and the velocity estimator, the VEKF, which are described in Appendix M and Appendix N. An existing localization solution in ROS, the Adaptive Monte Carlo Localization (AMCL) \[42\], has been utilized for position estimation.

ROS, the Robotic Operating System, is installed and used on the onboard computer. ROS provides a large set of preinstalled libraries, tools and especially message passing capabilities, enabling quick prototyping without having to reinvent the wheel. AMCL \[42\] is used for localization while ‘move_base’ \[43\] is used for path planning and navigation and extended with the MPC, see Appendix S. The embedded microprocessor communicates with the onboard computer over USB and is linked to the ROS infrastructure with a custom ROS driver that has been developed in `Kugle-ROS/kugle_driver`.

This concludes the system overview of a very capable prototype platform for research, development and tests.
Part I

Ballbot Quaternion Model
3 Model Considerations

The first part of the thesis deals with the derivation of a non-linear model of the ballbot using quaternions to describe the orientation. For a mechanical system like the ballbot, the modelling process begins by decomposing the system into a set of rigid bodies from which a set of common frames are defined. The model of a mechanical system generally consists of a kinematic part and a dynamic part, both of which are derived individually for the ballbot in the following chapters. To derive these parts in a practically feasible manner, one normally defines a set of modelling assumptions, most likely simplifying assumptions. After the derivation the model is verified, but due to the unstable open-loop dynamics of the ballbot, it is decided to indirectly verify the dynamics through a closed-loop simulation and test, with the controller. Kinematics are, however, verified. For symbols and notation the reader is referred to the nomenclature on page IV.

In this chapter the rigid bodies and frames used to define the ballbot is presented, followed by a list of modelling assumptions used in the following chapters.

3.1 Frame definitions

It is decided to decompose and simplify the ballbot into two rigid bodies, a ball and a body with three wheels, see Figure 3.1. The ball is assumed to be a uniform spherical shell with known mass and inertia. The body is a simplification of the robot body on top of the ball, hence including motors, wheels, electronics etc., generalized as an object with a known mass, center of mass and inertia tensor, which is assumed to be a diagonal matrix.

Given a world with a fixed inertial frame, \( \{I\} \), a set of frames are assigned to the rigid bodies. The origin of all frames except \( \{B'\} \) are located in the center of the ball, which thereby defines both the position of the ballbot and the origin of the rotation axes of the body.

- \( \{K\} \): the ball frame is attached to the center of the ball and its orientation is always aligned with the inertial frame.
- \( \{K'\} \): the rotating ball frame is rigidly attached to the ball, with its origin in the center, and thus rotates with the ball as the ballbot moves.
- \( \{H\} \): the heading frame is attached to the center of the ball and is always horizontally aligned, thus the z-axis points in the same direction as the inertial frame z-axis. The x-axis points in the same direction as the projection of the body x-axis onto the xy-plane of the inertial frame, thereby defining the heading/yaw of the body.
- \( \{B\} \): the body frame is rigidly attached to the body but with its origin in the center of the ball.
- \( \{B'\} \): the body COM frame is rigidly attached to the center of mass of the body.
The following relations exist between the defined frames:

1. \( \{I\} \) to \( \{K\} \) is only a translation in the xy-plane which defines the position of the ballbot,
   \[
   ^I{O}_K = \begin{bmatrix} ^I{x} & ^I{y} & 0 \end{bmatrix}^T
   \]

2. \( \{K\} \) to \( \{K'\} \) is only a rotation which defines the rotation of the ball, kinematically linked to the position of the ball

3. \( \{K\} \) to \( \{B\} \) is only a rotation which defines the orientation of the ballbot, \( ^K{\mathbf{q}} \)

4. \( \{B\} \) to \( \{B'\} \) is only a translation given by the location of the center of mass, \( ^B{\mathbf{p}}_{COM} \)

A few other intermediate frames are defined during the model derivation, but the frames listed above are the common frames used throughout the thesis.

The frames are defined relative to each other with an SE(3) transform. An SE(3) transform is a single \( 4 \times 4 \) transformation matrix, utilizing the properties of homogeneous coordinates by embedding an SO(3) rotational component and a 3-dimensional translational component.

The rotation matrix, rotating a vector from frame \( \{B\} \) to frame \( \{A\} \) is defined as

\[
^A{\mathbf{R}} = \begin{bmatrix} ^A{j}_B & ^A{k}_B \end{bmatrix} \in SO(3)
\]  

Where the column vectors are the unit vectors of frame \( \{B\} \) defined in frame \( \{A\} \).

The transformation matrix for vector transformation from frame \( \{B\} \) to frame \( \{A\} \) is

\[
^A{T}_B = \begin{bmatrix} ^A{\mathbf{R}} & ^A{\mathbf{O}}_B \\ 0_{1 \times 3} & 1 \end{bmatrix} \in SE(3)
\]  

Figure 3.1: Ballbot model frame definitions and rigid body simplification.
3.2 Model assumptions

With the origin of frame \{B\} in frame \{A\} defined as $^A\mathbf{O}_B$. With the use of homogeneous coordinates transformations can hereby be described with linear matrix multiplications.

$$^A\mathbf{p} = {}^A\mathbf{T} {}^B\mathbf{p}$$

(3.3)

where $^B\mathbf{p}$ is the homogeneous coordinates of a point in frame \{B\} and $^A\mathbf{p}$ is the transformed homogeneous point, now represented in frame \{A\}.

### 3.2 Model assumptions

The assumptions under which the ballbot model is derived is listed below, some of which were mentioned in Section 1.2.

1. The ballbot is simplified as two rigid bodies, a ball and a body with three wheels.
2. The ground is flat and level (horizontal).
3. The ball does not deform, i.e. the radius of the ball, $r_k$, is constant.
4. The ball is homogeneous, i.e. the center of mass is in the center of the sphere resulting in a diagonal inertia tensor with same entries, $J_k$.
5. The ball does not rotate around the z-axis.
6. The ball only moves in the x-y plane.
7. The body is defined with the center of mass, $^B\mathbf{p}_{\text{COM}}$, the mass, $M_b$, and a diagonal inertia tensor with the elements $J_{bx}$, $J_{by}$, $J_{bz}$.
8. The location of the center of mass is known relative to the body frame, $^B\mathbf{p}_{\text{COM}}$.
9. The center of mass is assumed to be constant after initialization.
10. Inertia from the motor, gear and omniwheel are combined into the wheel inertia, $J_w$.
11. The actuators are torque controlled, delivering a commanded torque on the output shaft.
12. The actuator dynamics are fast, i.e. no delay on the input.
13. The omniwheels applies only a tangential force and allows frictionless motion in the lateral direction.
14. There is no slip between the ball and ground, so that ball rotation is kinematically linked with the ball position.
15. There is no slip between the ball and omniwheels, enabling the body to be modelled as attached with a spherical joint to the center of the ball.
16. The contact between the ball and the ground and between the omniwheels and the ball, are all point contacts.
17. There are no non-linear friction components. Only viscous friction between the ball to ground, $B_{ek}$, wheel to ball, $B_{vm}$, and air friction from body rotation, $B_{eb}$, is considered.
3.3 Generalized coordinates

When modelling with Lagrangian mechanics one have to define an independent set of coordinates with a dimension which reflects the degrees of freedom of the system. A free and unconstrained rigid body has six degrees of freedom. Three to define the position in 3D space and three to define the orientation. The two rigid bodies of the ballbot are, however, linked and thus constrained.

The position of the body is kinematically linked to the center of the ball through a virtual spherical joint, and is thus fully described by the orientation of the body. Therefore, the body has only three degrees of freedom in terms of the orientation.

The rotation and translation of the ball are linked through a kinematic relationship due to the no-slip condition. Rotation of the ball around the z axis is assumed not to occur, and since the ball is assumed to move only in the x-y plane, the 2D position of the center of the ball defines its degrees of freedom.

This gives a total of five degrees of freedom. The chosen generalized coordinates and corresponding derivatives are shown in (3.4).

\[
\chi = \begin{bmatrix}
\xi_x \\
\xi_y \\
\xi q
\end{bmatrix}
\]

\[
\dot{\chi} = \begin{bmatrix}
\dot{\xi}_x \\
\dot{\xi}_y \\
\dot{\xi}_q
\end{bmatrix}
\]

(3.4)

Note that \(\chi\) is used to represent the generalized coordinates whereof in most literature \(q\) is used. This is chosen to avoid confusion with the quaternion, \(\xi q\), being a part of the generalized coordinates.

Be aware that the three degrees of freedom from the orientation of the body are represented with a quaternion, \(\xi q\). The generalized coordinates are thereby no longer independent and the set are no longer the minimal set. To deal with a larger set of coordinates than the degrees of freedom in the system, the unit-norm constraint for the quaternion has to be included in the Lagrangian using Lagrange d’Alembert Principle \([44]\) \([45]\). This is shown in Chapter 5 where the equations of motion are derived.
4 Kinematics

The first step in the process of deriving the non-linear model of the ballbot is to identify the kinematic relationship between motor angular velocities and the system states, as defined by the generalized coordinates in Section 3.3. In the following chapter the kinematics are derived using the principles of moving frames, see Appendix E, and the assumptions defined in Section 3.2. The kinematics are required in the next chapter where the dynamic model is derived, using the kinematic model to relate the energy of the motors and wheels to the system states.

4.1 Ballbot kinematics

The notation used during the derivation of the kinematic model is described in Appendix E. It is important to remind the reader that a velocity is always relative, thus given relatively between two frames. Any velocity is determined by defining a reference frame from where the other frame or point and its velocity is observed. In the following the subscript \( B \leftarrow A \) should be understood as: 'when looking on frame \( \{B\} \) from reference frame \( \{A\} \)' [46] [47] [44].

With the convention defined, the ballbot kinematics can be derived. The ballbot kinematics consists of deriving an expression for the individual omniwheel angular velocities based on the system states.

4.1.1 Ball angular velocity

Based on the no-slip condition for the ball together with the assumption that the ball does not rotate around the z-axis, a kinematic relationship is derived between the angular velocity of the ball and the translational velocity of the ball, as part of the systems states. The rotating ball frame, defined as \( \{K'\} \), allows us to define the angular velocity of the ball as

\[
\kappa \omega_{K' \leftarrow K} = \begin{bmatrix}
\omega_{k,x} \\
\omega_{k,y} \\
0
\end{bmatrix}
\]  

Since the ball frame, \( \{K\} \), is only translated relative to the inertial frame, the following definitions are all equal

\[
\kappa \omega_{K' \leftarrow K} = \kappa \omega_{K' \leftarrow I} = \dot{\omega}_{K' \leftarrow I} \]  

Note that the position of the center of the ball and the contact point with the ground is coincident in the x-y plane of the inertial frame. Hence the translational velocity of the ball corresponds to the contact point velocity, which in turn is computed as the tangential velocity.

The contact point with the ground is defined within the ball frame.

\[
\kappa p_g = \begin{bmatrix}
0 \\
0 \\
-r_k
\end{bmatrix}
\]
As described in Appendix F.3 the tangential velocity is computed using the cross product with the angular velocity of the ball, $K_\omega_{K\to-K}$.

$$K_\omega_{G\to-K} = K_\omega_{K\to-K} \times Kp_G$$  \hspace{1cm} (4.4)

The ball will travel in the opposite direction to the tangential velocity at the contact point.

$$\begin{bmatrix} \hat{t}_x \\ \hat{t}_y \\ \hat{t}_z \end{bmatrix} = \begin{bmatrix} t_{K\to-K} = -K_\omega_{G\to-K} = r_k \begin{bmatrix} \omega_{k,y} \\ -\omega_{k,x} \\ 0 \end{bmatrix} \end{bmatrix}$$  \hspace{1cm} (4.5)

Inverting this relationship yields an equation that defines the angular velocity of the ball with respect to the translational velocity.

$$K_\omega_{K\to-K} = \frac{1}{r_k} \begin{bmatrix} -\hat{t}_y \\ \hat{t}_x \\ 0 \end{bmatrix}$$  \hspace{1cm} (4.6)

### 4.1.2 Motor frames

Initially three motor frames, $\{M,i\}$ for $i = 0,\ldots,2$, are defined with origin in the center of the omniwheels, rigidly attached to the robot body. The x-axis points in the direction of the shaft, from motor to wheel, and the z-axis points up, see Figure 4.1(b). Motor 0 is aligned such that the shaft points in the direction of the body frame x-axis projection, thus in the forward direction of the robot, see Figure 4.1(a).

![Figure 4.1: Omnidrive locations in body frame](image)

The contact points of the omniwheels and the motor frames are determined from a sequence of SE(3) transforms.

Starting in the body frame in the center of the ball, the first transform in (4.7) rotates the motor orientation around the z-axis to get the correct direction of each motor based on the wheel separation angle, $\gamma$. 

$$\begin{bmatrix} \hat{m}_x \\ \hat{m}_y \\ \hat{m}_z \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -\sin(\gamma) & \cos(\gamma) \\ 0 & \cos(\gamma) & \sin(\gamma) \end{bmatrix} \begin{bmatrix} \hat{t}_x \\ \hat{t}_y \\ \hat{t}_z \end{bmatrix}$$  \hspace{1cm} (4.7)
4.1. Ballbot kinematics

\[
\begin{align*}
\begin{bmatrix}
\gamma_i & T \\
\gamma_i & T
\end{bmatrix} &= \begin{bmatrix}
R_Z(i \gamma) & 0_{3 \times 1} \\
0_{1 \times 3} & 1
\end{bmatrix} \text{ for } i = 0, \ldots, 2
\end{align*}
\] (4.7)

This is followed by a general transform in (4.8) which tilts the motors around the intermediate y-axis by the zenith angle, \( \alpha \).

\[
\begin{align*}
\gamma_i T &= \begin{bmatrix}
R_Y(\alpha) & 0_{3 \times 1} \\
0_{1 \times 3} & 1
\end{bmatrix} \text{ for } i = 0, \ldots, 2
\end{align*}
\] (4.8)

A final transform in (4.9) moves the frame to the surface of the ball by offsetting it with the radius of the ball in the z-axis direction.

\[
\begin{bmatrix}
\gamma_i T &= \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & r_k \\
0 & 0 & 0 & 1
\end{bmatrix} \text{ for } i = 0, \ldots, 2
\end{align*}
\] (4.9)

The contact point frames are then computed by combining the transforms:

\[
\begin{align*}
\begin{bmatrix}
\gamma_i T &= \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & r_k \\
0 & 0 & 0 & 1
\end{bmatrix} \text{ for } i = 0, \ldots, 2
\end{align*}
\] (4.10)

The position of the contact points are given as the origin of the three frames, which is extracted using the homogeneous zero vector, \( \mathbf{0} \).

\[
\begin{align*}
\begin{bmatrix}
\gamma_i T &= \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & r_k \\
0 & 0 & 0 & 1
\end{bmatrix} \text{ for } i = 0, \ldots, 2
\end{align*}
\] (4.12)

Furthermore, the tangential direction vectors for positive turning of the omniwheels, points in the direction of the y-axis of the motor frame, see Figure 4.2.

---

**Figure 4.2:** Omniwheel tangential directions
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These tangential direction vectors are defined in (4.13).

\[ \mathbf{b}_{d_{m,i}} = \begin{bmatrix} \mathbf{I}_3 & 0 & \mathbf{n}_{c,i}^T \end{bmatrix} \begin{bmatrix} 0 \\ 1 \\ 0 \\ 0 \end{bmatrix} \]

\[ = \begin{bmatrix} -\sin(\gamma_i) \\ \cos(\gamma_i) \\ 0 \end{bmatrix} \quad \text{for} \quad i = 0, \ldots, 2 \quad (4.13) \]

The motor frames in the center of the omniwheels are defined by offsetting the contact point frames with the radius of the omniwheel in the z-axis direction.

\[ \mathbf{C}_{M,i}^c \mathbf{T} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & r_w \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad \text{for} \quad i = 0, \ldots, 2 \quad (4.14) \]

\[ \mathbf{R}_{M,i}^c \mathbf{T} = \mathbf{R}_{c,i}^c \mathbf{T}_{M,i}^c \mathbf{T} \quad \text{for} \quad i = 0, \ldots, 2 \quad (4.15) \]

4.1.3 Omniwheel tangential velocity

The angular velocity of each omniwheel with respect to the motor, and thus the angular velocity that can be measured by the encoders, is relative to the now defined motor frames, \{M,i\}. Each wheel has a frame with an origin coinciding with the motor frame and with the ability to rotate around the x-axis (shaft direction).

\[ \mathbf{M}_{M,i}^w \mathbf{T} = \begin{bmatrix} \mathbf{R}_X(\theta_i) & 0_{3 \times 1} \\ 0_{1 \times 3} & 1 \end{bmatrix} \quad \text{for} \quad i = 0, \ldots, 2 \quad (4.16) \]

where the current wheel angles are denoted \( \theta_i \). The angular velocity of the wheel is thus defined as \( \mathbf{\omega}_{W \rightarrow M}^i \) with a shaft velocity of \( \dot{\theta}_i \), where \( i \) defines the motor index from 0, \ldots, 2.

\[ \mathbf{M}_{M,i}^w \mathbf{\omega}_{W \rightarrow M}^i = \mathbf{M}_{M,i}^w \mathbf{\omega}_{W,i \rightarrow M,i} = \begin{bmatrix} \dot{\theta}_i \\ 0 \\ 0 \end{bmatrix} \quad (4.17) \]

Note how this angular velocity of the motor shaft is a relative angular velocity of the wheel with respect to the body frame to where the motor is rigidly attached.

The tangential velocity of the omniwheel at the contact point, due to the angular velocity of the wheel, is computed using the cross product, see Appendix F.3.

\[ \mathbf{C}_c^w \mathbf{v}_{C \rightarrow W}^i = \mathbf{M}_w \mathbf{\omega}_{W \rightarrow M}^i \times \mathbf{M}_c^w \mathbf{O}_c = \mathbf{M}_w \mathbf{\omega}_{W \rightarrow M}^i \times \begin{bmatrix} 0 \\ 0 \\ -r_w \end{bmatrix} \quad (4.18) \]
Due to the choice of frames, (4.18) simplifies to

\[ C^i v_{C-W} = \begin{bmatrix} 0 \\ r_w \dot{\theta}_i \\ 0 \end{bmatrix} \]  

(4.19)

where the contact point frame \( \{C,i\} \) has the same orientation as the motor frame, \( \{M,i\} \). The tangential velocity is thus in the y-axis direction of the contact point frame. To convert the tangential velocity to the body frame, the vector is rotated. The result corresponds to multiplying the y-axis value with the tangential direction vector from (4.13).

\[ B^i v_{C-W} = B^i \left( C^i v_{C-W} \right) = B^i \left( r_w \dot{\theta}_i \right) \]  

(4.20)

### 4.1.4 Ball tangential velocity

The tangential velocity of the ball at the contact point is computed similarly using the cross product.

\[ B^i v_{C-K} = B^i \left( \omega_{K-B} \times p_{c,i} \right) \]  

(4.21)

Note how this requires the angular velocity of the ball with respect to the body frame, \( B^i \omega_{K-B} \), and not with respect to the inertial frame, \( K^i \omega_{K-B} \), as presented in Section 4.1.1. The angular velocity is decomposed according to Appendix E.4.

\[ B^i \omega_{K-B} = B^i \omega_{K-K} + B^i \omega_{K-B} \]  

(4.22)

where \( B^i \omega_{K-K} \) is the angular velocity of the body seen from the ball frame but defined in the body frame. Applying the relationship between the quaternion derivative and the body angular velocity from (H.51):

\[ B^i \dot{\omega}_{K-B} = 2 \left( K^q \circ \dot{K}^q \right) \]  

(4.23)

Furthermore, to compute \( B^i \omega_{K-K} \) the ball frame angular velocity \( K^i \omega_{K-K} \) is rotated with the quaternion using (H.40).

\[ B^i \omega_{K-K} = K^q \circ \dot{K}^q \]  

(4.24)

The converted angular velocities are inserted into (4.22).

\[ B^i \omega_{K-B} = K^q \circ \dot{K}^q - 2 K^q \circ \dot{K}^q \]  

(4.25)

The computed angular velocity of the ball frame with respect to the body frame is inserted into (4.21) and the cross product is replaced by quaternion multiplication as described in Appendix H.7.

\[ B^i v_{C-K} = B^i \left( \omega_{K-B} \circ \dot{p}_{c,i} \right) \]  

(4.26)

### 4.1.5 Kinematic relationship

With the no slip condition the omniwheels are modelled such that the instantaneous velocity at the contact points of the omniwheels are always zero in the direction tangential to the omniwheel perimeter. Thus the tangential velocity from the omniwheel and the tangential velocity from the ball is assumed to be equal in the direction tangential to the omniwheel. This tangential velocity component is extracted by taking the dot product with the tangential direction vectors, \( B^i d_{m,i} \).

\[ B^i d_{m,i} \cdot B^i v_{C-W} = B^i d_{m,i} \cdot B^i v_{C-K} \]  

(4.27)
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Using the properties from Appendix F.1 and by inserting (4.20), the equation is reordered to isolate the angular velocity of the motor shaft.

\[ r_w \dot{\theta}_i = \frac{1}{r_w} \mathbf{d}_{m,i}^T \mathbf{v}_{c-K} \]

As the final step the tangential velocity of the ball at the contact point, (4.26), is inserted leading to the equation for the angular velocity of the motor shafts.

\[ \dot{\theta}_i = \frac{1}{r_w} \mathbf{d}_{m,i}^T \mathbf{v}_{c-K} \]

4.2 Inverse kinematics

Inverse kinematics of a robot transforms the robot state space into actuation space. With regard to the ballbot, the actuation space is the angular velocities of each wheel, rather than the wheel angle itself, due to a non-holonomic mapping between wheel angles and system states. The state space is defined by the system states in Section 3.3 including the position and velocity of the ball and orientation and angular velocity of the body.

The kinematic relationship from (4.29) is simplified, the angular velocity of the ball is substituted with the translational velocity using (4.6) and the equation is partitioned with common terms put towards the right.

\[ \dot{\theta}_i = \frac{1}{r_w} \mathbf{d}_{m,i}^T \mathbf{v}_{c-K} \]

Note that the part after \( \mathbf{W}_i \) does not depend on the index and conversely that the content of \( \mathbf{W}_i \) does not depend on the states.

This indicates that \( \mathbf{W}_i \) defines the static kinematic mapping.

\[ \mathbf{W}_i = \frac{1}{r_w} \mathbf{d}_{m,i}^T \mathbf{v}_{c-K} \]

Based on (H.10) the mapping can be simplified to

\[ \mathbf{W}_i = -\frac{1}{r_w} \left[ -\mathbf{d}_{m,i} \cdot \mathbf{p}_{c,i}, \mathbf{d}_{m,i} \times \mathbf{p}_{c,i} \right] \]
4.3. Forward kinematics

We want to derive a joint mapping whose output is a vector of wheel angular velocities:

\[
\hat{\theta} = \begin{bmatrix}
\hat{\theta}_0 \\
\hat{\theta}_1 \\
\hat{\theta}_2 
\end{bmatrix}
\]

(4.33)

Therefore, the \( \hat{W}_i \) elements are stacked into a joint matrix \( \hat{W} \).

\[
\hat{W} = \begin{bmatrix}
\hat{W}_0 \\
\hat{W}_1 \\
\hat{W}_2
\end{bmatrix} = \begin{bmatrix}
\frac{r_k}{r_w} & 0 & -\sin(\alpha) & 0 & \cos(\alpha) \\
0 & -\cos(\gamma) & \sin(\gamma) & \sin(\alpha) & \cos(\alpha) \\
0 & \cos(2\gamma) & -\sin(2\gamma) & \sin(\alpha) & \cos(\alpha)
\end{bmatrix}
\]

(4.34)

Such that the joint wheel angular velocity vector, \( \hat{\theta} \), can be computed with

\[
\hat{\theta} = \hat{W} \Phi \left( \begin{bmatrix}
\kappa_1 \\
\kappa_2 \\
\kappa_3
\end{bmatrix} \right) \Gamma \left( \begin{bmatrix}
\kappa q \\
\frac{1}{r_k} \begin{bmatrix}
0 \\
-\hat{y} \\
\hat{x}
\end{bmatrix} \\
0
\end{bmatrix} - 2 \kappa \mathbf{w} \right)
\]

(4.35)

As an example, when the ballbot is balancing upright and with zero heading, hence with \( \kappa q \) as a unit quaternion, and is stable with little angular velocity, (4.35) simplifies to

\[
\hat{\theta} \approx \hat{W} \frac{1}{r_k} \begin{bmatrix}
0 \\
-\hat{y} \\
\hat{x} \\
0
\end{bmatrix}
\]

(4.36)

4.3 Forward kinematics

As opposed to the inverse kinematics, the forward kinematics transforms the actuation space into the state space. In this case with the ballbot the kinematic actuation space is the angular velocities of the omniwheels due to the non-holonomic mapping. Since the mapping is non-holonomic it is not possible to recover the position and orientation states. The forward kinematics model is thus a mapping from wheel angular velocities, \( \hat{\theta} \), body orientation, \( \kappa q \), and angular velocity, \( \kappa \mathbf{w} \) to translational velocity, \( \hat{x} \) and \( \hat{y} \).

The forward kinematics is derived by inverting (4.35). This equation can not be inverted directly since the mapping, \( \hat{W} \) is non-square and thus non-invertible. Instead a reduced version is constructed by removing the first column with zeros and using the angular velocity of the ball defined within the body frame.

\[
\hat{\theta} = \hat{W} \mathbf{w}_{K-\text{B}}
\]

(4.37)

where

\[
\hat{W} = \hat{W} \begin{bmatrix}
0_{1 \times 3} \\
I_3
\end{bmatrix}
\]

(4.38)

such that

\[
\hat{W} = \hat{W} \vee
\]

(4.39)
The new mapping matrix, $W$, is invertible and the ball angular velocity, defined within the body frame, can thus be retrieved from the wheel angular velocities.

$$b\omega_{K\leftrightarrow B} = W^{-1}b\dot{\theta}$$  \hspace{1cm} (4.40)

To extract the translational velocity the ball angular velocity is converted according to (4.25) substituted with (4.6).

$$b\tilde{\omega}_{K\leftrightarrow B} = \frac{K_{b}q^*}{r_k} \begin{bmatrix} 0 \\ -\tilde{y} \\ \tilde{x} \\ 0 \end{bmatrix} \circ K_{b}q - 2 \frac{K_{b}q^*}{r_k} \circ K_{b}q$$  \hspace{1cm} (4.41)

Finally, this equation is reordered to yield the translational velocity.

$$\begin{bmatrix} 0 \\ -\tilde{y} \\ \tilde{x} \\ 0 \end{bmatrix} = r_k \frac{K_{b}q}{r_k} \circ \left( b\tilde{\omega}_{K\leftrightarrow B} + 2 \frac{K_{b}q^*}{r_k} \circ K_{b}q \circ K_{b}q^* \right)$$  \hspace{1cm} (4.42)

On which the matrix operators for the quaternion multiplication is applied and the inverse mapping is applied.

$$\begin{bmatrix} \tilde{x} \\ \tilde{y} \end{bmatrix} = r_k \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \end{bmatrix} \Phi \begin{bmatrix} K_{b}q \\ K_{b}q \end{bmatrix} \Gamma \begin{bmatrix} K_{b}q \\ K_{b}q \end{bmatrix}^T \begin{bmatrix} 0 \\ W^{-1}\dot{\theta} \end{bmatrix} + 2 \Phi \begin{bmatrix} K_{b}q \\ K_{b}q \end{bmatrix}^T K_{b}q$$  \hspace{1cm} (4.43)

This concludes the derivation of both the forward and inverse kinematics, enabling us to continue with the derivation of the dynamic model.
5 Dynamic Model

Since the ballbot involves both rotating and translating frames it is decided to use Lagrangian mechanics to model the dynamics. Modelling a system with Lagrangian mechanics involves eight steps [44] [48] [45] [49] [50] [51].

1. Define generalized coordinates (preferably independent).
2. Derive kinetic, $T$, and potential, $V$, energy functions for all elements (e.g., rigid bodies) in the system.
3. Compute Lagrangian as the differential of all kinetic and potential energy, $\mathcal{L} = T - V$
5. Apply input forces (and torques) as generalized conservative forces.
6. Add friction components as non-conservative forces. In general they will be added similarly to generalized forces and torques.
7. Include constraints using Lagrange multipliers, e.g., to reduce the space of the generalized coordinates if not independent.
8. Derive the final non-linear ODEs by solving the Lagrange multipliers and reordering the equations of motion.

For mechanical systems, the kinetic energy generally consists of translational and rotational motion, in terms of velocities, see (5.1), and the potential energy mostly consists of gravitational and elastic energy, see (5.2).

\[
T_{\text{trans}} = \frac{1}{2}mv^2 \quad \quad T_{\text{rot}} = \frac{1}{2}\omega^T J\omega
\]
\[
V_{\text{grav}} = mgh \quad \quad V_{\text{elas}} = \frac{1}{2}kx^2
\] (5.1) (5.2)

As a remark to the derivation of the potential energy functions, the potential energy with respect to $\dot{\chi}$, should always be zero for mechanical systems.

\[
\frac{\partial V}{\partial \dot{\chi}} = 0
\] (5.3)

Given the Lagrangian, the Euler-Lagrange equation defines the equations of motion for the system.

\[
\frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial \dot{\chi}} \right)^\top - \left( \frac{\partial \mathcal{L}}{\partial \chi} \right)^\top + D - H_{\text{hol}}^T \lambda_{\text{hol}} + H_{\text{non}}^T \lambda_{\text{non}} = Q
\] (5.4)

where input forces are included in $Q$, friction forces are included in $D$ and constraints are coupled through the constraint Jacobians, $H_{\text{hol}}$ and $H_{\text{non}}$ with their corresponding Lagrange multipliers, $\lambda_{\text{hol}}$ and $\lambda_{\text{non}}$.

Note that $\chi$ is used to represent the generalized coordinates whereof in most literature $q$ is used. This is chosen to avoid confusion with the quaternion, $\frac{\partial}{\partial q}$, being a part of the generalized coordinates.
Input forces has to be defined as generalized forces and thus forces affecting the generalized coordinates. From the principle of an infinitesimal displacement, the following equation defines the relationship between input forces and generalized forces, using the mapping between the input coordinates, affected by the input force, \( r_i \), and the generalized coordinates, \( \chi_j \).

\[
Q_j = \sum_i F_{\text{ext},i} \frac{\partial r_i}{\partial \chi_j}
\]

This applies similarly to external torques, e.g., from the motors, where the corresponding generalized torque is included into the Lagrangian by applying the transpose of the geometric Jacobian, which maps the derivatives of the generalized coordinates to the angular velocities of the motors.

If the generalized coordinates are defined as the smallest independent set capable of describing the degrees of freedom of the system, constraints would not be necessary. However, if the generalized coordinates are not independent, each particle in the system will be constrained to a certain trajectory in the generalized coordinate space. In this case the system is said to have constrained generalized coordinates.

In Newtonian mechanics virtual constraint forces are used to handle this, but these are cumbersome to remember, find and define. Examples of constraint forces include the tension of ropes and normal forces applied by surfaces. In the Lagrangian formulation there is no need to worry about defining constraint forces since constraints can be embedded directly into the Lagrangian.

Two type of constraints exist: holonomic constraints, also known as integrable constraints, and non-holonomic constraints. Holonomic constraints can be expressed algebraically and do not constrain the dynamics.

\[
h_{\text{hol},j}(\chi) = 0
\]

Note that the constraint function is denoted \( h(\chi) \) whereof in most literature the constraint function is denoted \( g(\chi) \). This is chosen to avoid confusion between the constraint Jacobian, denoted with a capital letter, and the gravity matrix, \( G(\chi) \).

When a constraint is holonomic it can be handled in two ways. Either by applying the algebraic relationship of the constraint to the generalized coordinates, thus to generate a reduced set of independent generalized coordinates. Or by embedding the constraint into the Lagrangian, similarly to how non-holonomic constraints are handled. The latter does not modify the generalized coordinates but keeps them as constrained. This requires the Lagrangian to be augmented with Lagrangian multipliers and the Jacobian of the holonomic constraints.

\[
H_{\text{hol}}(\chi) = \frac{\partial h_{\text{hol}}}{\partial \chi}
\]

Non-holonomic constraints cannot be written in a closed-form (algebraic equation) and are instead expressed by including derivatives of the coordinates. Non-holonomic constraints are thus non-integrable and restricts the velocities of the system.

\[
h_{\text{non},j}(\chi, \dot{\chi}, t) = 0
\]

If the constraints are non-holonomic the set of generalized coordinates can not be reduced by substitution and the constraints have to be handled by means of Lagrange multipliers [52]. For non-holonomic constraints the Jacobian of the constraints has to be derived with respect to the velocities.

\[
H_{\text{non}}(\chi) = \frac{\partial h_{\text{non}}}{\partial \dot{\chi}}
\]
By reorganizing the Euler-Lagrange equation from (5.4), the resulting equations of motion appears on the form

\[
M(\chi) \ddot{\chi} + C(\chi, \dot{\chi}) \dot{\chi} + G(\chi) + D(\dot{\chi}) - H_{\text{hol}}(\chi) \lambda_{\text{hol}} + H_{\text{non}}^T(\chi) \lambda_{\text{non}} = Q(\chi, \dot{\chi}, u) \tag{5.10}
\]

where

- \(M(\chi)\) is the mass/inertia matrix
- \(C(\chi, \dot{\chi})\) is the Coriolis and centrifugal force matrix
- \(G(\chi)\) is the gravitational force matrix
- \(D(\dot{\chi})\) is the friction/dampening force matrix
- \(H_{\text{hol}}(\chi)\) is the constraint Jacobian of the holonomic constraints
- \(H_{\text{non}}(\chi)\) is the constraint Jacobian of the non-holonomic constraints
- \(\lambda_{\text{hol}}\) are the Lagrange multipliers used to couple the holonomic constraints to the equations of motion
- \(\lambda_{\text{non}}\) are the Lagrange multipliers used to couple the non-holonomic constraints to the equations of motion
- \(Q(\chi, \dot{\chi}, u)\) is the external/input force matrix

When the Lagrange multipliers are eliminated from the equations of motion, the number of differential equations will be reduced to reflect the degrees of freedom of the system. The reduced set of equations of motion are on the form

\[
\tilde{M}(\chi) \ddot{\chi} + \tilde{C}(\chi, \dot{\chi}) \dot{\chi} + \tilde{G}(\chi) + \tilde{D}(\dot{\chi}) = \tilde{Q}(\chi, \dot{\chi}, u) \tag{5.11}
\]

where \(\sim\) denotes reduced-set matrices.

These equations of motion, given by a set of ordinary differential equations (ODE), can be reordered to construct the non-linear ODE of the system. Let the joint state vector be defined as

\[
x = \begin{bmatrix} \chi \\ \dot{\chi} \end{bmatrix} \tag{5.12}
\]

The complete non-linear ODE governing the joint state vector is then defined as

\[
x = f(x, u) = \begin{bmatrix} \ddot{\chi} \\ \tilde{M}(\chi)^{-1} \left( \tilde{Q}(\chi, \dot{\chi}, u) - \tilde{C}(\chi, \dot{\chi}) \dot{\chi} - \tilde{G}(\chi) - \tilde{D}(\dot{\chi}) \right) \end{bmatrix} \tag{5.13}
\]
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5.1 Generalized coordinates

The generalized coordinates were chosen in Section 3.3 as the position of the center of the ball and the orientation of the body in terms of the quaternion, both defined in the inertial frame.

\[ \chi = \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{q} \end{bmatrix}, \quad \dot{\chi} = \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{q} \end{bmatrix} \]  

(5.14)

The chosen set of generalized coordinates is not independent, due to the holonomic unit norm constraint on the quaternion. However, it is chosen to keep this set of generalized coordinates rather than reducing the dimension. The holonomic constraint should therefore be embedded into the Lagrangian, which is described in Section 5.6 after the energy equations have been derived.

5.2 Energy equations

The ballbot is simplified as two rigid bodies, a ball and a body, so the energy equations for these two bodies have to be derived. Furthermore, since the motors, gears and omniwheels rotates as well, the kinetic energy in these parts has to be included. The Lagrangian assumes kinetic and potential energy to be defined in the inertial frame. In the following section the energy of the ball, body and wheels are thus derived in the inertial frame.

5.2.1 Ball energy

The kinetic energy of the ball, \( T_k \), is a combination of rotational and translational energy, due to the no-slip assumption and the kinematic relationship between rotation and translation, see Section 4.1.1.

\[
T_k = \frac{1}{2} M_k \dot{x}^2 + \frac{1}{2} M_k \dot{y}^2 + \frac{1}{2} K \omega_{\mu_k}^T J_k \omega_{\mu_k} 
\]

(5.15)

where the mass of the ball is assumed to be uniformly distributed in a perfect sphere, which is why the inertia tensor becomes a diagonal matrix.

\[
J_k = \begin{bmatrix} J_k & 0 & 0 \\ 0 & J_k & 0 \\ 0 & 0 & J_k \end{bmatrix} 
\]

(5.16)

The kinetic energy equation is simplified by substution with (4.6).

\[
T_k = \frac{1}{2} M_k \dot{x}^2 + \frac{1}{2} M_k \dot{y}^2 + \frac{1}{2} \frac{1}{r_k} J_k \frac{1}{r_k} \begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix}^T \begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} 
\]

(5.17)

By reorganizing the final equation for the kinetic energy of the ball is shown in (5.18).

\[
T_k = \frac{1}{2} \left( M_k + \frac{J_k}{r_k^2} \right) \dot{x}^2 + \frac{1}{2} \left( M_k + \frac{J_k}{r_k^2} \right) \dot{y}^2 
\]

(5.18)

The potential energy of the ball, \( V_k \), is zero since the ball is assumed to move in just the x-y plane.

\[
V_k = 0 
\]

(5.19)
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5.2.2 Body energy

The body contains both kinetic and potential energy. The kinetic energy, \( T_b \), comes from both translational and rotational movement of the rigid body:

\[
T_b = \frac{1}{2} \omega_{b-I}^\top J_b \omega_{b-I} + \frac{1}{2} M_b \hat{p}_{\text{COM}}^\top \hat{p}_{\text{COM}}
\]  

(5.20)

where the inertia tensor in body frame is modelled as a diagonal matrix.

\[
J_b = \begin{bmatrix}
J_{bx} & 0 & 0 \\
0 & J_{by} & 0 \\
0 & 0 & J_{bz}
\end{bmatrix}
\]

(5.21)

Note that the point of the center of mass coincides with the origin of the body prime frame, \( \hat{p}_{\text{COM}} = \hat{O}_b \). In the following, this point will be used instead of the frame origin. Note also the relaxed notation of the velocity, \( \dot{p}_{\text{COM}} = \dot{v}_{b-I} \).

The angular velocity of the body seen from the ball frame and defined in (H.51), is equivalent to the angular velocity of the body seen from the inertial frame, \( \omega_{b-I} \), since the ball frame does not rotate relative to the inertial frame.

\[
\omega_{b-I} = \omega_{b-K} = 2 K_b q^* \circ K_b \hat{q}
\]

(5.22)

The inertia tensor matrix is augmented with an extra row and column, such that the vectorized angular velocity, \( \omega_{b-I} \), having zero scalar part, can be used.

\[
J_b = \begin{bmatrix}
J_{bx} & 0 & 0 \\
0 & J_{by} & 0 \\
0 & 0 & J_{bz}
\end{bmatrix} \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

(5.23)

The added value of 1 has no influence on the energy, since the scalar part of the angular velocity vector is zero, but the value makes the augmented inertia tensor invertible. The updated kinematic energy equation thus become

\[
T_b = 2 \left( \omega_{b-I}^* \circ \omega_{b-I}^* \right)^\top J_b \left( \omega_{b-I}^* \circ \omega_{b-I}^* \right) + \frac{1}{2} M_b \hat{p}_{\text{COM}}^\top \hat{p}_{\text{COM}}
\]

(5.24)

The velocity of the center of mass point can be derived in two different ways, according to (H.53) and (E.11), both being equivalent.

The position of the center of mass within the ball frame is computed with the quaternion using (H.39).

\[
k_b \hat{p}_{\text{COM}} = k_b \hat{q} \circ k_b \hat{p}_{\text{COM}} \circ k_b \hat{q}^*
\]

(5.25)

where \( k_b \hat{p}_{\text{COM}} \) is assumed constant as defined in Section 2.2.

Taking the derivative of this rotated point with the quaternion definition, (H.53), yields

\[
k_b \dot{\hat{p}}_{\text{COM}} = k_b \dot{q} \circ k_b \dot{\hat{p}}_{\text{COM}} \circ k_b \dot{q}^* + k_b \dot{q} \circ k_b \hat{p}_{\text{COM}} \circ k_b \dot{q}^*
\]

(5.26)

which can be simplified using the two operators, \( \Pi_{\text{COM}}(q) \) and \( \Lambda_{\text{COM}}(q) \), presented in Appendix H.4.

\[
\Pi_{\text{COM}}(q) = \Phi(q) \Phi( k_b \hat{p}_{\text{COM}} ) \Gamma^*
\]

(5.27)

\[
\Lambda_{\text{COM}}(q) = \Gamma(q)^\top \Gamma( k_b \hat{p}_{\text{COM}} )
\]

(5.28)
The velocity of the rotated center of mass thereby simplifies to

\[
\dot{p}_{\text{COM} \rightarrow K} = 2\Pi_{\text{COM}} \left( \frac{K}{b}q \right) Kq = 2\Pi_{\text{COM}} \left( \frac{K}{b}q \right) K\dot{q}
\]

\[
= 2\Lambda_{\text{COM}} \left( \frac{K}{b}q \right) Kq = 2\Lambda_{\text{COM}} \left( \frac{K}{b}q \right) K\dot{q}
\]

(5.29)

The velocity in (5.29) is, however, computed with respect to the ball frame, and the velocity needed for the energy equation is with respect to the inertial frame. Since the ball frame does not rotate relative to the inertial frame, the velocity of the center of mass, defined in (4.5), will according to Appendix E be the sum of the velocity described in the ball frame and the velocity of the ball frame with respect to the inertial frame.

\[
\dot{p}_{\text{COM} \rightarrow I} = \dot{v}_{K \rightarrow I} + \dot{p}_{\text{COM} \rightarrow K} = \dot{v}_{K \rightarrow I} + K\dot{p}_{\text{COM} \rightarrow K}
\]

(5.30)

Inserting the two velocity definitions, the matrix operators for quaternion multiplications and using the algebraic properties of the dot product, see Appendix F.1, results in a big expansion of the energy equation.

\[
T = 2 \left( \Phi \left( \frac{K}{b}q \right) \right)^T \mathbf{J}_b \left( \Phi \left( \frac{K}{b}q \right) \right)^T \frac{1}{2} M_b \left( \dot{v}_{K \rightarrow I} + K\dot{p}_{\text{COM} \rightarrow K} \right)^T \left( \dot{v}_{K \rightarrow I} + K\dot{p}_{\text{COM} \rightarrow K} \right)
\]

\[
= 2\frac{K}{b}q^T \Pi \left( \frac{K}{b}q \right)^T \mathbf{J}_b \Pi \left( \frac{K}{b}q \right) + \frac{1}{2} M_b \left( \dot{v}_{K \rightarrow I} + K\dot{p}_{\text{COM} \rightarrow K} \right)^T \left( \dot{v}_{K \rightarrow I} + K\dot{p}_{\text{COM} \rightarrow K} \right)
\]

(5.31)

Note how the velocity of the center of mass has been replaced by its vectorized version, \( K\dot{p}_{\text{COM} \rightarrow K} \), since the scalar part of zero will leave the result unaffected, but it will simplify the equations. The translational velocity, \( \dot{v}_{K \rightarrow I} \), and the simplified velocity of the center of mass, \( K\dot{p}_{\text{COM} \rightarrow K} \), are substituted into the kinetic energy definition.

\[
T = 2\frac{K}{b}q^T \Phi \left( \frac{K}{b}q \right)^T \mathbf{J}_b \Phi \left( \frac{K}{b}q \right) + \frac{1}{2} M_b \left( \dot{v}_{K \rightarrow I} + \frac{1}{2} M_b \text{ diag } \left[ \dot{x} \dot{y} \dot{z} \right] \right)^T \left( \dot{v}_{K \rightarrow I} + \frac{1}{2} M_b \text{ diag } \left[ \dot{x} \dot{y} \dot{z} \right] \right)
\]

\[
+ \frac{1}{2} M_b \left( 2\Pi_{\text{COM}} \left( \frac{K}{b}q \right) \right)^T 2\Pi_{\text{COM}} \left( \frac{K}{b}q \right)
\]

\[
+ \frac{1}{2} M_b \left( \text{ diag } \left[ \dot{x} \dot{y} \dot{z} \right] \right)^T \Pi_{\text{COM}} \left( \frac{K}{b}q \right)
\]

(5.32)

By reorganizing and applying the properties of the rotated vector derivative operators, as described in Appendix H.4, a simplified expression for the kinetic body energy appears.

\[
T = 2\frac{K}{b}q^T \Phi \left( \frac{K}{b}q \right)^T \mathbf{J}_b \Phi \left( \frac{K}{b}q \right) + \frac{1}{2} M_b \text{ diag } \left[ \dot{x} \dot{y} \dot{z} \right]^2 + \frac{1}{2} M_b \dot{y}^2
\]

\[
+ 2 M_b \left( \text{ diag } \left[ \dot{x} \dot{y} \dot{z} \right] \right)^T \Pi_{\text{COM}} \left( \frac{K}{b}q \right)
\]

(5.33)

Note that \( \Pi_{\text{COM}} \left( \frac{K}{b}q \right) = \| \Pi_{\text{COM}} \left( \frac{K}{b}q \right) \|^2 \).
5.2. Energy equations

The potential energy, $V_b$, comes from the center of mass, where the distance from the xy-plane to the COM varies with the inclination of the ballbot.

$$V_b = M_b g k^T \hat{p}_{COM} = M_b g k^T \tilde{p}_{COM}$$

(5.34)

where the position of the center of mass in the inertial frame is defined as

$$\hat{p}_{COM} = O_k + k p_{COM}$$

(5.35)

The $z$-component of the center of mass position is extracted using the dot product with the $z$-axis unit vector, $\hat{k} = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T$. Since the ball frame is only translated in the xy-plane, the $z$-axis value of the center of mass position in the inertial frame, is the same as the $z$-axis value of the position defined in ball frame, (5.25). The position definition from (5.25) is thus inserted into (5.34).

$$V_b = M_b g k^T \Phi \left( \begin{bmatrix} n_k q \end{bmatrix} \right) \Gamma \left( \begin{bmatrix} n_k q \end{bmatrix} \right)^T \tilde{p}_{COM}$$

(5.36)

5.2.3 Wheel energy

In the body energy, both the rotational and translational energy from moving the mass and inertia of the motors, gears and omniwheels are included as part of the body mass and body moment of inertia. However, since the wheels can rotate with a different angular velocity than the body, not all energy is captured by the body. The difference in angular velocity, thus the angular velocity of the motor shaft, $\dot{\theta}$, see Section 4.2, which corresponds to the angular velocity of the wheels with respect to the body frame, contributes to some extra kinetic energy.

As listed in Section 2.2 the inertia of the motor, gear and omniwheel have been lumped into a single total inertia for the wheel, $J_w$. This inertia is used to compute the kinetic energy of a single wheel, $T_w$, due to its rotation.

$$T_w = \frac{1}{2} \dot{\theta}^T J_w \dot{\theta}$$

(5.37)

A joint diagonal inertia tensor is constructed to allow computation of the wheel energies as a single matrix-vector product.

$$J_w = \begin{bmatrix} J_w & 0 & 0 \\ 0 & J_w & 0 \\ 0 & 0 & J_w \end{bmatrix}$$

(5.38)

The angular velocity of the wheel shafts were derived as the inverse kinematics, (4.35).

$$\dot{\theta} = \bar{W} \Phi \left( \begin{bmatrix} n_k q \end{bmatrix} \right)^T \Gamma \left( \begin{bmatrix} n_k q \end{bmatrix} \right) \begin{bmatrix} 0 \\ -\dot{y} \\ \dot{x} \end{bmatrix} - 2 \begin{bmatrix} n_k q \end{bmatrix}$$

(5.39)
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This angular velocity definition is substituted into the energy definition, (5.37).

\[
T_w = \frac{1}{2} \left( \Gamma \left( \frac{k}{n} q \right) \frac{1}{r_k} \begin{bmatrix} 0 \\ -\frac{1}{r_k} \end{bmatrix} - 2^k q \right)^T \Phi \left( \frac{k}{n} q \right) \bar{W}^T J_w \bar{W} \Phi \left( \frac{k}{n} q \right)^T \left( \Gamma \left( \frac{k}{n} q \right) \frac{1}{r_k} \begin{bmatrix} 0 \\ -\frac{1}{r_k} \end{bmatrix} - 2^k q \right)
\]

(5.40)

The above equation is expanded further to yield the complete equation for the wheel kinetic energy.

\[
T_w = \frac{1}{2} \frac{1}{r_k^2} \begin{bmatrix} 0 \\ -\frac{1}{r_k} \end{bmatrix}^T \Gamma \left( \frac{k}{n} q \right) \Phi \left( \frac{k}{n} q \right) \bar{W}^T J_w \bar{W} \Phi \left( \frac{k}{n} q \right)^T \Gamma \left( \frac{k}{n} q \right) \begin{bmatrix} 0 \\ -\frac{1}{r_k} \end{bmatrix} + 2^k q \Phi \left( \frac{k}{n} q \right) \bar{W}^T J_w \bar{W} \Phi \left( \frac{k}{n} q \right)^T \frac{k}{n} q
\]

\[
= \frac{1}{2} \frac{1}{r_k} \begin{bmatrix} 0 \\ -\frac{1}{r_k} \end{bmatrix} \Gamma \left( \frac{k}{n} q \right) \Phi \left( \frac{k}{n} q \right) \bar{W}^T J_w \bar{W} \Phi \left( \frac{k}{n} q \right)^T \frac{k}{n} q
\]

(5.41)

The wheels do not contribute with extra potential energy since the mass of the motors, gears and omniwheels are included in the center of mass of the body.

\[V_w = 0\]  

(5.42)

5.3 Euler-Lagrange equation

With the kinetic and potential energies defined, the Lagrangian of the ballbot is computed by combining all the energy terms.

\[\mathcal{L} = T_k + T_b + T_w - V_k - V_b - V_w\]

\[= T_k + T_b + T_w - V_b\]

(5.43)

With the Lagrangian, the first part of the Euler-Lagrange equation is computed with (5.44).

\[\frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial \dot{\chi}} \right)^T - \left( \frac{\partial \mathcal{L}}{\partial \chi} \right)^T = 0_{6 \times 1}\]

(5.44)

Inserting the Lagrangian from (5.43) and noting that the potential energy do not depend on derivative states, yields

\[\frac{d}{dt} \left( \frac{\partial T_k}{\partial \dot{\chi}} \right)^T + \frac{d}{dt} \left( \frac{\partial T_b}{\partial \dot{\chi}} \right)^T + \frac{d}{dt} \left( \frac{\partial T_w}{\partial \dot{\chi}} \right)^T - \left( \frac{\partial V_k}{\partial \chi} \right)^T - \left( \frac{\partial V_b}{\partial \chi} \right)^T + \left( \frac{\partial V_w}{\partial \chi} \right)^T = 0_{6 \times 1}\]

(5.45)

The Euler-Lagrange equation results in six differential equations constituting the internal dynamics of the frictionless and unconstrained system without inputs. The differential equations in (5.45) are commonly reorganized into the following form:

\[M(\chi) \ddot{\chi} + C(\chi, \dot{\chi}) \dot{\chi} + G(\chi) = 0_{6 \times 1}\]

(5.46)

The derivations of the differential equations in this form are found in Appendix I. These equations resemble the initial part of the final equations of motion for the ballbot.
5.4 Input forces

The above equations of motion do not include any exogeneous inputs. To include forces into the Euler-Lagrange equation, the input forces has to affect the generalized coordinates represented by one differential equation each. To include input torques generated by the motors, which affects a combination of the states, Hamiltons principle of generalized forces is applied. The principle relies on the principle of conservation of work, where work corresponds to force multiplied with displacement. Let $\delta r$ be a displacement along an axis of which the input force or torque is actuating. Conserving work thus requires the following relation to hold

$$\delta r F_{\text{ext}} = \delta \chi^T F_{\text{generalized}} \quad (5.47)$$

By reorganizing the generalized forces are extracted from the input force, using the mapping between the coordinates on which the input force is actuating and the generalized coordinates.

$$F_{\text{generalized}} = \left( \frac{\partial r}{\partial \chi} \right)^T F_{\text{ext}} \quad (5.48)$$

The Jacobian $\frac{\partial r}{\partial \chi}$ thus defines the mapping from the coordinates affected by the input force to the generalized coordinates. Unfortunately due to the non-holonomic relationship between system states and motor shaft angles, as described in Section 4.2, it is not possible to derive a closed-form solution for this Jacobian. However, as we will see this mapping ends up being equal to the same Jacobian using the derivatives.

Assuming that we can write up the mapping from generalized coordinates to input coordinates as

$$r = R(\chi) \quad (5.49)$$

The time derivative of this mapping is taken using the chain rule, see Appendix G.1.

$$\dot{r} = \frac{\partial R}{\partial \chi} \dot{\chi} \quad (5.50)$$

By reorganizing this time derivative it appears how the Jacobian of the time derivative of the mapping is equal to the Jacobian of the mapping itself.

$$\frac{\partial \dot{r}}{\partial \chi} = \frac{\partial R}{\partial \chi} = \frac{\partial r}{\partial \chi} \quad (5.51)$$

It is thus possible to use the velocity mapping from generalized coordinates to motor shaft angular velocities, (4.35), to define the Jacobian for mapping the input torques to generalized coordinate space.

$$J_{\tau}(\kappa q) = \frac{\partial \dot{\theta}}{\partial \chi} = \begin{bmatrix} \frac{\partial \phi_0}{\partial x} & \frac{\partial \phi_0}{\partial y} & \frac{\partial \phi_0}{\partial \theta_0} \\ \frac{\partial \phi_1}{\partial x} & \frac{\partial \phi_1}{\partial y} & \frac{\partial \phi_1}{\partial \theta_1} \\ \frac{\partial \phi_2}{\partial x} & \frac{\partial \phi_2}{\partial y} & \frac{\partial \phi_2}{\partial \theta_2} \\ \frac{\partial \phi_3}{\partial x} & \frac{\partial \phi_3}{\partial y} & \frac{\partial \phi_3}{\partial \theta_3} \end{bmatrix} \quad (5.52)$$

The columns of this Jacobian is derived from the angular velocity definition, (4.35).

$$\frac{\partial \dot{\theta}}{\partial \omega} = -\frac{1}{r_k} \bar{W} \Phi_{\kappa \omega}^T \Gamma_{\kappa \omega} \hat{i} \quad (5.53)$$

$$\frac{\partial \dot{\theta}}{\partial \gamma} = -\frac{1}{r_k} \bar{W} \Phi_{\kappa \gamma}^T \Gamma_{\kappa \gamma} \hat{i} \quad (5.54)$$

$$\frac{\partial \dot{\theta}}{\partial \mu} = -2 \bar{W} \Phi_{\kappa \mu}^T \quad (5.55)$$
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The transpose of the resulting kinematics Jacobian is shown in (5.56).

\[
J^T \left( \frac{\tau}{\dot{q}} \right) = \begin{bmatrix}
\frac{1}{r_k} j \Gamma(\frac{\tau}{\dot{q}})^T \\
-\frac{1}{r_k} i \Gamma(\frac{\tau}{\dot{q}})^T \\
-2
\end{bmatrix} \Phi \left( \frac{\tau}{\dot{q}} \right) \bar{\Phi}^T
\]  

(5.56)

Since this Jacobian describes how much the motor velocity changes relative to a change in each generalized coordinate derivative, Hamilton’s principle can now be applied.

\[
Q(\chi, \tau_m) = J^T \left( \frac{\tau}{\dot{q}} \right) \tau_m
\]  

(5.57)

where \( \tau_m \) is the input torque vector whose elements corresponds to the motor torque delivered by each of the three motors.

The equations of motion is updated to include the input torque

\[
M(\chi) \ddot{\chi} + C(\chi, \dot{\chi}) \dot{\chi} + G(\chi) = Q(\chi, \tau_m)
\]  

(5.58)

As a remark, please note how the included torque input results in a control-affine system and that the input matrix only depends on the shape variables and not the velocity.

\[
Q(\chi, \dot{\chi}, u) = Q(\chi) \tau_m
\]  

(5.59)

This becomes handy when the sliding mode controller is derived, since a control-affine model makes it easier to derive the inverse dynamics, which are used for equivalent control.

5.5 Friction forces

The equations of motion shown in (5.58) do indeed model the dynamics of the system including input torque, but since no friction is included the input torque will just increase the energy level of the system which will thereafter be kept constant. We say that there is no dissipation of energy, which is obviously incorrect. Examples of common friction types include:

- Viscous, \( B \cdot v \) or \( B \cdot \omega \)
- Coulomb, \( F_c \) or \( \tau_c \)
- Stiction, \( F_s \) or \( \tau_s \)

An example of the friction torque of a motor affected by the three listed friction types, is shown below with a piecewise function.

\[
\tau_{\text{friction}} = \begin{cases}
B \omega + \text{sgn}(\omega) \tau_c & \omega \neq 0 \\
\tau_m - \tau_L & |\tau_m - \tau_L| \leq (\tau_c + \tau_s) \\
(\tau_c + \tau_s) \text{sgn}(\tau_m - \tau_L) & |\tau_m - \tau_L| > (\tau_c + \tau_s)
\end{cases}
\]  

(5.60)

where \( \tau_m \) is the generated torque by the motor and \( \tau_L \) is the load torque by which the motor is loaded. Note how both Coulomb friction and stiction are non-linear friction elements as indicated with the piecewise function including discontinuous switching and the sign function.

Most of the previous ballbot models presented in Section 1.2 includes either no friction forces or only viscous friction forces. In this ballbot model it has been decided to only focus on the viscous
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friction, a friction which is linearly proportional to the velocity along the axis it affects. To include such friction, the equations of motion are augmented by a friction matrix which includes the friction components along each of the generalized coordinates.

Three types of friction will be included:

1. Viscous friction from ball to ground friction, \( D_K \)
2. Viscous friction from body angular velocity, \( D_B \), which can thus be seen as air friction.
3. Viscous friction from motor angular velocity, \( D_M \), thus a combination of internal motor friction and ball to omniwheel friction.

The friction components are included in the equations of motion by adding a friction force matrix, \( D(\chi) \).

\[
D(\chi) = D_K(\chi) + D_B(\chi) + D_M(\chi) \tag{5.61}
\]

The friction component due to translational movement of the ball is constructed directly from the generalized coordinates, since both \( I_x \) and \( I_y \) are in the generalized coordinates and thus independent.

\[
D_K(\chi) = B_{vk} \begin{bmatrix}
I_x \\
I_y \\
0 \\
0
\end{bmatrix} = B_{vk} \begin{bmatrix}
I_2 \\
0 \\
0 \\
0
\end{bmatrix} \chi \tag{5.62}
\]

Since the body angular velocity is not directly present in the generalized coordinates, a similar technique to the Hamiltons principle is used to derive the generalized friction forces due to body angular velocity. First the mapping from generalized coordinates to body angular velocity, \( (H.51) \), is used to derive a Jacobian of the mapping.

\[
J_{\omega_B} \left( \begin{bmatrix} \omega_B \\ \theta \end{bmatrix} \right) = \frac{\partial \omega_B}{\partial \chi} = \begin{bmatrix} 0 & 2 \Phi \left( \begin{bmatrix} \omega_B \\ \theta \end{bmatrix} \right)^T \end{bmatrix} \tag{5.64}
\]

Next the Jacobian of this mapping is used to construct the friction forces in generalized coordinates.

\[
D_B(\chi) = J_{\omega_B}^T B_{vb} \omega_B = \begin{bmatrix}
B_{vb} \\
0 \\
0 \\
0
\end{bmatrix} \begin{bmatrix}
2 \Phi \left( \begin{bmatrix} \omega_B \\ \theta \end{bmatrix} \right)^T \end{bmatrix} \tag{5.65}
\]

Finally, the viscous friction in the motor affects the system by subtracting the friction torque from the applied motor torque.

\[
\tau_{\text{applied}} = \tau_m - \tau_{\text{friction}} \tag{5.66}
\]

The friction torque is computed from the motor angular velocity.

\[
\tau_{\text{friction}}(\chi, \dot{\chi}) = B_{vm} \dot{\theta} \tag{5.67}
\]
Similarly to how the kinematics Jacobian was used in Section 5.4 to convert the motor torque to generalized forces, the kinematics Jacobian is applied to the viscous friction torques.

\[
D_M(\dot{\chi}) = J^T \frac{\kappa}{\mu} \tau_{\text{friction}} = J^T \frac{\kappa}{\mu} Q_{vm} \dot{\theta}
\]

(5.68)

5.6 Quaternion constraint

The resulting equations of motion are now on the form

\[
M(\chi) \ddot{\chi} + C(\chi, \dot{\chi}) \dot{\chi} + G(\chi) + D(\dot{\chi}) = Q(\chi) \tau_m
\]

(5.69)

but as mentioned initially these equations are unconstrained whereof the generalized coordinates are constrained. The quaternion, \(K_B q\), with its four elements, \(q_0, \ldots, q_3\), only describes three degrees of freedom and thus has one element too much, a redundant element. The quaternion unit-norm constraint thus has to be applied to the equations of motion [53].

\[
\|K_B q\| = 1 \rightarrow \|q\|^2 = q_0^2 + q_1^2 + q_2^2 + q_3^2 = K_B q^T K_B q = 1
\]

(5.70)

This can be written as a holonomic constraint.

\[
h_q(\chi) = K_B q^T K_B q - 1 = 0
\]

(5.71)

The equations of motion thereby become a set of Differential Algebraic Equations (DAE):

\[
M(\chi) \ddot{\chi} + C(\chi, \dot{\chi}) \dot{\chi} + G(\chi) + D(\dot{\chi}) = Q(\chi) \tau_m
\]

\[\kappa q^T \kappa q = 1\]

(5.72)

However, we are not interested in a set of DAEs but would like a set of ODEs. As described in the beginning holonomic constraints can be included in the Euler-Lagrange equation by using Lagrange multipliers, \(\lambda\), which ends up corresponding to the reactive forces that ensure the constraints are fulfilled.

5.6.1 Reducing the equations of motion space

The first step requires the equations of motion space to be reduced by embedding the constraint into the equations of motion through a Lagrange multiplier.

\[
M(\chi) \ddot{\chi} + C(\chi, \dot{\chi}) \dot{\chi} + G(\chi) + D(\dot{\chi}) - H_q^T(\chi) \lambda = Q(\chi) \tau_m
\]

(5.73)

where the constraint Jacobian, \(H_q(\chi)\), is derived using the properties from Appendix G.3.

\[
H_q^T(\chi) = \left( \frac{\partial h_q(\chi)}{\partial \chi} \right)^T = \begin{bmatrix} 0 \\ 0 \\ 2 \kappa q \end{bmatrix}
\]

(5.74)

The space is reduced by elimination of the Lagrange multiplier. Since the constraint Jacobian is not directly invertible, solving for the Lagrange multiplier requires a few mathematical tricks [54]. Since it is allowed to transform the system with a diffeomorphism transformation, for which
the inverse also exists, we can construct a transformation matrix that when multiplied with the constraint Jacobian, results in the Lagrange multiplier only being present in one row.

\[
\bar{H}_q = \begin{bmatrix}
I_2 & 0_{2 \times 4} \\
0_{4 \times 2} & \Phi(\begin{bmatrix}
\chi \end{bmatrix})^T
\end{bmatrix}
\]

Pre-multiplying the constraint Jacobian with this diffeomorphism results in a vector with only one non-zero element.

\[
\bar{H}_q H_q^T(q) = \begin{bmatrix}
I_2 & 0_{2 \times 4} \\
0_{4 \times 2} & \Phi(\begin{bmatrix}
\chi \end{bmatrix})^T
\end{bmatrix} \begin{bmatrix}
0 \\
0 \\
2_\chi q
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
2_\chi q
\end{bmatrix}^T
\]

Note how the identity elements are included in the transform to make it invertible, thus to include the position states as shown with the transformed state vector.

The diffeomorphism is applied to the equations of motion by pre-multiplying all terms with \(\bar{H}_q\). The reorganized equations of motion is shown below.

\[
\bar{H}_q H_q^T(q) \lambda = \bar{H}_q M(q) \ddot{\chi} + \bar{H}_q C(q, \dot{\chi}) \dot{\chi} + \bar{H}_q G(q) + \bar{H}_q D(\dot{\chi}) - \bar{H}_q Q(q) \tau_m
\]

Due to the choice of diffeomorphism, the Lagrange multiplier is given from a single row in the reorganized equations of motion, (5.77).

\[
\lambda = \frac{1}{2} \begin{bmatrix}
0 \\
0 \\
1 \\
0 \\
0 \\
0
\end{bmatrix} \left( \bar{H}_q M(q) \ddot{\chi} + \bar{H}_q C(q, \dot{\chi}) \dot{\chi} + \bar{H}_q G(q) + \bar{H}_q D(\dot{\chi}) - \bar{H}_q Q(q) \tau_m \right)
\]

Eliminating the Lagrange multiplier is now a matter of inserting the solved Lagrange multiplier back into the equations of motion. However, since the Lagrange multiplier is only present in one row, it can be eliminated easily by just removing the corresponding row, row 3, from the equations of motion [53].

\[
\widetilde{H} = \begin{bmatrix}
I_2 & 0_{2 \times 1} & 0_{2 \times 3} \\
0_{3 \times 2} & 0_{3 \times 1} & I_3
\end{bmatrix} \bar{H}_q = \begin{bmatrix}
I_2 & 0_{2 \times 4} \\
0_{3 \times 2} & 0_{3 \times 1} & I_3
\end{bmatrix} \Phi(\begin{bmatrix}
\chi 
\end{bmatrix})^T
\]

All the derived model matrices thus have to be pre-multiplied by \(\widetilde{H}\) to reduce the equation space and eliminate the Lagrange multiplier.

### 5.6.2 Constraint enforcement

Pre-multiplying the equations of motion with \(\widetilde{H}\) will reduce the equations from six to five, but the generalized coordinates are still unconstrained. The generalized coordinates are constrained by including an extra equation as part of the equations of motion, derived from the second-order time derivative of the holonomic constraint.

\[
h_h(q) = \frac{1}{2} q^T \kappa q - 1 \quad (= 0)
\]

\[
\dot{h}_h(q) = q^T \kappa \dot{q} + \kappa^T \dot{q} = 2 \kappa^T \dot{q} = 2 \kappa^T \dot{q} \quad (= 0) \quad \downarrow \frac{d}{dt}
\]

\[
\ddot{h}_h(q) = 2 \kappa^T \ddot{q} + 2 \kappa^T \ddot{q} = 2 \kappa^T \ddot{q} + 2 \kappa^T \ddot{q} \quad (= 0)
\]
The second-order differential constraint that complies to the unit-norm quaternion constraint is thus:

\[ \ddot{h}_q(\chi) = 0 \rightarrow \frac{\kappa}{n} q^T \frac{\kappa}{n} q = -\frac{\kappa}{n} q^T \frac{\kappa}{n} q \]  \hspace{1cm} (5.81)

To include this as another differential equation into the equations of motion, defined by the different matrices, it has to be rewritten to use the generalized coordinate vectors, \( \chi, \dot{\chi} \) and \( \ddot{\chi} \).

A transformation matrix to extract the quaternion elements from the generalized coordinate vector is defined as \( R \).

\[ R = \begin{bmatrix} 0_{4 \times 2} & I_4 \end{bmatrix} \]  \hspace{1cm} (5.82)

\[ \frac{\kappa}{n} q = R \chi \]  \hspace{1cm} (5.83)

\[ R^T R = \begin{bmatrix} 0_{2 \times 2} & 0_{2 \times 4} \\ 0_{4 \times 2} & I_4 \end{bmatrix} \]  \hspace{1cm} (5.84)

Substituting this transformation into (5.81) yields the extra differential equation

\[ \chi^T R^T R \ddot{\chi} + \dot{\chi}^T R^T R \dot{\chi} = 0 \]  \hspace{1cm} (5.85)

which is included side-by-side with the other five equations.

5.6.3 Constraint regularization

For controller design purposes it would be sufficient to just include this second order differential constraint in the model as shown in (5.86). Given a system whose initial conditions fulfil the unit-norm constraint and the first order derivative of this, the second order differential constraint would ensure that the quaternion is kept on the unit sphere. However, since the model will also be used for simulation purposes where numerical deviations are to be expected, Baumgartes technique for stabilization of constraints in dynamical systems [55] [56] is embodied. This technique involves an augmentation of the differential constraint equation to include regularization factors on both the algebraic constraint itself and the first order derivative.

As described in [55] a stabilizing constraint law is designed to stabilize \( h_q(\chi) \rightarrow 0 \). This obviously requires the stabilization of \( \dot{h}_q(\chi) \rightarrow 0 \) and \( \ddot{h}_q(\chi) \rightarrow 0 \). The stabilizing constraint law is constructed by combining these three criteria with a regularization gain, \( \beta \).

\[ \ddot{h}_q(\chi) + \beta \dot{h}_q(\chi) + \beta^2 h_q(\chi) = 0 \]  \hspace{1cm} (5.87)

Note how this augmented differential constraint equation collapses into the previous, (5.81), if the constraint is fulfilled by \( h_q(\chi) = 0 \) and \( \dot{h}_q(\chi) = 0 \). However, if the constraint is not fulfilled, e.g., due to an incorrect initial condition or due to numerical inaccuracies from numerical integration, the regularization terms will drag the quaternion back onto the unit sphere.

Inserting the derivative definitions from (5.80) leads to the regularizing differential equation to include in the equations of motion.

\[ \frac{\kappa}{n} q^T \frac{\kappa}{n} q = -\frac{\kappa}{n} q^T \frac{\kappa}{n} q - \beta \frac{\kappa}{n} q^T \frac{\kappa}{n} q - \frac{1}{2} \beta^2 \left( \frac{\kappa}{n} q^T \frac{\kappa}{n} q - 1 \right) \]  \hspace{1cm} (5.88)
Similarly to before the generalized coordinate vectors has to be substituted into the differential equation by using the transformation matrix, $R$, which extracts the quaternion part.

$$\chi^T R^T R \ddot{\chi} + \dot{\chi}^T R^T R \dot{\chi} + \beta \chi^T R^T R \dot{\chi} + \frac{1}{2} \beta^2 \left( \chi^T R^T R \chi - 1 \right) = 0$$

The differential equation is combined with the other five equations of motion to yield the final equations of motion.

$$\begin{bmatrix} \tilde{\mathbf{M}}(\chi) \\ \chi^T \dot{\mathbf{R}} R \end{bmatrix} \ddot{\chi} + \begin{bmatrix} \tilde{\mathbf{C}}(\chi, \dot{\chi}) \\ \dot{\chi}^T \dot{\mathbf{R}} R + \beta \chi^T \dot{\mathbf{R}} R \end{bmatrix} \dot{\chi} + \begin{bmatrix} \tilde{\mathbf{G}}(\chi) \\ \frac{1}{2} \beta^2 \chi^T \dot{\mathbf{R}} R \chi \end{bmatrix} + \begin{bmatrix} \tilde{\mathbf{D}}(\dot{\chi}) \\ - \frac{1}{2} \beta^2 \end{bmatrix} = \begin{bmatrix} \tilde{\mathbf{Q}}(\chi) \\ \dot{\mathbf{Q}}_m \end{bmatrix}$$

### 5.7 Equations of Motion

This concludes the derivation of the quaternion-based non-linear ordinary differential equations of the ballbot using Lagrangian mechanics.

The final equations of motion, consisting of six coupled differential equations of the control-affine system, are shown in (5.91) with the matrix content shown in (5.92) to (5.96) given the state vector in (5.97). The control input, $\tau = \tau_m$, is the torque vector containing the output shaft torques delivered by the three motors. Note that the gearing ratio is not included since the torques are defined on the output shaft.

$$\tilde{\mathbf{M}}(\chi) \ddot{\chi} + \tilde{\mathbf{C}}(\chi, \dot{\chi}) \dot{\chi} + \tilde{\mathbf{G}}(\chi) + \tilde{\mathbf{D}}(\dot{\chi}) = \tilde{\mathbf{Q}}(\chi) \tau$$ (5.91)

where

$$\tilde{\mathbf{M}}(\chi) = \begin{bmatrix} \tilde{H} M(\chi) \\ \chi^T \mathbf{R}^T \mathbf{R} \end{bmatrix}$$ (5.92)

$$\tilde{\mathbf{C}}(\chi, \dot{\chi}) = \begin{bmatrix} \tilde{H} C(\chi, \dot{\chi}) \\ \dot{\chi}^T \mathbf{R}^T \mathbf{R} + \beta \chi^T \mathbf{R}^T \mathbf{R} \end{bmatrix}$$ (5.93)

$$\tilde{\mathbf{G}}(\chi) = \begin{bmatrix} \tilde{H} G(\chi) \\ \frac{1}{2} \beta^2 \chi^T \mathbf{R}^T \mathbf{R} \chi \end{bmatrix}$$ (5.94)

$$\tilde{\mathbf{D}}(\dot{\chi}) = \begin{bmatrix} \tilde{H} D(\dot{\chi}) \\ - \frac{1}{2} \beta^2 \end{bmatrix}$$ (5.95)

$$\tilde{\mathbf{Q}}(\chi) = \begin{bmatrix} \tilde{H} Q(\chi) \\ 0_{1 \times 3} \end{bmatrix}$$ (5.96)
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The state vector is defined as

\[ x = \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{q} \\ \ddot{x} \\ \ddot{y} \\ \ddot{q} \end{bmatrix} \]

(5.97)

The model results in a set of second order control-affine differential equations, shown in (5.98).

\[ \ddot{x} = \begin{pmatrix} \dddot{\chi} \\ f(\chi, \dot{\chi}) \end{pmatrix} = \begin{pmatrix} \tilde{M}(\chi)^{-1} \left( -\tilde{C}(\chi, \dot{\chi}) \dot{\chi} - \tilde{G}(\chi) - \tilde{D}(\dot{\chi}) \right) + \tilde{M}(\chi)^{-1} \tilde{Q}(\chi) \tau \end{pmatrix} \]

(5.98)

The derived model shows how the ballbot is an underactuated system. An underactuated system is known to be on the form of (5.98) where the rank of the input matrix, \( g(\chi) \), is smaller than the degrees of freedom [57]. Put differently, the generalized input forces are not able to instantaneously actuate the accelerations of the generalized coordinate space in arbitrary directions.

Since the equations of motion models the second order derivatives, the complete non-linear ODE is assembled by stacking the equations of motion on top of six integrators. The complete non-linear ODE to be used for controller development is shown in (5.99).

\[ \dot{x} = f(x) + g(x) \tau = \begin{pmatrix} \dddot{\chi} \\ f(\chi) \end{pmatrix} = \begin{pmatrix} \dddot{\chi} \\ f(\chi, \dot{\chi}) \end{pmatrix} = \begin{pmatrix} \dddot{\chi} \\ f(\chi, \dot{\chi}) \end{pmatrix} \]

(5.99)

A symbolic model has been derived with MATLAB using the Symbolic Toolbox and has been verified against the derivations shown in this chapter. The symbolic model can be found in the MATLAB GitHub repository listed in the preface.

This concludes the derivation of the quaternion-based non-linear model of the ballbot. Before using this model for controller design, parts of it are verified in the next chapter.
6 Model Verification

Through simulation, the dynamics of the quaternion-based model has been compared with the non-linear Euler-angle model from ETH [2], using their simulation model which has been obtained. The open-loop behaviour of the ballbot constitutes a falling pendulum with the option of applying test torques. With equivalent parameters the two models behave the same.

Due to the unstable dynamics of the ballbot it is deemed unfeasible to verify the model against the actual plant, before applying the controller. Instead the dynamic model will be verified implicitly when the controller is tested and verified.

The kinematics can, however, be verified without applying a controller. In the following chapter the kinematics are verified using a motion capture system. Finally, the modelling part is concluded with a summary of the derived kinematics and dynamics.

6.1 Kinematics verification

The kinematics are verified against close to ground-truth measurements using a Vicon motion capture system [58]. Five Vicon markers are placed on the ballbot with two of them being installed in known screw holes on each side and three on the top-most plate of the bottom part. By placing two markers in the known screw holes and defining the origin of the rigid body in Vicon as the center between these two makers, the Vicon rigid body origin can be converted to the origin of the ballbot, being in the center of the ball, using the known locations extracted from the CAD drawings.

To verify the kinematics the ballbot is moved around manually while encoder measurement and Vicon measurements are recorded. Encoder measurements, in terms of the absolute ticks, are sent from the embedded firmware over USB to the ROS driver running on the onboard computer to be recorded locally. As a post-processing step the numerical derivatives of the encoder ticks are computed and converted to motor angular velocities, $\dot{\theta}$.

Both the position and orientation of the rigid body are captured with Vicon and recorded on an external computer connected to the motion capture system. As a post-processing step the numerical derivatives of the quaternion and position are computed to get the quaternion derivative and inertial frame velocity. The timestamps from both systems are synchronized in a post-processing step through the cross correlation of an angular velocity spike, caused by a fast 90° yaw turn performed before starting the actual test.

The computed translational velocities from the kinematics model is shown in Figure 6.1 together with the actual velocities measured by Vicon. The inputs to the kinematics model, being the motor angular velocities and the inclination angle of the ballbot, is shown on the right. The kinematics-based velocities clearly follows the Vicon ground-truth measurements, even though they seem to be far more noisy than the Vicon velocities, suggesting the need of an estimator, see Appendix N.

During another test, shown in Figure 6.2, the ballbot is held almost upright with inclination angles between $\pm 5^\circ$, but with a yaw angle increasing in $60^\circ$ steps. Since the output of the kinematics is the translational velocity in the inertial frame, this test verifies that the heading of the ballbot affects the kinematics correctly.
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Figure 6.1: Kinematics verification where the ballbot is moved around manually

Figure 6.2: Kinematics verification of heading dependency by moving the ballbot manually with inclination angles between $\pm 5^\circ$ and an increasing yaw angle
6.2. Model summary

A non-linear quaternion-based model of a ballbot has been derived using Lagrangian mechanics. The ballbot was separated into two rigid bodies, one for the ball and one for the body, which balances on top of the ball. Six generalized coordinates were chosen to describe the assumed five degrees of freedom of the system. This included the $x$- and $y$ position of the ball and the four quaternion elements, describing the orientation of the body. Kinetic and potential energy equations were derived for the two bodies and omniwheels using quaternion mathematics. The input forces from the motors, acting on the omniwheels, were included using a derived kinematic model, which describes the mapping between angular velocities of the wheels and the generalized coordinates. Viscous friction forces were applied on the translational velocity, angular velocity of the body and angular velocity of the wheels. Due to the choice of a dependent set of generalized coordinates, the quaternion norm constraint was applied to the equations of motion with a Lagrange multiplier. The result was a control-affine non-linear ODE with 12 states.

Lastly the kinematics was verified against the hardware prototype using a motion capture system. The dynamic model, however, has not been verified due to the unstable dynamics, and will implicitly be verified with the controller.

The next step is to use this quaternion-based model to derive a non-linear sliding mode controller for balance stabilization.
Part II

Balance Controller
7 Design Specification

The second part of the thesis deals with the controller design of a non-linear sliding mode controller for balance control. Sliding mode controller design involves a two-step procedure, see Appendix L. First a sliding manifold is designed in Chapter 8 to fulfil the closed-loop requirements. Next two control laws are designed in Chapter 9 for nominal plant cancellation and disturbance rejection. The controller should fit in the suggested structure shown in Figure 2.8, putting some requirements on the inputs and outputs of the controller. Furthermore, some general performance requirements are defined.

The following chapter serves as a design specification with the purpose of presenting the scope of the balance controller designed in this thesis. The scope includes the control objective, the chosen operating envelope, the desired bandwidth and the desired performance. Note that the design specification do not list any specific requirements since no analytic methods have been used to derive requirements from use cases etc. Instead the design specification is based on a discussion with the Kugle project group, with a starting point in the collection of existing state-of-the-art ballbot projects presented in Section 1.2.

7.1 Control objective

The purpose of the balance controller is to set the torque output, $\tau$, to the three motors driving the omniwheels, so that the ballbot is kept balanced. The controller takes in a desired quaternion reference, $\hat{q}_{\text{ref}}$, and an angular velocity reference, $\omega_{\text{ref}}$, to be used as feed-forward to reduce lag and improve reference tracking. The control loop with the balance controller is illustrated in Figure 7.1.

![Figure 7.1: Structure of the balance controller loop](image)

The controller should be designed as a non-linear sliding mode controller utilizing the complete coupled non-linear model derived in Chapter 5. Estimates of the states in the state vector, see (5.97), including the quaternion, quaternion derivative and velocity estimate, is provided by corresponding estimators from Appendix M and Appendix N, at the same rate as the controller.
7.2 Operating envelope

Seen from an operating point of view, the system has some behavioural requirements that can be used to specify an operating envelope. Furthermore, the ballbot is also constrained mechanically, leading to e.g., inclination limitations.

1. Maximum translational velocity of 0.5 m/s
2. Linear acceleration limit of 1 m/s\(^2\)
3. Maximum heading velocity (rotational, thus the same as yaw angular velocity, \(\dot{\psi}\)) of 1 rad/s \(\approx\) 60 \(^\circ\)/s
4. Angular acceleration limit of 10 rad/s\(^2\)
5. Inclination should be kept within \(\pm 5^\circ\)
   - The acceleration limit of 1 m/s\(^2\) leads to an inclination limit of of 7.9\(^\circ\) according to the steady state parts of the linearized model in (Q.19) and (S.10).
   - It is, however, chosen to limit the inclination even further to add some headroom to the linear acceleration limit.
6. Angular velocity on inclination should be kept less than 20 \(^\circ\)/s to avoid sudden, aggressive jumps in the angle and to reduce the risk of wheel-slip.

7.3 Bandwidth considerations

Since the balance controller will be used in a cascaded structure with a model predictive controller generating angular velocity references at a lower rate, see Figure 2.8, the inner closed loop bandwidth should be at least 3 times faster than the outer closed loop bandwidth [41]. This allows the inner loop dynamics to be neglected when designing the outer loop, and the MPC can thus be designed on a simplified model. As another rule of thumb the sample rate should be chosen 10 times faster than the bandwidth [59]. Furthermore, by choosing a high controller sample rate compared to the plant dynamics, the controller can be designed based on the continuous plant instead of discretizing the model.

Unfortunately aliasing, sensor noise, noise from discretization and numerical approximations etc. become prominent at increasing sample rates. The sample rate and filter design should thus be tuned to match the given hardware and estimator design, including the IMU and encoders. The estimators should be tuned to ensure that the bandwidth is 2 to 6 times faster than the controller bandwidth [59].

The sample rate of the sliding mode controller and the corresponding estimators are set to 200 Hz.
7.4 Performance specification

Since the hardware platform is new and untested it is decided not to put any specific performance requirements to the controller. Instead a few general criteria for the desired performance are defined.

1. Reference tracking performance of inclination, equivalent to roll and pitch, should be more aggressive than heading.
   - It is desirable to have a smooth heading performance and a longer reaching time is acceptable.
   - However, inclination errors results in acceleration errors, which will quickly cause large position errors.

2. Inclination tracking error should be kept within ±1° at a steady state reference.

3. Heading tracking error should be kept within ±5°.

4. Should be able to track inclination steps, ramps and sine wave references with less than 0.1 s lag, given an angular velocity reference and a matching quaternion reference.

5. Should be able to track quaternion references even though no angular velocity reference is provided with an acceptable lag of less than 1 s, thus a reaching time for step references of less than 1 s.

7.5 Velocity controller

Even though the balance controller is supposed to be used with the MPC as illustrated in Figure 2.8, a velocity LQR controller is derived in Appendix Q to stabilize the otherwise unstable translational dynamics during testing, due to external disturbances and misalignment in the center of mass.

Figure 7.2: Cascade structure of the balance controller and velocity controller
The velocity controller provides the same references to the balance controller as the MPC, namely the quaternion and angular velocity reference, while relying on velocity and position estimates from the VEKF, Appendix N, and numerically integrated kinematics, see Figure 7.2. The velocity controller runs at the same sample rate as the balance controller and estimators, thus 200 Hz.

The controller is designed to operate within the same envelope as the balance controller mentioned above, but the overall design and tuning is outside the scope of this thesis. The velocity controller will, however, be tested in Chapter 14, since it provides valuable results in whether the balance controller works in the cascade configuration with arbitrarily changing references.

This concludes the design specification. In the next chapters the non-linear sliding mode controller is designed to fulfil the above specifications, starting with the sliding manifold design.
As mentioned in Appendix L there is no general method for choosing a sliding surface, also known as a sliding manifold. It is chosen to follow the strategy proposed by Slotine [60], who defines the sliding manifold as a linear combination of the tracking error and its derivative. Since we would like to track a given quaternion reference and angular velocity reference, the quaternion tracking error has to be quantified.

For underactuated systems, such as the ballbot, one would normally have to transform the system to a normal form, also known as regular form, using a global change of coordinates (diffeomorphism) such as to decouple actuated dynamics from the internal dynamics [61]. To simplify the controller design and since the balance controller should only keep the ballbot balanced by tracking the quaternion reference, the translational dynamics of the system is neglected and considered an input disturbance.

### 8.1 Quaternion tracking error

For a Euclidean error vector, such as for the angular velocity or if the orientation was given by Euler angles, we define the error through a normal subtraction.

\[ x_e = x - x_{\text{ref}} \]  

(8.1)

Note how this reads that if the system is positive away from the reference the error is positive, and the controller should move the system in the negative error direction.

However, for quaternions these operations are not permitted since rotation quaternions are only closed under quaternion multiplication. The same applies for rotation matrices as illustrated in the error arithmetic table, Table 8.1.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Euclidean</th>
<th>Quaternion</th>
<th>Rotation matrix (DCM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summation</td>
<td>( c = a + b )</td>
<td>( q_c = q_a \circ q_b )</td>
<td>( R_c = R_a R_b )</td>
</tr>
<tr>
<td>Subtraction (e.g., error)</td>
<td>( e = a - b )</td>
<td>( q_e = q_a \circ q_b^* )</td>
<td>( R_e = R_a R_b^T )</td>
</tr>
</tbody>
</table>

Table 8.1: Arithmetic for different representations

Note that both the quaternion and rotation matrix involves non-commutative operations and the order therefore matters. Subtraction of a reference quaternion is done by multiplication with its conjugate, which negates the rotation vector and thus rotates in the opposite direction.

The conjugated quaternion can be either left-multiplied or right-multiplied, leading to the same type of reference subtraction but represented in two different frames.
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If the reference quaternion is right-multiplied it leads to a quaternion error defined in the ball frame, equivalent to the inertial frame.

$$^B_k q_e = ^B_k q \circ ^B_k q_{ref}^* = \Gamma\left(\frac{^B_k q_{ref}}{^B_k q}\right)^T \frac{^B_k q}{^B_k q}$$  \hspace{1cm} (8.2)

If the reference quaternion is left-multiplied it leads to a quaternion error defined in the body frame.

$$^B_n q_e = ^B_n q_{ref}^* \circ ^B_n q = \Phi\left(\frac{^B_n q_{ref}}{^B_n q}\right)^T \frac{^B_n q}{^B_n q}$$  \hspace{1cm} (8.3)

In both cases the error quaternion collapses to the current orientation if the reference quaternion is set to the unit quaternion, $^B_k q_{ref} =\begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T$.

To understand the difference between the two error quaternions and the definition of the error frame, an example is given. Euler angles are used to construct the quaternions for interpretability. Let the reference be defined with a yaw of $180^\circ$ and a roll of $20^\circ$.

$$^B_k q_{ref} = q_z^{(180^\circ)}q_x^{(20^\circ)} = \begin{bmatrix} 0 & 0 & \sin\left(\frac{20^\circ}{2}\right) & \cos\left(\frac{20^\circ}{2}\right) \end{bmatrix}^T$$  \hspace{1cm} (8.4)

Let the current orientation be close to the reference with a yaw of $180^\circ$ and a roll of $15^\circ$.

$$^B_k q = q_z^{(180^\circ)}q_x^{(15^\circ)} = \begin{bmatrix} 0 & 0 & \sin\left(\frac{15^\circ}{2}\right) & \cos\left(\frac{15^\circ}{2}\right) \end{bmatrix}^T$$  \hspace{1cm} (8.5)

There is thus only a $5^\circ$ difference on roll, requiring the body to tilt slightly more to the right while keeping the current heading. The two quaternion errors are computed as:

$$^B_k q_e = ^B_k q \circ ^B_k q_{ref}^* = \begin{bmatrix} \cos\left(\frac{5^\circ}{2}\right) & \sin\left(\frac{5^\circ}{2}\right) & 0 & 0 \end{bmatrix}^T$$  \hspace{1cm} (8.6)

$$^B_n q_e = ^B_n q_{ref}^* \circ ^B_n q = \begin{bmatrix} \cos\left(\frac{5^\circ}{2}\right) & -\sin\left(\frac{5^\circ}{2}\right) & 0 & 0 \end{bmatrix}^T$$  \hspace{1cm} (8.7)

Since the error is defined as positive when being positive away from the reference, the system has to rotate $-5^\circ$ around the inertial frame x-axis, but this has to be converted to an an according motion that the body can make on top of the ball. This is exactly what the body quaternion error defines, $^B_n q_e$, by stating that the system should rotate $5^\circ$ around the body x-axis.

The difference become more distinct at other heading angles. Let the reference be defined with a yaw of $90^\circ$ and similarly a roll of $20^\circ$. Again let the current orientation be close to the reference with a yaw of $90^\circ$ and a roll of $15^\circ$.

$$^B_k q_{ref} = q_z^{(90^\circ)}q_x^{(20^\circ)} = \begin{bmatrix} \cos\left(\frac{90^\circ}{2}\right) & \cos\left(\frac{20^\circ}{2}\right) \\ \cos\left(\frac{90^\circ}{2}\right) & \sin\left(\frac{20^\circ}{2}\right) \\ \sin\left(\frac{90^\circ}{2}\right) & \sin\left(\frac{20^\circ}{2}\right) \\ \sin\left(\frac{90^\circ}{2}\right) & \cos\left(\frac{20^\circ}{2}\right) \end{bmatrix} , \quad ^B_k q = q_z^{(90^\circ)}q_x^{(15^\circ)} = \begin{bmatrix} \cos\left(\frac{90^\circ}{2}\right) & \cos\left(\frac{15^\circ}{2}\right) \\ \cos\left(\frac{90^\circ}{2}\right) & \sin\left(\frac{15^\circ}{2}\right) \\ \sin\left(\frac{90^\circ}{2}\right) & \sin\left(\frac{15^\circ}{2}\right) \\ \sin\left(\frac{90^\circ}{2}\right) & \cos\left(\frac{15^\circ}{2}\right) \end{bmatrix}$$  \hspace{1cm} (8.8)

The $5^\circ$ difference on roll is thus the same as in the previous example, requiring the body to tilt to the right. The two quaternion errors are computed as:

$$^B_k q_e = ^B_k q \circ ^B_k q_{ref}^* = \begin{bmatrix} \cos\left(\frac{5^\circ}{2}\right) & 0 & -\sin\left(\frac{5^\circ}{2}\right) \end{bmatrix}^T$$  \hspace{1cm} (8.9)

$$^B_n q_e = ^B_n q_{ref}^* \circ ^B_n q = \begin{bmatrix} \cos\left(\frac{5^\circ}{2}\right) & -\sin\left(\frac{5^\circ}{2}\right) & 0 \end{bmatrix}^T$$  \hspace{1cm} (8.10)
Note how the quaternion error defined in the body frame is exactly the same as before, since it is the same motion that is required to correct the 5° difference on roll. However, the quaternion error in inertial frame is now very different since the 5° difference on roll requires a correction by rotating 5° around the inertial frame y-axis.

The quaternion error defined in the body frame is more intuitive and useful for controller design, since the error rotation axis will be referenced to the body in where the actuation occur. The quaternion error hereby become independent of the current heading, and only depends on the orientation error, even making it possible to do linear controller design. It is therefore decided to use the body quaternion error from (8.3).

### 8.1.1 Shortest rotation

The above example deals only with a small error, which is expected to be the case since the error of roll and pitch has to be close to zero since the ballbot would otherwise accelerate quickly and likely fall over. However, the heading/yaw error can possibly be up to 180°. In a linear heading controller one would usually include a wrapping mechanism as shown in (8.11), which wraps the yaw error between $-\pi$ to $\pi$.

$$\psi_e = \psi - \psi_{ref}$$
$$\psi_{e,\text{wrapped}} = ((\psi_e + \pi) \mod 2\pi) - \pi$$  \hspace{1cm} (8.11)

Such wrapping results in a discontinuity at $\psi_e = 180^\circ$ where the heading direction changes from turning in one direction to another.

The quaternion error includes this wrapping mechanism internally as part of the scalar value, and when doing control with quaternions one can avoid the discontinuity if the error quaternion is handled properly. From the definition of the quaternion, (H.36), the scalar part of the error quaternion corresponds to the cosine of half the error angle, $\theta_e$.

$$q_{e,0} = \cos \left( \frac{\theta_e}{2} \right)$$  \hspace{1cm} (8.12)

The scalar value will therefore be unique for error angles up till 360°, which allows the scalar part to be used as an indicator of whether the error quaternion defines a short or long rotation. If the scalar part is positive, the error quaternion defines the short rotation from the current orientation to the desired, $\theta_e < 180^\circ$. If the scalar part is negative, the error quaternion defines a long rotation, $\theta_e > 180^\circ$.

In case of control applications one would always want the short rotation error quaternion, to get the shortest distance to the desired orientation. In case the scalar value is negative, all elements of the quaternion can just be negated, which results in the same rotation but now as the short distance.

### 8.2 Sliding surfaces

The vector part of the error quaternion defines the rotation axis with the elements $v_{e_x}$, $v_{e_y}$, and $v_{e_z}$ and a magnitude corresponding to the sine of half the error angle.

$$v \mathbf{q}_e = \begin{bmatrix} q_{e,1} \\ q_{e,2} \\ q_{e,3} \end{bmatrix} = \sin \left( \frac{\theta_e}{2} \right) \begin{bmatrix} v_{e_x} \\ v_{e_y} \\ v_{e_z} \end{bmatrix}$$  \hspace{1cm} (8.13)
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The rotation axis defines the axis around which the body should be rotated to go from the current orientation to the desired orientation. There is thus an obvious relationship between the desired angular velocity and the rotation axis of the error quaternion.

\[ ^B\omega_{B\leftarrow K} \propto -^B\hat{q}_e \]  

(8.14)

The error vector, \(^B\hat{q}_e\), is therefore useful for control, since the vector direction depicts the axis around which a correction should occur and the magnitude will converge to zero when the orientation is aligned.

8.2.1 Angular velocity surface

The first suggestion of a sliding surface, inspired from the work by Wisniewski [62], employs this relationship between the desired angular velocity and the rotation axis of the error quaternion.

\[ s = ^B\omega_e + K^B\hat{q}_e \]  

(8.15)

Here the desired angular velocity is replaced with the angular velocity error such as to include an angular velocity reference, \(^B\omega_{\text{ref}} = ^B\omega_{B\leftarrow K}\).

\[ ^B\omega_e = ^B\omega_{B\leftarrow K} - ^B\omega_{\text{ref}} \]

\[ = 2 \nabla (^Bq^* \circ ^Bq) - ^B\omega_{\text{ref}} \]  

(8.16)

It is crucial that the angular velocity error is defined in the same frame as the quaternion error, in this case chosen as the body frame. Since the system states include the quaternion derivative, \(^Bq\), and not the angular velocity, \(^B\omega_{B\leftarrow K}\), the angular velocity is computed from the quaternion derivative with the relationship from (H.51). Substituting into (8.16) yields

\[ s = 2 \nabla (^Bq^* \circ ^Bq) - ^B\omega_{\text{ref}} + K^B\hat{q}_e \]  

(8.17)

The reader should note that the frame in which the angular velocity reference is defined, \(\{\hat{B}\}\), do not match with the frame of the angular velocity of the body, \(\{B\}\). Since the body frame is supposed to track the reference frame, the difference between defining the angular velocity reference in the current frame and in the reference frame is assumed to be negligible.

When the system slides on this surface, \(s = 0\), the orientation error will be governed by the following dynamics

\[ ^B\omega_e = -K^B\hat{q}_e \]  

(8.18)

which states that the correctional angular velocity, \(^B\omega_e\), is proportional to the negative direction of how much the current orientation is away from the desired. This dynamics will thus move the quaternion towards the reference by the shortest possible way. As long as \(K\) is positive definite, the dynamics is globally asymptotically stable and the system will thus converge to the reference.

\[ \lim_{t \to \infty} ^Bq(t) = ^Bq_{\text{ref}} \]  

(8.19)

The eigenvalues of \(K\) defines the poles of the reduced-order dynamics and since efficient tracking is desired, the poles should all be located on the negative real axis. Thus no complex-conjugated pole pairs. This requires a diagonal gain matrix.
8.2.2 Quaternion derivative surface

Another even simpler sliding surface takes in the quaternion derivative directly and follows the suggested design procedure by Slotine \cite{Slotine60} to use the error and error derivative. However, since the degrees of freedom in the orientation and actuation is only three, a similar approach to using the vector part, is employed. Though instead of seeing the rotation axis in the quaternion error as the axis around which a correction should happen, the second sliding surface implements a linear proportional controller on the vector part.

\[
s = \hat{\mathbf{q}}_e + K \hat{\mathbf{q}}_e
\]  
(8.20)

When the system slides on the surface, \(s = 0\), the orientation error will thus be governed by the following dynamics

\[
\hat{\mathbf{q}}_e = -K \hat{\mathbf{q}}_e
\]  
(8.21)

and the sliding manifold will hence drive the vector part of the quaternion error to zero, which results in a unit quaternion.

\[
\lim_{t \to \infty} \hat{\mathbf{q}}_e(t) = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix}^T \text{ or } \begin{bmatrix} -1 & 0 & 0 & 0 \end{bmatrix}^T
\]  
(8.22)

Since the error quaternion, \(\hat{\mathbf{q}}_e\), is constrained on the four-dimensional unit sphere, both the scalar value and its derivative is automatically defined from the constraint.

The derivative of the quaternion error is derived using the principles shown in Appendix H.7.

\[
\hat{\mathbf{q}}_e = \hat{\mathbf{q}}_{\text{ref}} \circ \hat{\mathbf{q}} + \hat{\mathbf{q}}_{\text{ref}} \circ \hat{\mathbf{q}}
\]  
(8.23)

We insert the definition of the quaternion derivative reference, based on the angular velocity reference defined in the body reference frame, \(\hat{\mathbf{\omega}}_{\text{ref}} = \hat{\mathbf{\omega}}_{\text{ref}} = \hat{\mathbf{\omega}}_{\text{ref}} = \hat{\mathbf{\omega}}_{\text{ref}}\).

\[
\hat{\mathbf{q}}_{\text{ref}} = \frac{1}{2} \hat{\mathbf{q}}_{\text{ref}} \circ \hat{\mathbf{\omega}}_{\text{ref}}
\]  
(8.24)

The derivative of the quaternion error is thus

\[
\hat{\mathbf{q}}_e = \frac{1}{2} \left( \hat{\mathbf{q}}_{\text{ref}} \circ \hat{\mathbf{\omega}}_{\text{ref}} \right)^* \circ \hat{\mathbf{q}} + \hat{\mathbf{q}}_{\text{ref}} \circ \hat{\mathbf{q}}
\]  
(8.25)

Thereby the sliding surface is expanded to

\[
s = -\frac{1}{2} \hat{\mathbf{\omega}}_{\text{ref}} \circ \hat{\mathbf{q}}_{\text{ref}} \circ \hat{\mathbf{q}} + \hat{\mathbf{q}}_{\text{ref}} \circ \hat{\mathbf{q}} + K \hat{\mathbf{q}}_e
\]  
(8.26)

By some reorganization the vector part of the quaternion derivative of the system is governed by the following dynamics in the sliding phase:

\[
\frac{\mathbf{\omega}}{\mathbf{q}} = \frac{1}{2} \left( \hat{\mathbf{q}}_{\text{ref}} \circ \hat{\mathbf{\omega}}_{\text{ref}} \circ \hat{\mathbf{q}}_e \right) - \hat{\mathbf{q}}_{\text{ref}} \circ \hat{\mathbf{\omega}}_{\text{ref}} \circ \hat{\mathbf{q}}_e
\]  
(8.27)

Note the similarities with (8.21) in terms of \(-K \hat{\mathbf{q}}_e\) and how the dynamics collapses into (8.28) for a unit quaternion reference and zero angular velocity reference.

\[
\frac{\mathbf{\omega}}{\mathbf{q}} = -K \hat{\mathbf{q}}_e = -K \hat{\mathbf{q}}
\]  
(8.28)
Again the eigenvalues of $K$ defines the poles of the reduced-order dynamics, so as long as $K$ is positive definite the dynamics is globally asymptotically stable and the system will converge to the reference. It is similarly recommended to use a diagonal gain matrix.

Note how only the vector part of the quaternion error is used in both of the suggested sliding surfaces. This reduces the order of the differential equations, used in the sliding mode controller design, from four to three, thereby making the system fully actuated and invertible. This furthermore allows for equivalent control design, see Section 9.1, which requires the input matrix to be invertible.

8.3 Comparison

The two sliding surfaces looks very similar and behaves very similarly. Since the error will be close to zero most of the time, the vector part of the quaternion error derivative, $\vec{\dot{q}}_e$, will be almost equivalent to half of the angular velocity error, $\vec{\dot{\omega}}_e$. To investigate the differences in sliding dynamics, thus the dynamics when the system is on the sliding surface, $s = 0$, a MATLAB simulation is carried out using aggressive gains from Section 12.1. To make the simulation comparable the gains used in the angular velocity sliding surface simulation is scaled with a factor of 2. The quaternion reference is set to the unit quaternion and the angular velocity reference is set to zero. To test the global stability of the manifolds the system is tested with two different initial error quaternions and the error quaternion is computed as both the long and short rotation, see Section 8.1.1.

The first simulation, shown in Figure 8.1, is a comparison between computing the quaternion error as a short or long rotation, with an initial rotation error set to $\phi = 30^\circ$, $\theta = 30^\circ$, $\psi = 30^\circ$. The error is thus fairly small, corresponding to a $\theta_e \approx 46^\circ$. The long rotation is computed by negating all elements. Note how the angular velocity manifold do not diverge but takes the long rotation to reach the reference.

In the second simulation, shown in Figure 8.2, a larger error of $\phi = 30^\circ$, $\theta = 30^\circ$, $\psi = 180^\circ$ is tested. As expected the dynamics of the two sliding surfaces are almost identical when the error is small. Even at large errors the dynamics are almost identical, though the angular velocity surface seem to have a slightly slower response and takes a different path to the reference.

The biggest problem and difference between the two, is how the long error quaternion is not handled automatically with the angular velocity manifold, leading to a detour where the system rotates the long way to reach the reference. The quaternion derivative manifold do not care about the scalar value and thus always takes the shortest rotation.

It is therefore decided to use the quaternion derivative, both due to the simulation results above, but also due to the simplicity in the sliding surface definition.
8.3. Comparison

Figure 8.1: Comparison of manifold dynamics when using a short or long error quaternion. Initial error is set to $\phi = 30^\circ$, $\theta = 30^\circ$, $\psi = 30^\circ$.

Figure 8.2: Comparison of manifold dynamics with a large initial error of $\phi = 30^\circ$, $\theta = 30^\circ$, $\psi = 180^\circ$. 
9 Controller Laws

Both continuous and discrete versions of the sliding mode controller exists, but common practice is to design and implement the continuous version of the controller and run it at a high sample rate [60]. Therefore, the continuous version is only considered in this thesis.

In this thesis no specific uncertainty bounds are defined and the gain parameters will be used as tuning parameters, described in Appendix O. Step 5 of the summarized sliding mode design guidelines in Appendix L.1, will therefore be based on tuning through practical experiments rather than requirements.

The sliding mode control law consists of both an equivalent control part and a switching part.

\[ \tau_m = \tau_{\text{equiv}} + \tau_{\text{switch}} \] (9.1)

The equivalent control part cancels out the nominal dynamics of the system while the switching part ensures that the system stays on the sliding surface when disturbances or uncertainties are present. As said in the beginning of Chapter 8 one would usually transform the system into normal form, but in the design of this balance controller it is decided to neglect the translational dynamics and only use the quaternion dynamics. With just the quaternion part of the ODE, extracted in (9.2), the dynamics become fully actuated.

\[ \frac{\ddot{q}}{\dot{q}} = f_q(x, \dot{x}) + g_q(\dot{q}) \tau_m 
= f_q(\ddot{q}, \dot{q}, \dot{1}x, \dot{1}y) + g_q(\dot{q}) \tau_m \] (9.2)

where \( f_q \) and \( g_q(\dot{q}) \) are extracted from (5.98)

\[
\begin{align*}
 f_q(\ddot{q}, \dot{q}, \dot{1}x, \dot{1}y) &= \begin{bmatrix} 0_{4 \times 2} & I_4 \end{bmatrix} f(x, \dot{x}) \\
 g_q(\dot{q}) &= \begin{bmatrix} 0_{4 \times 2} & I_4 \end{bmatrix} g(x)
\end{align*}
\] (9.3)

In the following section the two parts of the control law are derived for the two sliding surfaces suggested in Section 8.2. Finally, the stability of the system is proven for both the reaching and sliding phase using the Lyapunov stability criterion.

9.1 Equivalent control laws

Part of the sliding mode controller is to derive an equivalent control law to ensure that a nominal system will keep sliding on the surface, \( \dot{s} = 0 \), after it has been reached, \( s = 0 \). One of the most commonly used approaches is computed-torque also known as inverse dynamics, which involves similar steps as Input-State linearization and Feedback linearization. A computed-torque controller requires the system to be on the form shown in (9.4), with an invertible input matrix, \( g(x, \dot{x}) \). It thus only works for fully actuated systems. Otherwise the system has to be converted into normal form.

\[ \ddot{x} = f(x, \dot{x}) + g(x, \dot{x}) u \] (9.4)
The angular velocity error is defined in (8.16). The derivative of this error is
\[ \frac{\mathbf{K}}{\mathbf{B}} \dot{\mathbf{q}} = \dot{\mathbf{f}}_{\mathbf{q}}(\frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}, \frac{\mathbf{K}}{\mathbf{B}} \dot{\mathbf{q}}, \frac{1}{\mathbf{B}} \dot{x}, \frac{1}{\mathbf{B}} \dot{y}) + \dot{\mathbf{g}}_{\mathbf{q}}(\frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}) \mathbf{\tau}_m \]  
(9.5)
where \( \dot{\mathbf{f}}_{\mathbf{q}}(\frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}, \frac{\mathbf{K}}{\mathbf{B}} \dot{\mathbf{q}}, \frac{1}{\mathbf{B}} \dot{x}, \frac{1}{\mathbf{B}} \dot{y}) \in \mathbb{R}^4 \) and \( \dot{\mathbf{g}}_{\mathbf{q}}(\frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}) \in \mathbb{R}^{4 \times 3} \).

The equivalent control law is derived by substituting this reduced-order dynamics into the derivative of the sliding surface, which should be kept at zero when sliding.

### 9.1.1 Angular velocity surface

The derivative of the angular velocity sliding surface is
\[ \dot{s} = \mathbf{B} \dot{\omega}_e + \mathbf{K} \mathbf{B} \mathbf{q}_e \]  
(9.6)

The angular velocity error is defined in (8.16). The derivative of this error is
\[ \frac{\mathbf{B}}{\mathbf{B}} \omega = \frac{\mathbf{B}}{\mathbf{B}} \omega_{\mathbf{B}-\mathbf{K}} - \frac{\mathbf{B}}{\mathbf{B}} \omega_{\mathbf{R}} \]
\[ = 2 \left( \frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}^* \circ \frac{\mathbf{K}}{\mathbf{B}} \mathbf{q} + \frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}^* \circ \frac{\mathbf{K}}{\mathbf{B}} \dot{\mathbf{q}} \right) - \frac{\mathbf{B}}{\mathbf{B}} \omega_{\mathbf{R}} \]
\[ = 2 \left( \frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}^* \circ \frac{\mathbf{K}}{\mathbf{B}} \mathbf{q} - \frac{\mathbf{B}}{\mathbf{B}} \omega_{\mathbf{R}} \right) \]  
(9.7)

Note how the derivative is simplified since \( \left( \frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}^* \circ \frac{\mathbf{K}}{\mathbf{B}} \dot{\mathbf{q}} \right) = 0_{3 \times 1} \).

The angular velocity reference is assumed to be slowly varying which is why the derivative, \( \frac{\mathbf{B}}{\mathbf{B}} \omega_{\mathbf{R}} \), is neglected. The derivative of the quaternion error, derived in (8.25), is substituted into the sliding surface derivative along with the derivative of the angular velocity error.

\[ \dot{s} = 2 \left( \frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}^* \circ \frac{\mathbf{K}}{\mathbf{B}} \mathbf{q} - \frac{\mathbf{B}}{\mathbf{B}} \omega_{\mathbf{R}} \right) - \frac{\mathbf{B}}{\mathbf{B}} \omega_{\mathbf{R}} \]  
(9.8)

The quaternion dynamics, (9.5), is substituted into the sliding surface derivative equation and the quaternion multiplications are replaced with the matrix operators.

\[ \dot{s} = 2 \left( \frac{\mathbf{B}}{\mathbf{B}} \mathbf{q}^* \circ \frac{\mathbf{K}}{\mathbf{B}} \mathbf{q} \right)^T \left( \left( \frac{\mathbf{B}}{\mathbf{B}} \mathbf{q} \right) \right)^T \dot{\mathbf{g}}_{\mathbf{q}} + \dot{\mathbf{g}}_{\mathbf{q}}(\frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}) \mathbf{\tau}_m \]
\[ - \frac{1}{2} \frac{\mathbf{B}}{\mathbf{B}} \mathbf{\omega}_{\mathbf{R}} \left( \frac{\mathbf{B}}{\mathbf{B}} \mathbf{q}_{\mathbf{R}} \right) \left( \frac{\mathbf{B}}{\mathbf{B}} \mathbf{q} \right) \]  
(9.9)

Finally, the equation is reorganized to isolate \( \mathbf{\tau}_{\mathbf{equiv}} = \mathbf{\tau}_m \) for keeping \( \dot{s} = 0 \) with the nominal model.

\[ 2 \left( \frac{\mathbf{B}}{\mathbf{B}} \mathbf{q}^* \circ \frac{\mathbf{K}}{\mathbf{B}} \mathbf{q} \right)^T \dot{\mathbf{g}}_{\mathbf{q}}(\frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}) \mathbf{\tau}_m = -2 \left( \frac{\mathbf{B}}{\mathbf{B}} \mathbf{q}^* \circ \frac{\mathbf{K}}{\mathbf{B}} \mathbf{q} \right)^T \dot{\mathbf{f}}_{\mathbf{q}}(\frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}, \frac{\mathbf{K}}{\mathbf{B}} \dot{\mathbf{q}}, \frac{1}{\mathbf{B}} \dot{x}, \frac{1}{\mathbf{B}} \dot{y}) + \frac{1}{2} \frac{\mathbf{B}}{\mathbf{B}} \mathbf{\omega}_{\mathbf{R}} \left( \frac{\mathbf{B}}{\mathbf{B}} \mathbf{q}_{\mathbf{R}} \right) \left( \frac{\mathbf{B}}{\mathbf{B}} \mathbf{q} \right) \]
\[ - \frac{1}{2} \mathbf{K} \left( \frac{\mathbf{B}}{\mathbf{B}} \mathbf{q} \right)^T \left( \frac{\mathbf{B}}{\mathbf{B}} \mathbf{q} \right) \]  
(9.10)

Due to the choice of using the reduced-order dynamics and the definition of a three-dimensional sliding surface, matching the dimension of the actuation-space, (9.10) \( \mathbf{\tau}_m \) can be isolated since \( \dot{\mathbf{g}} \) is invertible.

\[ \dot{\mathbf{g}}(\frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}, \frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}_{\mathbf{R}}) = 2 \left( \frac{\mathbf{B}}{\mathbf{B}} \mathbf{q}^* \circ \frac{\mathbf{K}}{\mathbf{B}} \mathbf{q} \right)^T \dot{\mathbf{g}}_{\mathbf{q}}(\frac{\mathbf{K}}{\mathbf{B}} \mathbf{q}) \]  
(9.11)
Thereby the equivalent torque, and thus the equivalent control law for the angular velocity sliding surface, is shown in (9.12).

\[
\tau_{\text{equiv}} = \tilde{g}^{-1}(\frac{\kappa}{\hat{\nu}} q) - 2 \bigtriangledown \Phi\left(\frac{\nu}{\hat{n}} q\right)^T f_q\left(\frac{\kappa}{\hat{\nu}} q, \frac{\kappa}{\hat{n}} \hat{q}, \hat{x}, \hat{y}\right) \\
+ \frac{1}{2} K \bigtriangledown \Phi\left(\frac{\nu}{\hat{\nu}} \hat{\omega}_{\text{ref}}\right) \Phi\left(\frac{\kappa}{\hat{n}} q_{\text{ref}}\right)^T \frac{\kappa}{\hat{n}} q \\
- K \bigtriangledown \Phi\left(\frac{\kappa}{\hat{n}} q_{\text{ref}}\right)^T \frac{\kappa}{\hat{n}} q
\]  

(9.12)

9.1.2 Quaternion derivative surface

Conversely the derivative of the quaternion derivative sliding surface is

\[
\dot{s} = \frac{\nu}{\hat{n}} q_e + K \frac{\nu}{\hat{n}} \dot{q}_e
\]  

(9.13)

The derivative of the quaternion error was derived in (8.23). Taking the time derivative again while neglecting \(K \frac{\nu}{\hat{\nu}} \dot{\omega}_{\text{ref}}\), since the angular velocity reference is assumed to be slowly varying, yields the second derivative of the quaternion error.

\[
\frac{\nu}{\hat{n}} q_e = 2 \frac{\nu}{\hat{\nu}} \dot{q}_{\text{ref}} \circ \frac{\nu}{\hat{n}} q + \frac{\nu}{\hat{n}} q_{\text{ref}} \circ \frac{\nu}{\hat{n}} q
\]  

(9.14)

This second derivative from (9.14) is substituted back into the definition of the sliding surface derivative together with the definition from (8.23).

\[
\dot{s} = \bigtriangledown \left(2 \frac{\nu}{\hat{\nu}} \dot{q}_{\text{ref}} \circ \frac{\nu}{\hat{n}} q + \frac{\nu}{\hat{n}} q_{\text{ref}} \circ \frac{\nu}{\hat{n}} q\right) \\
+ K \bigtriangledown \left(\frac{\nu}{\hat{n}} \dot{q}_{\text{ref}} \circ \frac{\nu}{\hat{n}} q + \frac{\nu}{\hat{n}} q_{\text{ref}} \circ \frac{\nu}{\hat{n}} q\right)
\]  

(9.15)

The quaternion dynamics, (9.5), is substituted into the sliding surface derivative equation and the quaternion multiplications are replaced with the matrix operators.

\[
\dot{s} = 2 \bigtriangledown \Phi\left(\frac{\nu}{\hat{n}} q_{\text{ref}}\right)^T \frac{\nu}{\hat{n}} q \\
+ \bigtriangledown \Phi\left(\frac{\nu}{\hat{n}} q_{\text{ref}}\right)^T \left(f_q\left(\frac{\nu}{\hat{n}} q, \frac{\nu}{\hat{n}} \dot{q}, \hat{x}, \hat{y}\right) + g_q\left(\frac{\nu}{\hat{n}} q\right) \tau_m\right) \\
+ K \bigtriangledown \Phi\left(\frac{\nu}{\hat{n}} q_{\text{ref}}\right)^T \frac{\nu}{\hat{n}} q \\
+ K \bigtriangledown \Phi\left(\frac{\nu}{\hat{n}} q_{\text{ref}}\right)^T \frac{\nu}{\hat{n}} \dot{q}
\]  

(9.16)

Finally, the equation is reorganized to isolate \(\tau_{\text{equiv}} = \tau_m\) for keeping \(\dot{s} = 0\) with the nominal model.

\[
\bigtriangledown \Phi\left(\frac{\nu}{\hat{n}} q_{\text{ref}}\right)^T g_q\left(\frac{\nu}{\hat{n}} q\right) \tau_m = -2 \bigtriangledown \Phi\left(\frac{\nu}{\hat{n}} q_{\text{ref}}\right)^T \frac{\nu}{\hat{n}} q \\
- \bigtriangledown \Phi\left(\frac{\nu}{\hat{n}} q_{\text{ref}}\right)^T f_q\left(\frac{\nu}{\hat{n}} q, \frac{\nu}{\hat{n}} \dot{q}, \hat{x}, \hat{y}\right) \\
- K \bigtriangledown \Phi\left(\frac{\nu}{\hat{n}} q_{\text{ref}}\right)^T \frac{\nu}{\hat{n}} q \\
- K \bigtriangledown \Phi\left(\frac{\nu}{\hat{n}} q_{\text{ref}}\right)^T \frac{\nu}{\hat{n}} \dot{q}
\]  

(9.17)

This equation is inverted using the matrix

\[
\tilde{g}\left(\frac{\nu}{\hat{n}} q, \frac{\nu}{\hat{n}} q_{\text{ref}}\right) = \bigtriangledown \Phi\left(\frac{\nu}{\hat{n}} q_{\text{ref}}\right)^T g_q\left(\frac{\nu}{\hat{n}} q\right)
\]  

(9.18)
Thereby the equivalent torque, and thus the equivalent control law for the quaternion derivative sliding surface, is shown in (9.19).

\[
\tau_{\text{equiv}} = \dot{g}^{-1}(\frac{K}{n}\dot{q}, \frac{K}{n}q_{\text{ref}}) \left( -2 \vee \Phi \left( \frac{K}{n}q_{\text{ref}} \right)^T \frac{K}{n}q \right.
\]

\[
- \vee \Phi \left( \frac{K}{n}q_{\text{ref}} \right)^T f_q(\frac{K}{n}q, \frac{K}{n}\dot{q}, \frac{1}{x}, \frac{1}{y}) - \frac{1}{2} K \vee \Phi \left( \frac{K}{n}q_{\text{ref}} \right)^T g_q(\frac{K}{n}q, \frac{K}{n}\dot{q}, \frac{1}{x}, \frac{1}{y})
\]

\[
- \vee \Phi \left( \frac{K}{n}q_{\text{ref}} \right)^T f_q(\frac{K}{n}q, \frac{K}{n}\dot{q}, \frac{1}{x}, \frac{1}{y}) - \frac{1}{2} K \vee \Phi \left( \frac{K}{n}q_{\text{ref}} \right)^T g_q(\frac{K}{n}q, \frac{K}{n}\dot{q}, \frac{1}{x}, \frac{1}{y})
\]

\[
(9.19)
\]

9.1.3 Comparison

The two sliding surfaces appeared very similar in simulation in Section 8.3 and ends up with very similar sliding surface derivatives. To compare the derivatives the quaternion derivative reference definition in the third line of (9.16) is replaced with the angular velocity reference definition. The derivative of the angular velocity surface is shown in (9.20) and the derivative of the quaternion derivative surface is shown in (9.21).

\[
\dot{s} = 2 \vee \Phi \left( \frac{K}{n}q \right)^T f_q(\frac{K}{n}q, \frac{K}{n}\dot{q}, \frac{1}{x}, \frac{1}{y}) + 2 \vee \Phi \left( \frac{K}{n}q \right)^T g_q(\frac{K}{n}q, \frac{K}{n}\dot{q}, \frac{1}{x}, \frac{1}{y})
\]

\[
- \frac{1}{2} K \vee \Phi \left( \frac{K}{n}q_{\text{ref}} \right)^T f_q(\frac{K}{n}q, \frac{K}{n}\dot{q}, \frac{1}{x}, \frac{1}{y}) + \frac{1}{2} K \vee \Phi \left( \frac{K}{n}q_{\text{ref}} \right)^T g_q(\frac{K}{n}q, \frac{K}{n}\dot{q}, \frac{1}{x}, \frac{1}{y})
\]

\[
+ K \vee \Phi \left( \frac{K}{n}q_{\text{ref}} \right)^T \frac{K}{n}q
\]

(9.20)

\[
\dot{s} = 2 \vee \Phi \left( \frac{K}{n}q_{\text{ref}} \right)^T \frac{K}{n}q
\]

\[
+ \vee \Phi \left( \frac{K}{n}q_{\text{ref}} \right)^T f_q(\frac{K}{n}q_{\text{ref}}, \frac{K}{n}\dot{q}_{\text{ref}}, \frac{1}{x}, \frac{1}{y})
\]

\[
+ \vee \Phi \left( \frac{K}{n}q_{\text{ref}} \right)^T g_q(\frac{K}{n}q, \frac{K}{n}\dot{q}, \frac{1}{x}, \frac{1}{y})
\]

\[
- \frac{1}{2} K \vee \Phi \left( \frac{K}{n}q_{\text{ref}} \right)^T g_q(\frac{K}{n}q_{\text{ref}}, \frac{K}{n}\dot{q}_{\text{ref}}, \frac{1}{x}, \frac{1}{y})
\]

\[
+ \frac{1}{2} K \vee \Phi \left( \frac{K}{n}q_{\text{ref}} \right)^T \frac{K}{n}q
\]

(9.21)

The reader should note how similar the two derivatives are. Actually the main difference is related to how the dynamics of the system enters the derivative with a difference in gain by a factor of 2.

With the angular velocity surface, the dynamics are pre-multiplied with the current quaternion, whereas they are pre-multiplied with the quaternion reference within the quaternion derivative surface. For a constant quaternion reference the quaternion derivative surface will be less affected than the angular velocity surface, where the system dynamics is pre-multiplied with the varying quaternion.

As shown in Section 8.3 the difference was very minimal, but the simulation also seemed to show some extra dynamics in terms of an initial transient period when using the angular velocity surface which was not apparent on the quaternion derivative surface.

9.2 Switching control laws

With just the equivalent control law disturbances will cause the system to move away from the sliding surface. The principle of a sliding mode controller is the switching control law that enforces the system to stay on the sliding surface even when matched disturbances are present. A matched disturbance, \( \delta(t, x, u) \), see (L.1), is added to the surface derivatives, (9.9) and (9.16), and grouped into a disturbance term, \( \Delta \). The input torque, \( \tau_m \), is replaced with the joint control
9.2. Switching control laws

Torque defined in (9.1) including both the equivalent torque, $\tau_{\text{equiv}}$, and the switching torque, $\tau_{\text{switch}}$. The resulting sliding surface derivative is shown in (9.22).

$$\dot{s} = \bar{g}(\delta(t, x, u) + \tilde{g}(\delta_{\text{ref}})) \tau_{\text{switch}}$$  (9.22)

To stay on the surface, $\dot{s} = 0$, should still be satisfied. This requires the switching torque to exactly cancel out the disturbance.

$$\tau_{\text{switch}} = -\tilde{g}^{-1}(\delta_{\text{ref}}) \Delta$$  (9.23)

This will, however, require exact estimation of the disturbance. Instead the following switching control law is proposed.

$$\tau_{\text{switch}} = -\tilde{g}^{-1}(\delta_{\text{ref}}) \bar{\eta} \text{sgn}(s)$$  (9.24)

where $\bar{\eta}$ is a diagonal matrix of the switching gains $\eta$, and the signum function, $\text{sgn}(s)$, is an elementwise function defined as

$$\text{sgn}(s) = \begin{cases} +1 & s > 0 \\ 0 & s = 0 \\ -1 & s < 0 \end{cases}$$  (9.25)

Inserting this into the definition of the sliding surface derivative yields

$$\dot{s} = \begin{cases} \Delta - \eta & s > 0 \\ \Delta & s = 0 \\ \Delta + \eta & s < 0 \end{cases}$$  (9.26)

where the piecewise definitions are elementwise on the vectors. As long as $\eta$ is chosen larger than the upper bound of the disturbance, $\Delta = |\Delta|$, the switching law will always be able to drive the system back onto the sliding surface. Similarly if there is no disturbance and the system is on the sliding surface, $\tau_{\text{switch}} = 0$ and $\dot{s} = 0$. For a fast switching controller, $\tau_{\text{switch}}$ will thereby on average be equivalent to (9.23).

9.2.1 Continuous switching law

Since we will be dealing with a mechanical system involving motors and gears with backlash, the discontinuous switching law in (9.23) would result in chattering and thus undesirable vibrations in the system. Furthermore, the large and quick changes in torque are also more likely to make the omniwheels slip on the ball, voiding the assumption of no slip. Instead one can use a continuous switching law, see (L.6), as proposed in [60] [61]. The most common continuous switching law replaces the signum function by the saturation function, making the switching law linear in an $\epsilon$-tube around the origin.

$$\tau_{\text{switch}} = -\tilde{g}^{-1}(\delta_{\text{ref}}) \bar{\eta} \text{sat}(s)$$  (9.27)

where $\bar{\eta}$ is still a diagonal matrix of the switching gains $\eta$ and $\epsilon$ is a vector defining the $\epsilon$-tube for each sliding variable. Note that the fraction $\frac{s}{\epsilon}$ is carried out elementwise. The saturation function, $\text{sat}(s)$, is an elementwise function defined as

$$\text{sat}(x) = \begin{cases} x & |x| \leq 1 \\ \text{sgn}(x) & |x| > 1 \end{cases}$$  (9.28)

The switching law in (9.27) is used as the final switching law.
9.3 Stability proof

Proving stability of a sliding mode controlled system requires proof of stability of the two phases respectively. Stability can be proven using the Lyapunov stability theorem [61] stating that a system has an asymptotically stable equilibrium point at the origin, $x = 0$, if there exists a function, $V(x)$, such that

$$
V \in C^1
$$

$$
V(x) > 0, \quad \forall x \neq 0
$$

$$
V(0) = 0
$$

$$
\dot{V}(x) < 0, \quad \forall x \neq 0
$$

$$
\lim_{|x| \to \infty} V(x) = \infty
$$

(9.29)

is satisfied within a bounded set $\Omega$ containing the origin.

9.3.1 Reaching phase

The reaching phase is commonly proven with a Lyapunov Candidate Function, LCF, constructed from the sliding manifold.

$$
V = \frac{1}{2} s^T s
$$

(9.30)

This function fulfils the first two criteria, $V \in C^1$ and $V(x) > 0$. The derivative of this function involves the derivative of the sliding surface.

The collapsed derivative of the sliding surface, (9.26), which includes the joint control law, is inserted.

$$
\dot{V} = s^T \dot{s}
$$

$$
= s^T \Delta - |s^T| \eta
$$

$$
\leq |s^T| (\Delta - \eta)
$$

(9.31)

where $|s^T|$ is the elementwise absolute values of the sliding variables. As long as $\Delta - \eta < 0 \to \eta > \Delta$, that is the switching gains are elementwise larger than the upper bound of the disturbance, the system is proven asymptotically stable. Since no assumptions were made on the set it can be chosen as $\Omega = \mathbb{R}^{12}$, making the system globally asymptotically stable.

9.3.2 Sliding phase with angular velocity surface

When the system is in the sliding phase we know that $s = 0$. Hence to prove stability in the sliding phase we only need to verify stability of the reduced-order dynamics, defined by the sliding manifold.

The stability during sliding on the angular velocity surface, (8.15), is shown by proposing a Lyapunov candidate function. Since the quaternion is constrained it would be sufficient to include the vector part in the Lyapunov candidate function.

$$
V = \frac{1}{2} \bar{\mathbf{q}}_e^T \bar{\mathbf{q}}_e
$$

(9.32)

The derivative is

$$
\dot{V} = \bar{\mathbf{q}}_e^T \bar{\mathbf{q}}_e
$$

(9.33)
Inserting the kinematic relationship for the derivative of the quaternion error based on the angular velocity error

\[
\dot{V} = \frac{1}{2} n \overrightarrow{q}_e^T \left( \bigvee n \overrightarrow{q}_e \circ n \overrightarrow{\omega}_e \right)
\]  
(9.34)

The dynamics for the angular velocity sliding surface, (8.18), can now be inserted.

\[
\dot{V} = \frac{1}{2} n \overrightarrow{q}_e^T \left( \bigvee n \overrightarrow{q}_e \circ \left( \bigwedge - K n \overrightarrow{\tilde{q}_e} \right) \right)
\]
\[
= -\frac{1}{2} n \overrightarrow{q}_e^T \bigvee \Phi \left( n \overrightarrow{q}_e \right) \bigwedge K n \overrightarrow{\tilde{q}_e}
\]  
(9.35)

For a diagonal gain matrix, \( K \), the derivative simplifies to

\[
\dot{V} = -\frac{1}{2} \left( K_x n q_e,0 n q_e,0 + K_y n q_e,0 n q_e,2 + K_z n q_e,0 n q_e,3 \right)
\]  
(9.36)

So as long as the diagonal elements of the gain matrix are positive, \( K > 0 \), and the scalar value of the quaternion error is positive, \( n q_e,0 > 0 \), the system will be asymptotically stable while sliding. This requires that the short rotation error quaternion, see Section 8.1.1, is always used. However, this requirement is only a sufficient but not necessary condition, most likely due to the Lyapunov candidate function not capturing the unit norm constraint of the quaternion. It has been verified through simulation, see Section 8.3, that the angular velocity sliding surface works with both the long and short quaternion error.

### 9.3.3 Sliding phase with quaternion derivative surface

The stability of the quaternion derivative surface, (8.20), is slightly simpler to prove. Since it is a linear sliding surface the system will be globally asymptotically stable as long as stability is proven for the reaching phase. It is easily shown using the same Lyapunov candidate function as before.

\[
V = \frac{1}{2} n \overrightarrow{q}_e^T n \overrightarrow{\tilde{q}_e}
\]  
(9.37)

with the derivative being

\[
\dot{V} = n \overrightarrow{q}_e^T n \overrightarrow{\dot{\tilde{q}_e}}
\]  
(9.38)

The dynamics for the quaternion derivative surface, (8.21), is inserted.

\[
\dot{V} = n \overrightarrow{q}_e^T \left( -K n \overrightarrow{\tilde{q}_e} \right)
\]
\[
= -\frac{1}{2} n \overrightarrow{q}_e^T K n \overrightarrow{\tilde{q}_e}
\]  
(9.39)

So as long as \( K \) is positive definite the system is asymptotically stable. Note that the system will even be globally asymptotically stable, since there is no requirement to the scalar value of the error quaternion. The quaternion derivative sliding surface therefore works with both long and short quaternion errors.

### 9.4 Controller summary

A non-linear sliding mode controller has been designed to stabilize the rotational dynamics of the ballbot. The control objective is to track a desired quaternion reference and angular velocity reference within a certain operating envelope. The controller design was simplified by neglecting the translational dynamics of the non-linear ODE. This made the system rectangular and thus invertible, thereby allowing inverse dynamics to be applied as equivalent control to cancel the nominal dynamics.
Chapter 9. Controller Laws

Two sliding surfaces were proposed, relating the quaternion tracking error in the body frame to either the body angular velocity error or to the derivative of the quaternion error. Through simulation and due to simplicity, the sliding surface using the derivative of the quaternion error, was chosen. Next to the equivalent control law a continuous switching law, using the saturation function, was designed to reject matched disturbances. Lastly the stability of the derived controller was proven with two Lyapunov candidate functions, one for the reaching phase and one for the sliding phase.

The next step is to implement the derived controller and test it on the real system.
10 Balance controller simulation

In the following chapter the sliding mode balance controller is simulated and the non-linear model of the ballbot, derived in Chapter 5, is simulated using MATLAB Simulink®. The Simulink model can be found at "Kugle-MATLAB/Simulation/KugleSim_SlidingMode.slx".

10.1 Simulation diagram

The Simulink model is built as a hierarchy of several referenced models. The top-level model shown in Figure 10.1, follows the structure of the balance controller loop from Figure 7.1 and connects the referenced models together in a control loop.

![Simulation diagram](image)

**Figure 10.1:** Top-level of Simulink model including the ballbot model, sensor models, estimators, sliding mode balance controller and reference generation.

The sensor models are implemented according to the description in Appendix M and Appendix N, and the output is a discrete signal sampled at the sampling rate of \( f_s = 200 \text{ Hz} \). The simulation supports sensor and process noise to be added, but for the simulations in this chapter no noise are added. Furthermore, the accelerometer bias and gyroscope bias are set to zero during simulation. The estimators include the QEKF, Appendix M, for quaternion and quaternion derivative estimation, and the VEKF, Appendix N, for velocity estimation. Furthermore, the estimators include a numerical integration of the kinematics as the position estimate.

All blocks are programmed to automatically load a set of parameters from "Kugle-MATLAB/Parameters" before running the simulation. This enables easy adjustment of simulation parameters without having to dig into specific blocks. As an example the sliding mode controller gains, \( \epsilon \)-tube and the sliding surface can be changed with the parameters.

Three simulations are carried out, starting with a zero reference simulation, followed by a sine wave reference simulation, next a chirp reference simulation and finally a center of mass misalignment simulation. Furthermore the body mass and inertia is changed in the zero reference simulation to show the influence.
10.2 Simulation parameters

For all simulations carried out in this thesis the following Simulink solver settings are used. Please note that MATLAB 2018a has been used, but later versions are expected to be compatible as well.

- Solver type: Variable-step
- Solver: auto
- Max step size: $1 \times 10^{-2}$
- Relative tolerance: $1 \times 10^{-5}$
- Min step size: auto
- Absolute tolerance: auto

For the simulations carried out in this chapter the model parameters from Section 2.2 are used, except for the friction values which are set to 0.001 in the simulated model and 0 in the nominal model, used by the sliding mode controller.

The sliding mode controller is configured to use the quaternion derivative manifold and the aggressive set of gains, found through practical tuning on the robot, see Appendix O.1. The aggressive gains are:

$$
K = \begin{bmatrix} 15 & 15 & 6 \end{bmatrix}^T
$$
$$
\eta = \begin{bmatrix} 6 & 6 & 3 \end{bmatrix}^T
$$
$$
\epsilon = \begin{bmatrix} 0.5 & 0.5 & 0.2 \end{bmatrix}^T
$$

During simulation the output torque is limited to $1.6 \text{ Nm}$ as reasoned in Appendix O.2, even though the motors are able to deliver up to almost $2 \text{ Nm}$ as listed in Table 2.1. In every simulation, except for the center of mass influence simulation, the center of mass vector has been aligned with the center of the ball.

$$
^n\mathbf{p}_{\text{COM}} = \begin{bmatrix} 0 & 0 & l \end{bmatrix}^T
$$

Since we are only simulating the balance controller, this alignment limits the translational dynamics to an expected operating range similar to when the velocity or position loop is closed.

10.3 Zero reference with non-zero initial condition

The first simulation tests the balance controller with a non-zero initial condition but with zero references. The quaternion reference is set to the unit quaternion and the angular velocity reference is set to zero. The initial states are set to zero except for the orientation which is set to $\phi = 10^\circ$, $\theta = -10^\circ$ and $\psi = 10^\circ$.

To simulate and verify the robustness against parameter uncertainty, the simulation is run twice. First with the model parameters from Table 2.1 and secondly with a change in the model parameters while the nominal parameters used by the sliding mode controller remain the same. For the changed parameters the body mass, $M_b$, is increased by 2 kg and the body inertia components, $J_{bx}$, $J_{by}$ and $J_{bz}$, are scaled by a factor of 2. The Euler-angle response of the two simulations are shown in Figure 10.2.
10.3. Zero reference with non-zero initial condition

For both simulations the roll and pitch angles settle quickly to zero, while the yaw angle takes longer to stabilize including a large overshoot to more than $90^\circ$. This behaviour can potentially be explained from the smaller gain on yaw and the saturated torque output, see Figure 10.3.

Figure 10.2: Comparison of Euler angles during the zero-reference simulation with non-zero initial conditions using the original parameters or the model with changes mass and inertia.

Figure 10.3: Control torque during the zero-reference simulation with non-zero initial conditions. The green vertical lines marks the crossings with the $\epsilon$-tube from the simulation with the original parameters, see Figure 10.4.
Chapter 10. Balance controller simulation

In the simulation of the model with changed mass and inertia, the torque remains saturated for a much longer time than with the original parameters. This is a consequence of the switching torque which compensates for the changed dynamics. When the saturated torque from Figure 10.3 is compared to the behaviour of the Euler angles in Figure 10.2 it is clear that the initial error on roll and pitch leads to a saturation of the torque, leaving no room to correct the yaw angle. The consequence is that the yaw angle error grows until roll and pitch have almost settled.

The \( \epsilon \)-tube crossings from the simulation with the original parameters, have been marked with green vertical lines to relate the control torque to the sliding variables shown in Figure 10.4.

![Sliding variables during the zero-reference simulation with non-zero initial conditions](image)

**Figure 10.4:** Sliding variables during the zero-reference simulation with non-zero initial conditions. The red horizontal lines marks the \( \epsilon \)-tube and the green vertical lines marks the crossings with the tube from the simulation with the original parameters.

The sliding variable, \( s_0 \), seem to dominate the dynamics initially, leading to a counter-intuitive increase in both \( s_1 \) and \( s_2 \). The disturbance, being the initial condition, is thus bigger than the capable switching torque, \( \Delta > \eta \), voiding the stability criteria, (9.31). \( s_0 \) dominates the dynamics and torque until it reaches the \( \epsilon \)-tube around 0.3 s. Thereafter \( s_1 \), thus the pitch error, starts to decrease and \( s_2 \), the yaw error, follows shortly after. After around 0.5 s the second sliding variable, \( s_1 \), hits the \( \epsilon \)-tube and the torque is no longer saturated. From this point an onwards the rate at which the sliding variable \( s_2 \) decreases is defined by the switching gain, \( \eta_2 = 3 \), according to (9.26).

From this simulation the sliding mode controller does not appear robust against the change in model parameters. It is important to note that the sliding mode controller is only robust to matched uncertainties in the sliding phase. Since the initial condition left the controller far from the sliding surface, the changed parameters will affect the dynamics until the sliding surface is reached.
10.4 Sine wave simulation

Therefore, another comparison is made with a sine wave reference of 0.5 Hz and 3° in amplitude. As shown in Figure 10.5 the initial transient behaviour is different until the system settles on the sliding manifold. After settling, the difference between the model with original parameters and the model with changed mass and inertia, is almost indistinguishable.

![Figure 10.5:](image-url) Comparison of Euler angles during a simulation with original parameters and with changed mass and inertia. Simulated with a sine wave reference on roll with a frequency of \( f = 0.5 \text{ Hz} \) and an amplitude of 3°.

Looking closer at the tracking error in Figure 10.6, reveals the small difference between the two systems. Note the that the small oscillating tracking error is due to oscillations around the sliding manifold within the \( \epsilon \)-tube.

![Figure 10.6:](image-url) Comparison of tracking errors during sine wave simulation

This sine wave simulation is a great example of the benefits in the sliding mode controller, hereby shown to be capable of tracking a sine wave reference indistinguishably from a big parameter uncertainty.
10.5 Chirp simulation

Since the saturation in torque becomes the limiting factor with the sliding mode controller, it is beneficial to identify at what reference frequency the control performance starts to degrade.

A linear chirp signal is a continuous sine wave with an instantaneous frequency, $f(t)$, that increases linearly with time according to (10.3).

$$\phi_{\text{ref}}(t) = a \sin(2\pi f(t))$$

$$f(t) = f_0 + kt$$

(10.3)

A simulation using a linear chirp signal for the roll reference angle, is carried out with a frequency starting from $f_0 = 0.5$ Hz, increasing with a rate of $k = 0.05$ Hz/s and an amplitude of $a = 2^\circ$. The Euler angle response of the simulation is shown in Figure 10.7.

Figure 10.7: Euler angles during the roll chirp simulation with a frequency starting from $f_0 = 0.5$ Hz, increasing with a rate of $k = 0.05$ Hz/s and an amplitude of $\pm 2^\circ$.

Similarly to the sine wave simulation in Figure 10.5, the system tracks the sine wave reference after an initial settling period, even while the reference frequency is growing. At a certain point, around 22.5 s, the pitch angle starts to deviate and the amplitude of the system roll angle starts to go down, indicating the bandwidth cap. Looking at the control torque, Figure 10.8, reveals that the bandwidth cap is related to the saturation in torque.
10.6 Center of mass influence

Finally, a simulation is made to show the influence of a misaligned center of mass, since all previous tests were carried out with an aligned COM. The problem with the center of mass not being exactly aligned above the center of the ball, is that it leads to a constant translational acceleration due to the torque resulting from gravity affecting the body mass.

A zero reference simulation, similar to the one in Section 10.3, is carried out with the center of mass set to the actual value from Table 2.1 in both the simulated dynamics and as the nominal model parameter. A comparison of the translational velocity with the changed center of mass is shown in Figure 10.9.

Figure 10.9: Comparison of translational velocity during simulated zero reference test with aligned COM and misaligned COM as from Table 2.1. The misaligned COM leads to a steady state acceleration.
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The misaligned center of mass leads to a steady state acceleration, especially present on the y-axis equal to $\ddot{y} = -0.0563 \, \text{m/s}^2$. This steady state acceleration can be computed using the steady state relationship between orientation, $\dot{q} = \dot{q}_{\text{ref}}$, and linear acceleration, $\ddot{x}$ and $\ddot{y}$. This relationship is extracted from the linearized closed loop matrix in Appendix Q.3, similar to how it is done in the MPC, see (S.10). For small misalignments, the misaligned center of mass is equivalent to an offset in the orientation of a model with aligned center of mass. The equivalent orientation offset is computed in (10.4).

$$K_{\text{offset}} \approx \begin{bmatrix} 1 & \frac{1}{2} \sin^{-1} \left( -\frac{p_{\text{COM},y}}{l} \right) \\ \frac{1}{2} \sin^{-1} \left( \frac{p_{\text{COM},x}}{l} \right) & 0 \end{bmatrix}$$

(10.4)

From Appendix Q.3 and the linearized model matrix, (S.10), this leads to the steady acceleration computed in (10.5). Note that $c_{qx} = c_{qy}$.

$$\begin{bmatrix} \ddot{x} \\ \ddot{y} \end{bmatrix} = \begin{bmatrix} c_{qx} \sin^{-1} \left( \frac{p_{\text{COM},x}}{l} \right) \\ -c_{qy} \sin^{-1} \left( -\frac{p_{\text{COM},y}}{l} \right) \end{bmatrix} = 7.265 \begin{bmatrix} \sin^{-1} \left( \frac{p_{\text{COM},x}}{l} \right) \\ \sin^{-1} \left( \frac{p_{\text{COM},y}}{l} \right) \end{bmatrix} = \begin{bmatrix} 0.0357 \times 10^{-2} \\ -0.0553 \end{bmatrix} \, \text{m/s}^2$$

(10.5)

The computed acceleration is close to the simulation results, where the small difference can be explained from the included friction components.

The influence of a misaligned center of mass makes it difficult to test the balance controller on the actual system. It is therefore expected that manual corrections should be applied while testing the balance controller, as the robot would otherwise run away.

This concludes the simulation of the balance controller, confirming that the derived controller works as intended on the non-linear dynamic model derived in Chapter 5. The dynamic model is, however, still to be verified by testing the controller on the actual plant. In the following chapter the implementation leading up to these tests, is described.
11 Implementation

A lot of work has been put into the implementation on the actual robot. The derived controller and necessary estimators as shown in Figure 2.8, are implemented in firmware on the microprocessor described in Section 2.1, prior to carrying out any tests. In general the focus of the embedded firmware is to make testing and onwards development a breeze. This chapter presents an overview of the implementation focusing mainly on the embedded firmware, which can be found at Kugle-Embedded.

11.1 Firmware stack

The Kugle V1 prototype includes a new and fast microprocessor platform for which several low-level drivers are developed to connect the microprocessor to all the external peripherals on the robot. FreeRTOS [63] is used on the microprocessor to enable a multi-threaded processing environment. All code for the microprocessor is implemented as C++ libraries for readability, traceability and ease of debugging. The complete firmware stack, shown in Figure 11.1, has been developed from scratch, including all low-level hardware libraries, peripheral libraries, drivers, all the way up to the application layers. The choice of a multi-threaded object-oriented working environment will hopefully allow future users to quickly expand the features of the embedded firmware without affecting existing applications already running.

Figure 11.1: Hierarchy of the embedded firmware stack, where low-level elements are in the bottom and high-level elements, such as the balance controller, are in the top.

![Diagram of firmware stack hierarchy](image-url)
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The bottom of the firmware stack, also known as the hardware layer, HAL, includes all microprocessor-specific libraries with individual classes for each peripheral.

The device drivers include all the necessary drivers for the onboard devices such as the IMU, motor drivers, batteries and the package protocol, LSPC [64], used for the USB communication. LSPC, short for Lightweight Serial Package Communication, is a simple protocol for serial stream interfaces enabling message passing with packages tagged with an ID. The LSPC library thus gives the embedded firmware a publish/subscribe mechanism for passing messages to and from the onboard computer. The list of LSPC message types and IDs are defined with the structs in `Kugle-Embedded/KugleFirmware/Libraries/Devices/LSPC/MessageTypes.h`. Both the IMU and LSPC library is templated to allow several interface options. As an example the MPU-9250 supports both I2C and SPI communication, which has been made completely transparent with the MPU-9250 library. In general, device drivers are the only libraries with direct dependency to peripheral libraries.

The module libraries include self contained units which may or may not depend on device drivers. The controller and estimator libraries are all independent classes who only perform mathematical operations and possibly include some time dependent states. Some of these libraries are generated with MATLAB Coder®, such as the QEKF, VEKF and model matrices. The power management library monitors the batteries. The parameters library includes a global list of dynamically modifiable parameters, thereby serving the purpose as a global parameter server. The global parameter server is linked to an LSPC object so that the parameters can be modified from the onboard computer, see Section 11.3. The debug library implements an overload on the `printf` function for passing `printf` messages directly to the onboard computer over USB, using a debug package packed with LSPC.

Some miscellaneous support libraries are developed to make mathematical operations such as matrix multiplication and quaternion operations easier. These math libraries are developed as plain C functions rather than classes, so that they can be called everywhere.

Finally, the application layer include the main applications of the firmware. The characteristic of an application is a thread with a main loop that can be started, stopped or restarted. An application is thus very similar to a service in a Unix system. Two main applications are developed in the embedded firmware, namely the balance controller and the front panel. The balance controller contain all the necessary logic and flow to run the controller and estimators and set the torque output accordingly, which is described in further details in Section 11.2. The front panel updates the user LEDs and monitors the buttons, e.g., handling the shutdown button which can be configured to start and stop the controller.

All libraries are developed with attention to thread-safety and thus include semaphores, mutexes, queues etc. where necessary. As an example the peripheral library for I2C communication, which supports multiple devices through addressing, is developed in such a way that multiple objects pointing to the same hardware I2C peripheral, can be constructed and used independently across multiple threads, see `Kugle-Embedded/KugleFirmware/Libraries/Periphirals/I2C`.

All the C++ libraries from the firmware stack can be found in the Git repository, `Kugle-Embedded/KugleFirmware/Libraries`.
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11.2 Controller flow

The main part of the firmware that ties everything together is the control loop inside the balance controller, see Kugle-Embedded/KugleFirmware/Libraries/Applications/BalanceController/BalanceController.cpp#L318-L925. The balance controller loop runs at 200 Hz and implements a sequence of tasks shown in Figure 11.2. The flow of the balance controller loop is depicted in six steps where the actions within each step are executed from top to bottom. The coloured boxes indicate the main library used for each action.

![Flowchart of balance controller loop](image)

**Figure 11.2:** Flowchart of balance controller loop

The first step is to collect measurements from the different sensors. These sensor values are used in the second step for state estimation.

In the third step the control mode is defined with a dynamic parameter. The control mode can be set to either balance control, where just the balance controller is running, or set to velocity control, where a cascaded configuration of the balance controller and velocity LQR controller, Appendix Q, is running. Note that in velocity control mode the velocity controller runs in the same loop just prior to computing the sliding mode control. Different type of references for the controllers can be sent over USB through LSPC and are automatically parsed in the control loop.

The fourth step involves computing the control. The depicted actions illustrate the sliding mode balance controller which contains the computation of the equivalent control part followed by the switching part.

Finally, the computed control torque is sent to the ESCON motor drivers and a torque feedback is used to detect motor failures and lift, see Appendix O.2.

As a last step several debug informations are queued for transmission to the onboard computer for ROS topic transmission and logging in general, including a large float array with a raw dump of everything to be processed in MATLAB.
11.2.1 MCU load

To ensure real-time execution the utilization should stay well below 100%. The microprocessor is an ARM Cortex-M7 running at 400 MHz with a full double-precision floating point unit. So even though the Extended Kalman filters are known to be compute intensive with their large matrix inversions, a high load with just the control loop running is not expected.

Under normal operation, thus when running the balance controller application with the velocity controller enabled in station-keeping mode, see Appendix Q, and with no references given, the MCU load for the different tasks running inside the FreeRTOS operating system, is listed in Table 11.1.

<table>
<thead>
<tr>
<th>Task</th>
<th>Description</th>
<th>Load percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balance Controller</td>
<td>Balance controller application task</td>
<td>6.2%</td>
</tr>
<tr>
<td>LSPC transmitter</td>
<td>Pack and send LSPC packages over USB</td>
<td>3.1%</td>
</tr>
<tr>
<td>Xsens UART processing</td>
<td>Parse incoming UART data from Xsens MTI-200 IMU</td>
<td>1.2%</td>
</tr>
<tr>
<td>mainTask</td>
<td>CPU load monitoring</td>
<td>0.9%</td>
</tr>
<tr>
<td>Front Panel</td>
<td>LED &amp; Button handling and mode switching</td>
<td>0.1%</td>
</tr>
<tr>
<td>Debug transmitter</td>
<td>Packs <code>printf</code> commands into LSPC debug packages</td>
<td>0.1%</td>
</tr>
<tr>
<td>Power Management</td>
<td>Battery monitoring</td>
<td>&lt; 0.1%</td>
</tr>
<tr>
<td>LSPC processing</td>
<td>Receive and unpack incoming LSPC packages from USB</td>
<td>&lt; 0.1%</td>
</tr>
<tr>
<td>Idle</td>
<td>Remaining and thus available CPU</td>
<td>88.4%</td>
</tr>
</tbody>
</table>

Table 11.1: MCU load of the different tasks running in the embedded firmware

The balance controller application clearly loads the system the most, followed by the LSPC transmitter for sending USB packages with LSPC messages. The MPU-9250 IMU is configured in a poll mode while the Xsens IMU is configured to send samples continuously at 400 Hz over UART, see `Kugle-Embedded/KugleFirmware/Src/MainTask.cpp#L134`. Parsing this incoming UART data, buffered in a interrupt, is what loads the CPU by another 1.2%. The mainTask takes care of sending CPU load information to the onboard computer while monitoring the general load and real-time execution. The remaining tasks are self-explanatory and their load is almost negligible. Note, however, that the load from the LSPC processing task will rise when references are sent to the embedded board, since these incoming LSPC packages has to be unpacked and handled. Furthermore, the load from debug transmission depends on how much debug information is sent with `printf`.

Altogether the fairly small load of only 11.6% leaves plenty of room for expansion and future development.
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11.2.2 Computation time

The 6.2% of the load stems from the balance controller loop running at 200 Hz. Table 11.2 shows a breakdown of this load in terms of the computation time of each action in Figure 11.2 ordered chronologically.

As expected the most time consuming action is the orientation estimation with the quaternion estimator, QEKF. This extended Kalman filter includes ten states and some complicated measurement models involving a lot of computation. However, with 148 µs at 200 Hz there are plenty of room for other actions.

<table>
<thead>
<tr>
<th>Action</th>
<th>Description</th>
<th>Computation time</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMU sampling</td>
<td>Poll and correct measurements from IMU</td>
<td>2 µs</td>
</tr>
<tr>
<td>Encoder sampling</td>
<td>Read and convert encoder values into angle</td>
<td>1 µs</td>
</tr>
<tr>
<td>QEKF</td>
<td>Orientation estimation with EKF</td>
<td>148 µs</td>
</tr>
<tr>
<td>VEKF</td>
<td>Velocity estimation with EKF</td>
<td>87 µs</td>
</tr>
<tr>
<td>Kinematics</td>
<td>Velocity from kinematics and numerical integration</td>
<td>2 µs</td>
</tr>
<tr>
<td>Wheel slip detector</td>
<td>Detect wheel slip based on encoder measurements</td>
<td>2 µs</td>
</tr>
<tr>
<td>Reference computation</td>
<td>Compute references based on received set-points</td>
<td>3 µs</td>
</tr>
<tr>
<td>Velocity controller</td>
<td>Velocity and position LQR to compute references for balance controller</td>
<td>26 µs</td>
</tr>
<tr>
<td>Sliding mode controller</td>
<td>Compute equivalent control and switching control. Uses model matrices and performs a matrix inversion.</td>
<td>85 µs</td>
</tr>
<tr>
<td>Set torque</td>
<td>Set torque output. Saturate if necessary. Ramps torque output initially.</td>
<td>6 µs</td>
</tr>
<tr>
<td>Send sensors</td>
<td>Pack raw sensor values for LSPC</td>
<td>42 µs</td>
</tr>
<tr>
<td>Send estimates</td>
<td>Pack computed estimates for LSPC</td>
<td>27 µs</td>
</tr>
<tr>
<td>Send controller info</td>
<td>Pack controller info and computation time</td>
<td>21 µs</td>
</tr>
<tr>
<td>Send MATLAB dump</td>
<td>Prepare packed arrays with data for logging</td>
<td>61 µs</td>
</tr>
<tr>
<td>Average computation time</td>
<td>Average of total control loop computation time. Computed on microprocessor without overhead</td>
<td>420 µs</td>
</tr>
</tbody>
</table>

Table 11.2: Computation times for individual actions in the balance controller loop

Note that the average computation time of 420 µs do not seem to match the MCU load from Table 11.1 of 6.2%. 420 µs at a rate of 200 Hz corresponds to a computation time of 84 ms and thus a load of 8.4%.

The MCU load in Table 11.1 are determined with the FreeRTOS system while the computation time in Table 11.2 is determined using an internal microsecond timer. It is thus expected that the actual MCU load is slightly higher than what is listed in Table 11.1.
11.3 ROS support

The Kugle robot is used as part of a ROS framework as described in Section 2.3. An important aspect of the embedded firmware is thus to exchange information with the ROS infrastructure. Using LSPC and a USB connection, packages can be exchanged with the onboard computer. A ROS driver is developed to communicate with the embedded firmware and serves the purpose of bridging ROS topics to according messages, to and from the embedded firmware. Furthermore, a few ROS services are implemented to execute actions such as reboot, calibrate, changing parameters etc. The ROS driver can be found at Kugle-ROS/kugle_driver.

When connected the ROS driver automatically populates the tf tree [65] with information from the state estimates computed in the embedded firmware. This allows a live view of the current position and orientation of the robot through the rviz GUI [66]. A similar view, shown in Figure 11.3, can be achieved with the developed Gazebo simulation, as described in Appendix S.7.

![Figure 11.3: RVIZ view of simulated Kugle ballbot. A similar view can be achieved with the actual robot when connected.](image)

Three main elements of the ROS driver made the tests, in the next chapter, a breeze.

1. printf debugging into the terminal.
2. Real-time parameter adjustments with the rqt_reconfigure GUI.
3. Dump of raw float arrays into MATLAB.

As mentioned in Section 11.1 the debug library creates an overload on the printf command so that any debugging inside the embedded firmware is transmitted over USB. In the ROS driver these debug messages are parsed and printed directly in the terminal, thereby enabling transparent printf-debugging over USB. Even though the USB JTAG debugger has been used during development of the embedded firmware, this printf functionality is valuable to future users. Especially if the users are more familiar with Arduino environments than generic ARM Cortex development.
11.3. ROS support

The dynamic parameters within the global parameter server of the parameters library, is modifiable with dedicated LSPC messages. Since ROS already includes a way to modify parameters dynamically, known as reconfigurable parameters, the ROS driver is developed so that all modifiable parameters of the embedded firmware are published as reconfigurable parameters in the ROS driver. Whenever a reconfigurable parameter is modified in ROS, the ROS driver automatically sends the corresponding LSPC message to modify the parameter in the embedded firmware. With the `rqt_reconfigure` GUI, see Figure O.1, parameter adjustments become very easy, which makes especially tuning a lot faster. The reconfigurable parameters include e.g., the current control mode, sliding surface selection, sliding surface gain, $K$, switching gain, $\eta$, $\epsilon$-tube, estimator tuning parameters, see Appendix M and Appendix N, velocity controller gains, power button mode and flags for enabling reference tests.

Finally, a dump functionality is included in the embedded firmware to enable logging. The dump functionality sends a few fully packed float arrays over USB, dumping everything that can possibly be dumped. The float arrays include raw sensor measurements from all sensors, e.g., both the MPU-9250 and MTI-200 IMU simultaneously, state estimates, computed control outputs, sliding variables, estimation error covariances etc. In the ROS driver these float arrays are automatically dumped into comma separated files, so that they can be loaded into MATLAB easily. The dump arrays are defined in `Kugle-Embedded/KugleFirmware/Libraries/Applications/BalanceController/BalanceController.cpp` while the MATLAB loading script is found at `Kugle-MATLAB/DataProcessing/functions/LoadDump.m`.

This concludes the implementation of the embedded firmware, running the derived controller and estimators and including an easy set of tools for debugging, parameter tuning and logging. The next step is to use this firmware to test the controller.
12 Tests and Results

The following chapter shows the results of five tests carried out with the sliding mode balance controller implemented on Kugle V1. The tests are designed to test the reference tracking performance and disturbance rejection of the sliding mode controller. Some of the tests are similar to the simulated ones from Chapter 10, including the zero reference test, the sine wave test and the chirp test. The zero reference test, equal to an upright balance test, is included to verify that the controller is capable of stabilizing the ballbot and how well it is capable of rejecting disturbances in terms of pushes. The last test is a rotating inclination test, where both the roll and pitch reference are changing in a sine wave with increasing frequency.

Assumed ground-truth measurements of the model states are recorded with a Vicon motion capture system [58] introduced in Section 6.1. The test results are discussed along the way.

12.1 Test parameters

The sliding mode controller is configured to use the quaternion derivative sliding manifold as chosen in Section 8.3. Two sets of gains, an aggressive and a non-aggressive, have been tested in practice. The gains are found through extensive tuning with the strategy described in Appendix O.1.

The aggressive gains, intended for reference testing and tight tracking, are:

\[
K = \begin{bmatrix} 15 & 15 & 6 \end{bmatrix}^T, \\
\eta = \begin{bmatrix} 6 & 6 & 3 \end{bmatrix}^T, \\
\epsilon = \begin{bmatrix} 0.5 & 0.5 & 0.2 \end{bmatrix}^T, \quad (12.1)
\]

The non-aggressive gains, intended for cascade loop with the velocity controller in Chapter 14, are:

\[
K = \begin{bmatrix} 6 & 6 & 6 \end{bmatrix}^T, \\
\eta = \begin{bmatrix} 5 & 5 & 6 \end{bmatrix}^T, \\
\epsilon = \begin{bmatrix} 0.8 & 0.8 & 0.8 \end{bmatrix}^T, \quad (12.2)
\]

Both gains are tested and compared in the upright balance test and the rotating inclination test. The aggressive gains are too aggressive for the step test, which is why the non-aggressive gains are used instead. On the other hand the aggressive gains achieve desirable tight tracking in the sine wave and chirp test.

In all tests the output torque is limited to 1.6 N m as reasoned in Appendix O.2, even though the motors are able to deliver up to almost 2 N m as listed in Table 2.1.

12.2 Upright balance test

The first test involves a constant zero reference, thus corresponding to an upright unit quaternion and zero angular velocity. As described in Section 10.6 the position of the ballbot is likely to drift due to disturbances and a misaligned center of mass, since the velocity is left uncontrolled.
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The upright balance test therefore includes several timestamps where a disturbance is exerted to correct for the drifting position and increasing velocity, see Figure 12.1. Each disturbance are marked with a red dotted vertical line.

![Figure 12.1](image-url) Unstable velocity during the upright balance test with aggressive gains. The red dotted vertical lines indicate the timestamps of the correctional disturbances. Note how the velocity is corrected and lowered to zero with each disturbance.

Initially a balance test is carried out with the aggressive gains. The Euler angles of the ballbot during the test is shown in Figure 12.2, with both the ground-truth angles from the Vicon system and the Euler angles, computed from the quaternion estimate from the QEKF, see Appendix M. The controller is indeed capable of stabilizing the ballbot, even though the ballbot accelerates due to small deviations in the inclination and probably due to the misalignment in the center of mass. Note also how the controller quickly reacts and compensates for every disturbance, causing almost no change in angle.

![Figure 12.2](image-url) Upright balance test with aggressive gains. The dotted vertical lines indicate the timestamps of the correctional disturbances. The QEKF angles show the internal estimate of the orientation used by the sliding mode controller.
12.2. Upright balance test

The estimated orientation from the QEKF has an estimation error of around 0.5°, which is consistent with the tests in Appendix M. With the aggressive gains the sliding mode controller is able to keep the estimated inclination within ±0.4° of the reference, while the actual inclination deviates up to 1° from the reference. In the following tests the Vicon orientation is only shown, since the reference tracking performance of the complete system, including the observers, should be evaluated against the ground-truth.

When the controller is started the system has a non-zero inclination but a zero quaternion derivative, and is thus away from the sliding manifold, see Section 8.2.2. During the reaching phase, shown in Figure 12.3 for $s_0$, the sliding mode controller tries to enforce sliding by pushing the system onto the sliding manifold. Since a continuous switching law is used, see Section 9.2.1, the controller pushes the system into an $\epsilon$-tube around the manifold.

![Figure 12.3: Sliding variable $s_0$ during reaching phase just after the controller is turned on](image)

In Figure 12.4 all the sliding variables, $s$, from the test in Figure 12.2, reveals how the system is pushed away from the manifold at each disturbance and how it quickly finds its way back again.

![Figure 12.4: Sliding variables during upright balance with aggressive gains](image)

When the system is disturbed, indicated with the dotted lines, the switching law kicks in immediately. This is especially noticeable on the control torque which saturates immediately. A zoomed plot of the control torque near the disturbance at 12 seconds, is shown in Figure 12.5.
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Figure 12.5: Zoomed plot of the control torque from when the system is disturbed. Note how the torque, $\tau_1$, saturates immediately at the disturbance.

12.2.1 Gain comparison

The upright balance test is carried out with both of the gains mentioned in Section 12.1. A comparison of the Euler angles from both tests is shown in Figure 12.6.

Figure 12.6: Comparison of Euler angles using aggressive and non-aggressive sliding mode controller gains
With the non-aggressive gains the system is clearly slower and the upper bound of the tracking error is also larger. Looking at just this gain comparison, one would definitely prefer to use the aggressive gains to keep the tracking error down. Unfortunately, when used with the velocity controller in Chapter 14, the aggressive gains leads to overly aggressive reference tracking, resulting in the ballbot becoming too vulnerable to disturbances. When the cascaded loop is closed, see Figure 7.2, any external disturbances affecting the velocity controller would also indirectly affect the balance controller through the references. With the aggressive gains these rapid changes in reference would lead to wheel slip and eventually the ballbot falling.

12.3 Step test

Similarly the non-aggressive gains are used in the step test, since the aggressive gains leads to controller saturation and wheel slip resulting in the ballbot falling off the ball. The step test involves a reference sequence of nine Euler angle steps, defined in the order of roll, pitch, yaw, \((\phi, \theta, \psi)\).

\[
\begin{align*}
1. & \quad (0^\circ, 0^\circ, 0^\circ) \\
2. & \quad (5^\circ, 0^\circ, 0^\circ) \\
3. & \quad (0^\circ, 0^\circ, 0^\circ) \\
4. & \quad (0^\circ, 5^\circ, 0^\circ) \\
5. & \quad (0^\circ, 0^\circ, 0^\circ) \\
6. & \quad (-5^\circ, 5^\circ, 0^\circ) \\
7. & \quad (0^\circ, 0^\circ, 0^\circ) \\
8. & \quad (0^\circ, 0^\circ, 45^\circ) \\
9. & \quad (0^\circ, 0^\circ, 0^\circ)
\end{align*}
\]

The angular velocity reference is set to zero during all steps. The references are changed with an interval of 2 seconds except for the last two steps involving yaw, where an interval of 4 seconds is used, see Figure 12.7. The test is implemented at `Kugle-Embedded/KugleFirmware/Libraries/Applications/BalanceController/BalanceController.cpp#L999-L1046`.

![Figure 12.7](image-url)  
**Figure 12.7:** Reference step test with sliding mode controller using non-aggressive gains and the quaternion derivative sliding manifold
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The controller is capable of tracking the step references but seem to overshoot. The overshooting is likely due to the sudden momentum gained from the step change in angle reference, while lacking any change in the angular velocity reference.

The step on yaw works flawlessly though, with a minimal overshoot of less than $5^\circ$. Due to the way the sliding mode controller works any size of yaw reference steps can be carried out without worrying about saturating the error, as one would usually do with a linear controller.

Unfortunately the same can not be said for roll and pitch. As long as the change in roll and pitch references are kept sufficiently small, in this case a step of $5^\circ$, and as long as the gains are not too aggressive, the system is capable of tracking the steps. However, it comes at a cost of saturating the torque output every time the reference is changed, which increases the likelihood of wheel slippage.

It is therefore not recommended to use step references on roll and pitch. Instead, a smooth reference signal, consisting of a matched pair of angular velocity references and quaternion references, should always be used. This leads up to the next test with a continuous sine wave reference.

12.4 Sine test

To test how well the controller tracks a continuous reference with matching angular velocity and quaternion references, a sine wave test is carried out. With a continuously changing reference the aggressive gains can be used again, ensuring a more tight reference tracking.

A sine wave of $0.5 \text{ Hz}$ and $\pm 3^\circ$ amplitude is set as the roll reference and the corresponding derivative, being a cosine, is set as the angular velocity reference. The reference signals, along with the assumed ground-truth measurements from Vicon, are shown in Figure 12.8 and Figure 12.9.

![Figure 12.8: Euler angles during sine wave test with a $0.5 \text{ Hz} \pm 3^\circ$ sine wave reference on roll](image)

The angular velocity references indirectly serve as a feed-forward term through the equivalent control law, Section 9.1, and thereby helps the controller to achieve accurate tracking with minimal lag, as seen in Figure 12.8. The controller tracks the angle references nicely with only minor deviations at the peaks, which suggests a less perfect tracking of the angular velocity reference.
12.5 Chirp test

A way to identify the closed loop bandwidth of a system, without sending an impulse or a step, which excites all frequencies at once, is to use the continuously changing chirp signal, as described in Section 10.5. A chirp test is carried out on the roll angle with a frequency starting from \( f_0 = 0.5 \) Hz, increasing with a rate of \( k = 0.02 \) Hz/s and an amplitude of \( \pm 2^\circ \). The test is implemented at \( \uparrow \)Kugle-Embedded/KugleFirmware/Libraries/Applications/BalanceController/BalanceController.cpp#L1047-L1078. The Euler angle response is shown in Figure 12.11.
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Figure 12.11: Euler angles during the roll chirp test with a frequency starting from $f_0 = 0.5$ Hz, increasing with a rate of $k = 0.02$ Hz/s and an amplitude of $\pm 2^\circ$.

After an initial settling period the controller tracks the angle reference well up to a certain point. A chirp signal is known to have a derivative whose amplitude increase linearly with time. In this case the derivative corresponds to the angular velocity reference, shown in red in Figure 12.12.

Figure 12.12: Angular velocities during the roll chirp test with a frequency starting from $f_0 = 0.5$ Hz, increasing with a rate of $k = 0.02$ Hz/s and an amplitude of $\pm 2^\circ$.

The controller is capable of tracking the chirp signal, but overshoots more and more on the angular velocity, leading to large overshoots on the angle near the end of the test, see Figure 12.13.

Figure 12.13: Zoom of chirp test near the end where the reference signal is changing with a frequency of nearly 1.5 Hz.

The zoomed plot in Figure 12.13 shows the response near the end where the reference frequency approaches 1.5 Hz. Here the controller greatly overshoots and seem to have lost control authority at the peaks, likely due to saturations in torque, see Figure 12.14. Since the necessary torque can be assumed proportional to the angular acceleration of the reference signal, a chirp signal like this will require a torque that increases in a squared relation to the frequency. The motors will thus quickly saturate.
At a certain point though, the controller looses tracking completely, due to the ESCON motor drivers limiting the output to protect the motors. This is revealed by looking at the commanded control torque and the delivered torque feedback from the ESCON drivers, see Figure 12.14.

![Figure 12.14: Comparison of command torque and delivered torque during the chirp test, revealing the ESCON motor drivers limiting the output near the end.](image_url)

The bandwidth of the system is thus close to 1.5 Hz, where the torque output is completely saturated and the motor drivers are "running hot". This result is consistent with the simulation in Section 10.5, which also indicated a bandwidth of 1.5 Hz.

### 12.6 Rotating inclination test

As a final test the reference tracking performance with the aggressive and non-aggressive gains are compared through a rotating inclination test, where both the roll and pitch angle are changing simultaneously. The quaternion reference is tilted to an inclination of 3° and is thereafter rotated around the inertial z-axis, while keeping the heading constant. This gives a swaying motion of the robot, since the center of mass will be moving around in a circle. Similarly to how the frequency was increased in the chirp test, the angular velocity of the rotation around the z-axis, starts from zero and increases with 0.02 rounds per second squared.

The test is implemented at `Kugle-Embedded/KugleFirmware/Libraries/Applications/BalanceController/BalanceController.cpp#L1079-L1121`. The comparison is shown in Figure 12.15.
Yet again the balance controller shows how it is capable of tracking the continuously changing angle reference, in this case where both roll and pitch are changing simultaneously. The corresponding angular velocity reference is derived from the derivative of the quaternion reference and shown with the compared responses in Figure 12.16.

From the results in Figure 12.15 and Figure 12.16 it is clear that the tracking of both the angle and angular velocity references is much better with the aggressive gains. This is also clear from the tracking error comparison shown in Figure 12.17, where the tracking is almost twice as good with the aggressive gains than with the non-aggressive gains.
However, both gains lead to the system "failing" around the same angular velocity, happening close to $t = 50\,\text{s}$, which corresponds to the angular velocity references changing with 1 Hz. Again the limitation is due to the motor torque saturating and the motors "running hot". Thus when both roll and pitch references are changing simultaneously the bandwidth seems to be limited even further to around 1 Hz.

### 12.7 Summary

This concludes the tests and confirms that the sliding mode balance controller, using the quaternion model and the quaternion derivative sliding manifold, works as expected and is capable of tracking a pair of desired quaternion and angular velocity references. With a zero upright reference the controller is capable of keeping the inclination between $\pm 1^\circ$ using the aggressive gains and $\pm 2.5^\circ$ using the non-aggressive gains. The controller is capable of tracking small steps on roll and pitch, though with large overshoots. Step references are tracked nicely on yaw with minimal overshoot of approximately $5^\circ$. However, on roll and pitch, step references should in general be avoided. In terms of a continuous reference signal, the balance controller with aggressive gains is capable of tracking a single sine wave reference with an amplitude of $3^\circ$ on the roll axis up till $1.5\,\text{Hz}$. At this frequency the motor torque is completely saturated and further limitations occur, since the ESCON motor drivers limit the output to protect the motors. The bandwidth of $1.5\,\text{Hz}$ for a sine wave reference on roll is consistent with the simulation results. When both the roll and pitch references are changing with an amplitude of $2^\circ$, the protection kicked in at a frequency of $1\,\text{Hz}$. This suggests that the closed loop bandwidth of the system is more likely $1\,\text{Hz}$ than $1.5\,\text{Hz}$. Any reference for roll and pitch should therefore be kept smooth and below these saturating limits.

This concludes the tests of the sliding mode balance controller, confirming that the controller works as designed on the actual robot, Kugle V1, thereby also verifying the non-linear model.
13 Balance LQR comparison

One part of the problem formulation in Section 1.4 questions how the non-linear sliding mode controller compares to a regular optimal linear controller, LQR. A stabilizing LQR is therefore designed in Appendix P, based on a linearized model around the upright equilibrium. This chapter contains a simulation comparison, showing the benefits of the non-linear controller, and an actual test of the LQR controller, where the performance is compared to the upright balance test from Section 12.2. The performance of the balance LQR is compared to the sliding mode controller using the aggressive gains and the quaternion derivative sliding surface. The simulated balance LQR can be found at Kugle-MATLAB/Simulation/KugleSim_LQR.slx.

13.1 Simulation comparison

A sine wave simulation, similar to the one in Section 10.4, is carried out with the LQR balance controller. The same references and initial conditions are used so that the simulated response can be compared directly with the sliding mode controller response from Figure 10.5. The comparison of the Euler angles is shown in Figure 13.1.

![Figure 13.1: Comparison of Euler angles during the sine wave simulation of the sliding mode and the LQR balance controller](image)

The initial response of the LQR balance controller seems slightly better on pitch and yaw than the sliding mode controller, which both has a overshoot and lags a lot on yaw as described in Section 10.3. This can potentially be explained from the chosen sliding mode switching gains, where especially the gain on yaw is chosen smaller than the gain on roll and pitch. Except for this noticeable difference initially, the LQR controller tracks the sine wave reference almost as good as the sliding mode controller.
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The tracking error of the roll angle, shown in Figure 13.2, reveals that the tracking with the sliding mode controller is about twice as good as with the LQR controller. However, this could just be a matter of tuning.

![Figure 13.2: Comparison of the roll tracking error during the sine wave simulation of the sliding mode and the LQR balance controller](image)

A chirp simulation, similar to the one in Section 10.5, is carried out to test the bandwidth and verify if the system is limited to the same frequency, as with the sliding mode controller. The roll angle reference is set to a sine of $\pm 2^\circ$ in amplitude, starting at a frequency of $f_0 = 0.5$ Hz, increasing with a rate of $k = 0.05$ Hz/s. The simulated response is shown in Figure 13.3.

![Figure 13.3: Euler angles during the roll chirp simulation with a frequency starting from $f_0 = 0.5$ Hz, increasing with a rate of $k = 0.05$ Hz/s and an amplitude of $\pm 2^\circ$](image)

The response is similar to Figure 10.7, with an overshoot that increases until the torque saturates at 20 s, equal to the same frequency of 1.5 Hz.

From these results the LQR controller is deemed to perform just as good as the sliding mode controller. So for a nominal system, where the actual system parameters match the controller design, the LQR performs just as good.
13.1.1 Changed mass and inertia

However, if the mass and inertia are changed, as they were in Section 10.3, adding 2 kg to the body mass, $M_b$, and scaling the body inertia with a factor of 2, the LQR controller is not able to stabilize the plant with the same initial conditions. With the changed parameters the initial conditions can be reduced to reach a point where the LQR controller is again able to stabilize the system. With an initial condition of $\phi = 2^\circ$, $\theta = -2^\circ$ and $\psi = 2^\circ$ the LQR controller is able to stabilize the changed system. A similar sine wave simulation is then carried out with the sliding mode balance controller and the LQR balance controller, both simulated with the changed body mass and body inertia. The comparison of the roll tracking error is shown in Figure 13.4.

![Figure 13.4: Comparison of tracking errors during sine wave simulation with changed mass and inertia.](image)

With the changed parameters the tracking error seems to increase proportionally for both controllers. Here it is important to note that with the $\epsilon$-tube the sliding mode controller effectively becomes a linear controller when the sliding variable is inside the $\epsilon$-tube. This possibly explains the relationship between the increased tracking error.

13.2 Test comparison

The LQR controller is implemented in the embedded firmware alongside with the sliding mode controller, so that a software switch can be used to switch between the controllers. The code for the LQR controller can be found at [Kugle-Embedded/KugleFirmware/Libraries/Modules/Controllers/LQR/LQR.cpp](#).

A balance test, similar to the upright balance test in Section 12.2, is carried out by setting the quaternion reference to the upright unit quaternion and the angular velocity reference to zero. A comparison of the LQR controller and the sliding mode controller with aggressive gains, is shown in Figure 13.5.
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13.3 Performance conclusion

The results in this chapter shows how the sliding mode controller compares to an equivalent LQR controller. The results shows an almost identical tracking performance between the sliding mode controller and LQR controller. With regard to whether the sliding mode controller is better than the LQR controller, depends on the actual operating conditions, which requires more extensive tests on the actual system with e.g., changing references and variations in the model parameters and disturbances.

One thing is clear though. Since the inclination operating envelope is fairly small, as the desired accelerations of the ballbot is bounded and should be kept small, the system will always be within close proximity of the linearization point in terms of angle. Velocity dependent terms will potentially influence the dynamics when driving faster. However, at the speeds tested in this thesis and during normal station keeping, a well-tuned LQR controller for a single ballbot, will perform just as well or even better than a generally tuned non-linear sliding mode controller.

Figure 13.5: Comparison of the non-linear sliding mode controller and LQR controller during the upright balance test with disturbance pushes
14 Velocity Controller

As a final chapter it is investigated how well the balance controller performs in a cascade configuration with an LQR-based velocity controller as described in Section 7.5. A similar situation would be the case when the MPC controller, described in Appendix S, is combined with the balance controller. This chapter thus serves as a validation of the cascaded structure shown in Figure 7.2, illustrated with the MPC in Figure 2.8.

One of the advantages of the ballbot, namely being a shape-accelerated robot, is also one of the main disadvantages when it comes to testing. In all previous tests of the balancing controller, the position and velocity had to be corrected by pushing the robot, acting as an external disturbance. Without a controller closing the loop around the translational dynamics, involving at least the velocity, the ballbot has an inherent run-away problem if e.g., the center of mass is not aligned exactly. The run-away problem with the COM was simulated and described in Section 10.6, where it was shown that even if the balance controller is able to achieve perfect tracking, a misaligned COM leads to an acceleration in a given direction due to gravity pulling it down.

When the COM is aligned it is positioned right above the center of the ball. To keep a constant velocity or to hold the position, the inclination and thus the quaternion reference sent to the balance controller, should be adjusted accordingly until the alignment is achieved. This is where the velocity controller, derived in Appendix Q, comes into play. The simulation of the velocity controller can be found at Kugle-MATLAB/Simulation/KugleSim_VelocityLQR.slx while the implementation can be found at Kugle-Embedded/KugleFirmware/Libraries/Modules/Controllers/VelocityLQR/VelocityLQR.cpp.

14.1 Objective

The velocity controller is a linear optimal controller, LQR, designed on the closed loop dynamics including the sliding mode balance controller, see Appendix Q.2. The controller is designed to stabilize the velocity to a given reference, $\vec{x}_{\text{ref}}$ and $\vec{y}_{\text{ref}}$, and includes an integral term, equivalent to a position error feedback, that enables the controller to capture and compensate for COM misalignments. Since the integral term is equivalent to position error it can also be used for position control and thus station keeping. The controller outputs an angular velocity reference for the x- and y- body axes, which are then integrated to the quaternion equivalent of a roll and pitch reference. Thereby it leaves the heading angle, $\psi$, and angular velocity, $\vec{\omega}_z$, as a degree of freedom. Note that both the angular velocity reference output and the roll and pitch references are saturated to avoid unreasonably large references. Since the controller is based on linearized dynamics it operates in the heading frame, rotating both the position error and velocity error into the heading frame, see also Appendix R.

14.1.1 Mode switching

Depending on the velocity reference the controller automatically switches between station-keeping mode and velocity control mode. Initially when the controller is turned on the integral term is enabled to stabilize the position of the ballbot by adjusting the inclination accordingly. Whenever a non-zero velocity reference is set the controller automatically switches into velocity control mode where the error is no longer integrated but the integral term is included in the control law. When the velocity reference goes back to zero the current position is stored as a position reference and the controller goes into station-keeping mode. In station-keeping mode the position error is added on top of the integral term to thereby hold the position.
14.2 Gain selection

When using the sliding mode balance controller in the cascade configuration with the velocity controller, it has been necessary to lower the sliding mode controller gains to make it less aggressive, as mentioned Appendix O.1. Initially the controller was designed and tested with the aggressive gains, but even with lowered gains in the velocity controller, the closed loop system became very sensitive to external disturbances e.g., a push. The system performance was greatly improved by decreasing the sliding mode controller gains and increasing the velocity controller gains and finally adding a low-pass filter to the angular velocity reference output, before integrating it to roll and pitch angles.

Decreasing the gain of the inner controller in a cascaded configuration is, however, against normal practice, which recommends a high inner loop gain to achieve a high inner loop bandwidth. However, in this specific setup, with the sliding mode balance controller and the problems with wheel slippage at rapid changes in the direction of torque, optimal behaviour was achieved by lowering the inner loop gains. As a consequence of the lowered gains the balance controller achieves less perfect tracking, which can lead to oscillatory behaviour in the outer loop involving an integral term. To limit these oscillations the integral term of the velocity controller is only updated right after being turned on until the very first movements.

Not only does this velocity LQR enable velocity control and station-keeping of the ballbot, but in general the controller enables proper closed-loop testing of the balance controller without the otherwise inevitable disturbances, see Figure 12.1. In the remainder of this chapter two tests are carried out of the velocity controller, one test for station-keeping and another test for velocity control using a wireless joystick to set the reference. Due to the cascaded configuration it is important to emphasize that the following tests serves as a joint test of both the velocity controller and balance controller, extending the reference tracking tests from Chapter 12 to the arbitrary continuously changing references set by the velocity controller.

14.3 Station-keeping test

The first test is a station-keeping test where the controller stabilizes the position of the ballbot by adjusting the inclination accordingly. The position response is shown in Figure 14.1 including a few times where the controller is disturbed by manually moving the robot away.

![Figure 14.1: Velocity controller in station-keeping mode with non-aggressive sliding mode controller gains. The position stabilizes during initialization and is then held constant even when manually disturbed at 35 s, 48 s and 55 s](image)
It takes a short while for the controller to stabilize after being started. After around 5 s the controller is stabilized and goes into a small position limit cycle of up to ±1 cm. The generated roll and pitch angle references are shown in Figure 14.2. By comparison with the actual inclinations it appears that the limit cycles are likely due to the less aggressive sliding mode balance controller which does not track the reference exactly, leading to a small lag.

The limit cycles in position are noticeable but yet so small that they do not affect the overall performance, except for increasing the energy consumption. In general the limit cycles make the ballbot look alive. When disturbed the velocity controller reacts quickly and the balance controller tracks the compensating angle references well. This stabilizes the ballbot which finds its way back without overreacting.

### 14.3.1 Aggressive gain comparison

Even though the aggressive gains are not used with the velocity controller, a careful test is made to see how the aggressive gains affect the limit cycles. The compared position responses during the limit cycles are shown in Figure 14.3. With the aggressive gains the limit cycles become faster in frequency and slightly smaller in amplitude.
14.4 Velocity test

The main purpose of the velocity controller is to track a given translational velocity and yaw angular velocity reference. The second test goes through a sequence of velocity references, set manually with a wireless joystick, see Figure 14.4. Note that the velocity references are both set and visualized in the heading frame.

Starting with a step on the yaw angular velocity, the balance controller overshoots slightly but keeps a steady rate while keeping the translational velocity close to zero. For the translational velocity steps in the sequence, right, left, forward, backward, the velocity controller clearly lags behind and it takes a while for the system to stabilize on the velocity reference.

![Figure 14.4: Translational heading velocity during velocity test with references are given through a joystick in the sequence: turn, right, left, forward, backward](image)

The lag is mainly due to the non-minimum phase characteristics of the ballbot, which is revealed by zooming in on the translational velocity plot, see Figure 14.5. The non-minimum phase characteristic requires the ballbot to go in the opposite direction of the intended direction of acceleration every time the velocity reference changes. This leads to a fairly slow response time of the velocity.

The slow closed loop response is, however, expected for a non-minimum phase system like this and for a system where the inner loop controller is less aggressive and do not achieve perfect tracking.
14.4. Velocity test

**Figure 14.5:** Zoomed plot of translational velocity in the forward direction (x-axis of heading frame) reveals both the non-minimum phase characteristic and the big lag.

### 14.4.1 Driving in a circle

Finally, a circle test, shown in Figure 14.6, is carried out to test the translational and rotational velocity of the ballbot. The velocity references are limited to the operating envelope specified in Section 7.2, thus a maximum translational velocity of $0.5 \, \text{m/s}$ and a maximum angular velocity of $1 \, \text{rad/s}$.

**Figure 14.6:** 2D plot of the Vicon-based ballbot position during the circle test. The trajectory has been colour-coded with time for distinguishability, going from blue, to green, to red.

Again the references are set and visualized in the heading frame in Figure 14.7. When driving fast while turning, the controller does not achieve as good tracking on the velocity. Even though the velocity reference along the y-axis is non-zero this reference is tracked poorly.

The controller is capable of reaching the defined operating limits and achieves sufficient tracking to make the ballbot drive smoothly, even at fast velocities.

Looking at how well the balance controller tracks the angle references while driving fast, see Figure 14.8, reveals how the tracking performance of the balance controller seems to degrade with the velocity.

This suggests the need of adaptive gains in the sliding mode controller, e.g., an adaptive switching gain, $\eta$, or an adaptive $\epsilon$-tube, as mentioned in Appendix L. Furthermore, the inclusion of friction components in the nominal model should help to cancel out the increased friction torque from driving. This will, however, require that the friction coefficients are estimated first.
This concludes the tests of the velocity controller and verifies that the balance controller is capable of stabilizing the system within the operating envelope but with a tracking error that seems to increase with velocity.
15 Conclusion

The purpose of this thesis was to investigate if it is possible to derive a quaternion-based model of a ballbot using Lagrangian mechanics and use it for the design of a non-linear sliding mode controller for stabilization of the balance and orientation. Both the model and controller design were tailored towards an actual prototype, the 16 kg Kugle V1, including geared brushless motors, single-ring omniwheels, Xsens IMU and SICK LiDARs.

The ballbot was modelled as two rigid bodies using six generalized coordinates to describe the five degrees of freedom in the system, namely the orientation of the body and the position of the ball. The quaternion model was derived by defining three kinetic and one potential energy function, which are combined into the Lagrangian. Motor torques were included as input forces using the Jacobian of the inverse kinematics, which had been verified with the prototype using a motion capture system. Viscous friction forces were included on the translational velocities and angular velocities. Since the generalized coordinates were dependent, the quaternion unit norm constraint was applied to the equations of motion through a Lagrange multiplier. The result was a control-affine non-linear ODE with 12 states derived as a symbolic model.

A design specification narrowed down the scope of the sliding mode balance controller to an operating envelope of \(0.5 \text{ m/s}\) and \(1 \text{ rad/s}\), and an inclination tracking error below \(1^\circ\) and a heading tracking error below \(5^\circ\).

The sliding mode controller was designed in two steps, a sliding surface design and a control law design, both based on the continuous model. The sliding surface was defined based on the quaternion tracking error in the body frame. Two surfaces were proposed, one relating the body angular velocity to the quaternion error, and another relating the quaternion error to its derivative. The quaternion derivative surface was chosen due to simplicity and performance. The control law consisted of an equivalent control law and a continuous switching law. The quaternion scalar value and translational dynamics were neglected to make the model invertible. The equivalent control was designed to cancel the nominal model using inverse dynamics. A continuous switching law with the saturation function and an \(\epsilon\)-tube was chosen to reduce wheel-slippage due to rapid changes in torque. This resulted in a sliding mode controller that converges to a linear controller inside the tube.

The balance controller was verified through simulation with the non-linear model, sensor models and estimators. In simulation the balance controller was capable of tracking angle references with less than \(0.1^\circ\) error on a nominal system. From a roll angle chirp test the simulation revealed how the bandwidth of the system was limited to 1.5 Hz, mainly due to saturations in torque.

An object-oriented embedded firmware was implemented on the STM32H7 ARM Cortex-M7 microprocessor of the Kugle V1 prototype, including all necessary controllers, estimators and device drivers. The controllers and estimators were implemented at a sample rate of 200 Hz. Since the quaternions embed the sine and cosine conversions internally, the quaternion-based symbolic model could quickly be evaluated, leading to a control loop computation time of 420 \(\mu\text{s}\) on the microprocessor.
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The implementation was verified in practice through a series of tests. With zero references the controller was capable of stabilizing the ballbot with inclination deviations kept below 1°. The step test revealed that step references on roll and pitch should generally be avoided, since they resulted in large overshoots and saturation in torque likely to cause wheel-slip. Step references on yaw worked well with minimal overshoot of less than 5°. The sine wave test confirmed that the controller worked with a changing reference, with a tracking error of less than 1°. Oscillations of 7 Hz were, however, present around the reference, probably due to unmodelled dynamics. The roll angle chirp test resulted in motor saturation at a frequency of approximately 1.5 Hz, similar to the simulation results. The rotating inclination test, equivalent to a chirp test on both roll and pitch, revealed how the bandwidth was limited to 1 Hz when both references were changing simultaneously.

The sliding mode controller was compared to an LQR balance controller which yielded almost identical performance. The small difference could probably be explained by tuning. The conclusion was that a well-tuned LQR controller performs just as well or even better than the generally-tuned sliding mode controller with an $\epsilon$-tube. To give a conclusive answer on whether a sliding mode controller is better than an LQR controller for ballbots, more extensive tests, especially across multiple plants, will have to be carried out.

Finally, a velocity controller was designed to stabilize the velocity and position of the ballbot, simultaneously compensating for a misaligned center of mass. From a test with the ballbot driving in a circle, the operating limits of 0.5 m/s and 1 rad/s were confirmed to work in practice. However, it appeared that the tracking error of the balance controller grew with the velocity, probably due to the less aggressive gains.

The overall conclusion to the problem formulation is thus that it is possible to derive a quaternion-based model of a ballbot using Lagrangian mechanics. It is also shown that the model can be used for non-linear controller design using sliding mode. Due to space and time constraints the derivation of the shape-accelerated path-following MPC is put in the appendix, where simulations verified that the MPC was capable of following a given reference path, leaving time along the path as a degree of freedom. Even though the quaternions simplify some of the equations making the evaluation faster, the added complexity and the fairly narrow operating envelope, close to upright, makes it less attractive to use quaternions in ballbot models. Instead it is recommended to use an Euler-angle model since the roll and pitch angles would never come close to the singularities.

All code is available on GitHub and the hope is thus that this work will contribute towards new ballbot prototypes, but mostly that the work will be useful to future students and researchers dealing with ball-balancing robots.
16 Future Work

Even though this thesis is a long deep-dive into the non-linear model and controller design of a ball-balancing robot, it is far from complete. Some of the topics, problems and concerns that were noted during the project period are mentioned below as possible future work. Some of these come from observations while others come from theory.

The first thing to try would definitely be to test the simulated MPC on the actual robot and verify if the simplifying assumptions used in the MPC model hold in practice.

As regards the model, the assumption that the ball does not rotate around the vertical axis due to friction has been proven wrong several times during development. Whenever the controller tries to rotate around the yaw axis, the generated torque will be split between the ball and body, according to Newton’s third law of motion. Since the ball has only one contact point with the ground, the Coulomb friction and stiction around the vertical axis is fairly limited, and the ball will thus spin up. Since the inertia of the body is more than six times larger than the inertia of the ball, the ball will accelerate six times faster than the body resulting in the ball spinning up quickly. This is yet another reason that the yaw gains of the sliding mode controller are tuned less aggressive than the roll and pitch gains, since a fast spinning ball makes wheel-slip more likely to occur. The model should thus be extended to include the ball rotation around the inertial z-axis. This should be a fairly simple task but obviously requires an extension of the state space and some considerations when it comes to applying the inverse dynamics.

Related to the chattering problems, oscillations around the reference and wheel-slip due to rapid changes in torque, one can consider putting a rate limitation on the torque output. This will, however, require careful tuning of the sliding mode controller, which is why other options such as integral sliding mode, ISMC, the super-twisting algorithm or higher order sliding mode controllers, HOSM, should be considered [67] [68] [69]. The benefit of these adaptations is a far more continuous control signal, thus with low excitation of the unmodeled dynamics.

The switching gains and \( \epsilon \)-tube of the sliding mode controller should also be made time varying, so that the gains are made more aggressive while driving and less aggressive when the controller is doing station-keeping. In terms of navigation, which is also related to the model predictive controller, a ballbot should be compliant when it drives around. This again requires that the gains are adaptive to prevent undesired and uncontrollable movement if the ballbot accidentally rolls into an object, causing a large disturbance. Similarly, if anybody starts pushing the robot, it should drive away smoothly instead of aggressively bouncing back.

The continuous switching law in the sliding mode controller was chosen as the common saturation function even though several other options exist. It is worth exploring the benefits of choosing other smooth switching laws, such as the tanh function or \( \frac{s(t)}{|s(t)|+\lambda} \).

During the velocity controller tests it was noted how the tracking performance of the balance controller degraded with increasing velocity. This is probably due to a combination of the chosen gains and the nominal model parameters used to cancel the dynamics in the equivalent control law. Especially the friction components, currently set to zero in the nominal model, should be determined.
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In general a more extensive motor parameter identification should be carried out since it is unknown how much the motor-current controller, within the ESCON motor drivers, affects the closed loop performance. Furthermore, in terms of simulation, the motor model should be extended to include both backlash and Coulomb friction.

When it comes to the velocity controller, another option that should be investigated is to combine the velocity controller into the sliding mode controller as a hierarchical sliding mode. By augmenting the sliding surface to include the velocity error, it is possible to put both velocity tracking and balance stabilization into the same sliding mode controller. Some initial tests have already been carried out but with limited success.

The quaternion estimator, the QEKF, is derived and implemented with the brute-force normalization method. Even though it is shown to yield decent estimation accuracy, the estimator should be changed to a multiplicative version that takes care of the unit norm constraint correctly. Furthermore, the assumption of negligible body accelerations in the accelerometer sensor model probably does not hold well. One of the key relationships with the ballbot is the shape-accelerated property, hence any inclination will also lead to an acceleration. Therefore, the only time when the sensor model is valid is when the ballbot is perfectly upright as it would otherwise accelerate. The lack of acceleration in the sensor model probably leads to a bias in the angle estimate. It has also been observed how the acceleration from a sudden push affects the gyroscope bias estimate incorrectly.

Finally, it should be noted that the center of mass is clearly observable from the states and sensor measurements due to the shape-accelerated relationship between inclination and acceleration. Instead of dealing with a misaligned COM with the integral term of the velocity controller it should be moved out in an estimator, as shown in the system architecture diagram, so that the nominal model in the sliding mode controller can also benefit from this estimate [70].
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Part III

Appendices
A Literature Review Table

The following three pages contain the literature review tables that compares the Kugle V1 prototype used in this thesis with eleven state-of-the-arts ball-balancing robots.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>CMU</th>
<th>TGU</th>
<th>ETH</th>
<th>NCHU</th>
<th>PRISMA</th>
<th>INAL</th>
<th>TUM</th>
<th>UMC</th>
<th>ALTEN</th>
<th>CEES</th>
<th>KHU</th>
<th>AAU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference(s)</td>
<td>[3]</td>
<td>[71]</td>
<td>[21]</td>
<td>[38]</td>
<td>[32]</td>
<td>[23]</td>
<td>[14]</td>
<td>[72]</td>
<td>[2]</td>
<td>[73]</td>
<td>[34]</td>
<td>[35]</td>
</tr>
<tr>
<td>Wheel config-uration</td>
<td>Inverse all-wheel drive, 2 drive-roll + 2 idle rollers</td>
<td>Inverse all-wheel drive, 3 drive-roll &amp; 2 idle rollers</td>
<td>Inverse all-wheel drive, 3 drive-roll &amp; 2 idle rollers</td>
<td>Inverse all-wheel drive, 2 drive-roll &amp; 2 idle rollers</td>
<td>Inverse all-wheel drive, 2 drive-roll &amp; 2 idle rollers</td>
<td>Inverse all-wheel drive, 3 drive-roll &amp; 2 idle rollers</td>
<td>Inverse all-wheel drive, 3 drive-roll &amp; 2 idle rollers</td>
<td>Inverse all-wheel drive, 3 drive-roll &amp; 2 idle rollers</td>
<td>Inverse all-wheel drive, 3 drive-roll &amp; 2 idle rollers</td>
<td>Inverse all-wheel drive, 3 drive-roll &amp; 2 idle rollers</td>
<td>Inverse all-wheel drive, 3 drive-roll &amp; 2 idle rollers</td>
<td>Inverse all-wheel drive, 3 drive-roll &amp; 2 idle rollers</td>
</tr>
<tr>
<td>Motor type</td>
<td>DC motor</td>
<td>Stepper motor</td>
<td>200 W Brushless DC motor (EC-4pole 30) with 26:1 gearing (GP 42 C)</td>
<td>Brushless DC motor</td>
<td>200 W Brushless DC motor (EC-flat 60) with 4.3:1 gearing (GP 52 C)</td>
<td>Brushless DC motor</td>
<td>200 W Brushless DC motor (EC-flat 60) with 4.3:1 gearing (GP 52 C)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Brushless DC motor</td>
</tr>
<tr>
<td>Motor type</td>
<td>Stepper motor</td>
<td>200 W Brushless DC motor (EC-4pole 30) with 26:1 gearing (GP 42 C)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>DC motor</td>
<td>Brushless DC motor</td>
<td>200 W Brushless DC motor (EC-flat 60) with 4.3:1 gearing (GP 52 C)</td>
<td>N/A</td>
<td>N/A</td>
<td>100 W Brushless DC motor</td>
</tr>
<tr>
<td>Maximum torque</td>
<td>&gt; 20 N</td>
<td>1.3 Nm</td>
<td>5 Nm</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>2.5 Nm</td>
<td>3.75 Nm</td>
<td>Unknown</td>
<td>&gt; 30 Nm</td>
<td>Unknown</td>
</tr>
<tr>
<td>Motor type</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Brushless DC motor with gearing</td>
<td>N/A</td>
<td>Brushless DC motor with gearing</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Body mass</td>
<td>1.45 kg</td>
<td>2.51 kg</td>
<td>12 kg</td>
<td>12 kg</td>
<td>6.1 kg</td>
<td>6.7 kg</td>
<td>4.1 kg</td>
<td>6.1 kg</td>
<td>4.1 kg</td>
<td>6.7 kg</td>
<td>6.1 kg</td>
<td>4.1 kg</td>
</tr>
<tr>
<td>Body mass</td>
<td>2.5 kg</td>
<td>5.61 kg</td>
<td>2.29 kg</td>
<td>7.5 kg</td>
<td>4.1 kg</td>
<td>4.2 kg</td>
<td>3.4 kg</td>
<td>4.1 kg</td>
<td>4.2 kg</td>
<td>3.4 kg</td>
<td>4.1 kg</td>
<td>4.2 kg</td>
</tr>
<tr>
<td>Height</td>
<td>160 cm</td>
<td>150 cm</td>
<td>100 cm</td>
<td>150 cm</td>
<td>12.7 kg</td>
<td>12.7 kg</td>
<td>12.7 kg</td>
<td>12.7 kg</td>
<td>12.7 kg</td>
<td>12.7 kg</td>
<td>12.7 kg</td>
<td>12.7 kg</td>
</tr>
<tr>
<td>Height</td>
<td>150 cm</td>
<td>150 cm</td>
<td>150 cm</td>
<td>150 cm</td>
<td>12 kg</td>
<td>12 kg</td>
<td>12 kg</td>
<td>12 kg</td>
<td>12 kg</td>
<td>12 kg</td>
<td>12 kg</td>
<td>12 kg</td>
</tr>
<tr>
<td>Ball diameter</td>
<td>1.200 mm hydroformed steel sheel with 3.2 mm urethanecoating</td>
<td>2.190.5 mm aluminum shell with 12.7 mm urethanecoating</td>
<td>200 mmbowling ball coated with liquid rubberspray</td>
<td>220 mm</td>
<td>200 mmbowling ball coated with liquid rubberspray</td>
<td>230 mm</td>
<td>230 mm</td>
<td>440 mm</td>
<td>250 mm</td>
<td>Ball (made of 4 mm polyethylene) with a 4 mm polyurethanerubber coating</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note: The table is truncated for brevity. Additional rows have been omitted.*
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>CMU</th>
<th>TGU</th>
<th>ETH</th>
<th>NCHU</th>
<th>PRISMA</th>
<th>INAL</th>
<th>TUM</th>
<th>UMC</th>
<th>ALTEN</th>
<th>CEES</th>
<th>KIU</th>
<th>AAU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model states</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Body inclination angle (around x/y axes) + ball rolling angle (around x/y axes) + derivatives</td>
<td>1. Body inclination angles + ball rolling angles (x+y axes only) + derivatives</td>
<td>2. Body Euler angles + ball rolling angles + derivatives</td>
<td>Heading matrix of body and ball</td>
<td>Position of ball + derivation</td>
<td>Rotation matrix of body and ball (rotation around z-axis not allowed) + angular velocities</td>
<td>Position of ball + derivation</td>
<td>Position of ball (x+y) + Body Euler angles + derivatives</td>
<td>Position of ball + derivation</td>
<td>Rotation matrix of body and ball (rotation around z-axis not allowed) + angular velocities</td>
<td>Ball position + Body inclination angles (Tait-Bryan angles) + derivatives</td>
<td>Inertial + position + quaternions + derivatives</td>
<td></td>
</tr>
<tr>
<td>Virtual planarwheel velocity + travelling velocity</td>
<td>Virtual friction between wheel-ground and wheel-body</td>
<td>Coulomb friction added in some of the models</td>
<td>Heading + inclination (3-1 Euler) + Body Euler angles + derivatives</td>
<td>Heading + body + inclination (3-1 Euler) + Body Euler angles + derivaties</td>
<td>Heading + body + inclination (3-1 Euler) + Body Euler angles + derivatives</td>
<td>Heading + body + inclination (3-1 Euler) + Body Euler angles + derivatives</td>
<td>Heading + body + inclination (3-1 Euler) + Body Euler angles + derivatives</td>
<td>Heading + body + inclination (3-1 Euler) + Body Euler angles + derivatives</td>
<td>Heading + body + inclination (3-1 Euler) + Body Euler angles + derivatives</td>
<td>Heading + body + inclination (3-1 Euler) + Body Euler angles + derivatives</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Friction included</strong></td>
<td>Friction added</td>
<td>Friction added</td>
<td>Friction added</td>
<td>Friction added</td>
<td>Friction added</td>
<td>Friction added</td>
<td>Friction added</td>
<td>Friction added</td>
<td>Friction added</td>
<td>Friction added</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Viscous friction between wheel-ground and wheel-body</td>
<td>Viscous friction between wheel-ground</td>
<td>Viscous friction between wheel-ground and ball-ground</td>
<td>Viscous spin friction included between ball-ground (for yaw motion of ball only)</td>
<td>Viscous spin friction included between ball-ground (for yaw motion of ball only)</td>
<td>Viscous spin friction included between ball-ground (for yaw motion of ball only)</td>
<td>Viscous spin friction included between ball-ground (for yaw motion of ball only)</td>
<td>Viscous spin friction included between ball-ground (for yaw motion of ball only)</td>
<td>Viscous spin friction included between ball-ground (for yaw motion of ball only)</td>
<td>Viscous spin friction included between ball-ground (for yaw motion of ball only)</td>
<td>Viscous spin friction included between ball-ground (for yaw motion of ball only)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Controller structure</strong></td>
<td>Decoupled linear controller</td>
<td>Decoupled linear MIMO controller</td>
<td>Hierarchical non-linear controller</td>
<td>Coupled linear controller</td>
<td>Coupled linear MIMO controller</td>
<td>Decoupled linear MIMO controller</td>
<td>Coupled linear controller</td>
<td>Coupled linear controller</td>
<td>Coupled linear controller</td>
<td>Decoupled linear cascade</td>
<td>Coupled non-linear controller</td>
<td></td>
</tr>
<tr>
<td>1. Decoupled linear cascade</td>
<td>1. Decoupled linear MIMO controller</td>
<td>Hierarchical non-linear controller</td>
<td>Coupled linear controller</td>
<td>Coupled linear MIMO controller</td>
<td>Decoupled linear MIMO controller</td>
<td>Coupled linear controller</td>
<td>Coupled linear controller</td>
<td>Coupled linear controller</td>
<td>1. Decoupled linear cascade</td>
<td>2. Hierarchical non-linear controller (but still decoupled)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. PI inner loop on ball velocity + LQR outer loop with full state feedback</td>
<td>PI on model states</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Sliding mode for balance control</td>
<td>PI on model states</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td>LQR on Velocity states of model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Controller type</strong></td>
<td>PI + Feedforward inner loop on translational velocity + LQR outer loop with full state feedback</td>
<td>1. PI + Feedforward inner loop on translational velocity + LQR outer loop with full state feedback</td>
<td>1. PI + Feedforward inner loop on translational velocity + LQR outer loop with full state feedback</td>
<td>1. PI + Feedforward inner loop on translational velocity + LQR outer loop with full state feedback</td>
<td>1. PI + Feedforward inner loop on translational velocity + LQR outer loop with full state feedback</td>
<td>1. PI + Feedforward inner loop on translational velocity + LQR outer loop with full state feedback</td>
<td>1. PI + Feedforward inner loop on translational velocity + LQR outer loop with full state feedback</td>
<td>1. PI + Feedforward inner loop on translational velocity + LQR outer loop with full state feedback</td>
<td>1. PI + Feedforward inner loop on translational velocity + LQR outer loop with full state feedback</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Hierarchical Sliding mode with an inner sliding surface combining the inner and the angle</td>
<td>2. Hierarchical Sliding mode with an inner sliding surface combining the inner and the angle</td>
<td>2. Hierarchical Sliding mode with an inner sliding surface combining the inner and the angle</td>
<td>2. Hierarchical Sliding mode with an inner sliding surface combining the inner and the angle</td>
<td>2. Hierarchical Sliding mode with an inner sliding surface combining the inner and the angle</td>
<td>2. Hierarchical Sliding mode with an inner sliding surface combining the inner and the angle</td>
<td>2. Hierarchical Sliding mode with an inner sliding surface combining the inner and the angle</td>
<td>2. Hierarchical Sliding mode with an inner sliding surface combining the inner and the angle</td>
<td>2. Hierarchical Sliding mode with an inner sliding surface combining the inner and the angle</td>
<td>2. Hierarchical Sliding mode with an inner sliding surface combining the inner and the angle</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. LQR sets translational velocity references + PI sets motor torque</td>
<td>1. LQR sets translational velocity references + PI sets motor torque</td>
<td>1. LQR sets translational velocity references + PI sets motor torque</td>
<td>1. LQR + Feedforward inner loop on translational velocity + LQR outer loop with full state feedback</td>
<td>1. LQR sets translational velocity references + PI sets motor torque</td>
<td>1. LQR sets translational velocity references + PI sets motor torque</td>
<td>1. LQR sets translational velocity references + PI sets motor torque</td>
<td>1. LQR sets translational velocity references + PI sets motor torque</td>
<td>1. LQR sets translational velocity references + PI sets motor torque</td>
<td>1. LQR sets translational velocity references + PI sets motor torque</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Appendix A. Literature Review Table

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>CMU</th>
<th>TGU</th>
<th>ETH</th>
<th>NCHU</th>
<th>PRISMA</th>
<th>INAL</th>
<th>TUM</th>
<th>UMC</th>
<th>ALTEN</th>
<th>CEES</th>
<th>KHU</th>
<th>AAU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Max. tested inclination</strong></td>
<td>&lt; 1 deg</td>
<td>&lt; 3 deg (8 deg in second paper)</td>
<td>17 deg</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Unknown</td>
<td>&lt; 2 deg</td>
<td>N/A</td>
<td>&lt; 3 deg</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Max. tested velocity</strong></td>
<td>&lt; 0.1 m/s</td>
<td>0.3 m/s (0.6 m/s in second paper)</td>
<td>3.5 m/s</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Unknown</td>
<td>Not tested (Only station-keeping tested)</td>
<td>N/A</td>
<td>&lt; 0.9 m/s</td>
<td>1.0 m/s</td>
</tr>
<tr>
<td><strong>Other notes</strong></td>
<td>Parameters listed for tall/first version</td>
<td>Simulation only</td>
<td>Mostly a modelling paper</td>
<td>Does not allow yaw movement</td>
<td>Simulation only</td>
<td>Simulation only</td>
<td>Includes yaw angle/rotation of ball</td>
<td>Simulation only since he does not even get linear controller to work</td>
<td>In cooperation with ALTEN Mechatronics</td>
<td>Simulation only since he does not even get linear controller to work</td>
<td>In cooperation with ALTEN Mechatronics, hence same prototype as the ALTEN report</td>
<td>Capable of carrying a person</td>
</tr>
</tbody>
</table>
### B Rotation Description Comparison

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Euler angles</th>
<th>SO(3)</th>
<th>Quaternion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
<td>3</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>Constraints</td>
<td>None</td>
<td>Six constraints, $R^TR = I_3$</td>
<td>One constraint, $q^Tq = 1$</td>
</tr>
<tr>
<td>Ambiguity</td>
<td>12 different formulations</td>
<td>Unique</td>
<td>Two possible unit quaternions</td>
</tr>
<tr>
<td>Singularities</td>
<td>Gimbal lock</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Numerical stability</td>
<td>High, due to no constraints</td>
<td>Low, several constraints to fulfil, regularization recommended</td>
<td>Decent, only one constraint, regularization can be carried out by normalizing</td>
</tr>
<tr>
<td>Calculating derivatives</td>
<td>Complicated, involves a lot of sines and cosines</td>
<td>Easy, see (E.10)</td>
<td>Easy, see (H.49)</td>
</tr>
<tr>
<td>Equations of motion</td>
<td>Three coupled differential equations</td>
<td>Nine coupled differential equations (six if 3rd axis is calculated from cross product)</td>
<td>Four coupled differential equations/states</td>
</tr>
<tr>
<td>Interpolation</td>
<td>Complicated</td>
<td>Simple</td>
<td>Efficient</td>
</tr>
<tr>
<td>Vector transformation</td>
<td>Requires a rotation matrix or quaternion to be computed through several sine/cosine operations</td>
<td>$3 \times 3$ matrix multiplication</td>
<td>Quaternion multiplication since the sine/cosine of the angle is stored internally</td>
</tr>
<tr>
<td>Concatenation</td>
<td>Difficult, not just addition</td>
<td>$3 \times 3$ matrix multiplication</td>
<td>Quaternion multiplication</td>
</tr>
</tbody>
</table>

*Table B.1: Rotation description comparison table*
## C Hardware Components

<table>
<thead>
<tr>
<th>Group</th>
<th>Type</th>
<th>Part</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actuation</td>
<td>Motor</td>
<td>Maxon EC 60 flat (412819)</td>
<td>100 W 3-phased brushless DC motor, 12 V nominal, 2.85 Nm stall torque,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6000 RPM max speed, 60 mm diameter, 84% efficiency</td>
</tr>
<tr>
<td>Gear</td>
<td>Motor</td>
<td>Maxon GP 52 C (223081)</td>
<td>Planetary gear, 4.3 : 1 reduction (13/3 absolute reduction), 52 mm diameter,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>91% efficiency</td>
</tr>
<tr>
<td>Encoder</td>
<td>Encoder</td>
<td>Maxon Encoder MILE (421988)</td>
<td>Quadrature encoder, 4096 counts pr. revolution (thus 16384 edges pr. rev.)</td>
</tr>
<tr>
<td>Omniwheel</td>
<td>Single-ring</td>
<td>100 mm single-ring aluminum</td>
<td>28 mm width, 270 g weight, 6 small rollers + 6 big rollers, load capacity</td>
</tr>
<tr>
<td></td>
<td>omniwheel</td>
<td></td>
<td>up to 5 kg</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(19)</td>
</tr>
<tr>
<td>Motor driver</td>
<td>Motor driver</td>
<td>ESCON 50/5 (438725)</td>
<td>DC Brushed/Brushless Motor driver module, max 50 V, max 5 A continuous,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>max 15 A stall, for up to 250 W motors, configurable over USB</td>
</tr>
<tr>
<td>Sensors</td>
<td>IMU</td>
<td>Xsens MTI-200 VRU (MTi-200-VRU-2A8G4-DK)</td>
<td>9-axis IMU with 450 deg/s gyroscope, factory calibrated, includes proprietary</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>attitude estimator (roll, pitch and unreferenced yaw)</td>
</tr>
<tr>
<td></td>
<td>IMU</td>
<td>MPU-9250 (SEN-13762)</td>
<td>Sparkfun IMU breakout board</td>
</tr>
<tr>
<td>LiDAR</td>
<td>Battery</td>
<td>RRC2024</td>
<td>4s3p lithium-ion, 14.4 V nominal, up to 16 V, 6600 mAh nominal capacity,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>internal protection circuitry</td>
</tr>
<tr>
<td>Power</td>
<td>Power</td>
<td>RRC-PMM240</td>
<td>Charge and discharge monitoring, SMBus controllable</td>
</tr>
<tr>
<td>management</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Processing</td>
<td>Microprocessor</td>
<td>NUCLEO-H743ZI</td>
<td>STM32H743ZI processor board, ARM Cortex-M7, 400 MHz, 2 MB flash, 1 MB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RAM (864 KB user SRAM), double precision FPU, USB Host, hardware quadrature</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>decoder, includes onboard USB debugger</td>
</tr>
<tr>
<td></td>
<td>Intel NUC i3 (NUC7I3DNKE)</td>
<td>Intel Core i3-7100U, dual-core, 8 GB RAM, 512 GB SSD</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lenovo Tab 4 10 LTE (TB-X304L)</td>
<td>10.1 inch display, 16 GB flash, 2 GB RAM, Quad-core 1.4 GHz Cortex-A53,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Android 7.0</td>
</tr>
</tbody>
</table>

| Table C.1: List of hardware components on Kugle V1 |
This chapter explains how certain model parameters have been derived mathematically or from the CAD model.

D.1 Ball inertia

The inertia of the ball is approximated with the model of a sphere. A sphere has a uniform inertia and the inertia tensor is thus a diagonal matrix with equal entries. The ball is defined by a mass of $M_k = 1.478 \text{ kg}$, an outer radius $r_k = 129 \text{ mm}$ and a shell thickness of $8 \text{ mm}$ consisting of a $4 \text{ mm}$ inner plastic shell and a $4 \text{ mm}$ outer rubber coating, thus an inner diameter of $r_i = r_k - 8 \text{ mm} = 121 \text{ mm}$.

The inertia of a hollow sphere is [74]:

$$J_{\text{hollow}} = \frac{2}{3} M_k r_k^2 = 16.4 \times 10^{-3} \text{ kg m}^2$$  \hspace{1cm} (D.1)

The inertia of a solid sphere is [74]:

$$J_{\text{solid}} = \frac{2}{5} M_k r_k^2 = 9.8 \times 10^{-3} \text{ kg m}^2$$  \hspace{1cm} (D.2)

While the inertia of a sphere shell with an inner radius $r_i$ and outer radius $r_k$ is [75]:

$$J_{\text{shell}} = \frac{2}{5} M_k \frac{r_k^5 - r_i^5}{r_k^2 - r_i^2} = 15.4 \times 10^{-3} \text{ kg m}^2$$  \hspace{1cm} (D.3)

Since the ball is a uniform sphere shell, it is decided to use the inertia of the sphere shell for the ball.

$$J_k = J_{\text{shell}} = 15.4 \times 10^{-3} \text{ kg m}^2$$  \hspace{1cm} (D.4)

Note that this assumes the density of the plastic shell and the rubber coating to be the same. Furthermore, the inertia is almost equal to the inertia of a hollow sphere with the average radius.

$$J_k \approx \frac{2}{3} m \left( \frac{r_k + r_i}{2} \right)^2 = 15.4 \times 10^{-3} \text{ kg m}^2$$  \hspace{1cm} (D.5)

It is decided to use an inertia of $J_k = 15.4 \times 10^{-3} \text{ kg m}^2$ for the ball.

D.2 Wheel inertia

The wheel inertia, $J_w$, listed in Table 2.1 is a combination of the inertia from the omniwheel, $J_{\text{ow}}$, gearbox, $J_g$ and motor $J_m$. The wheel inertia should be described relative to the output shaft, but both the gear inertia and the motor inertia is described relative to the internal motor shaft, thus before the gearing. The combined inertia thus has to be computed by taking the gearing ratio into account [76].

$$\omega_{\text{motor}} = n_{\text{gear}} \omega_{\text{output}}$$  \hspace{1cm} (D.6)
Appendix D. Model Parameter Computation

For a gearbox with no loss the energy is conserved and since inertia is related to energy and kinetic energy is proportional to the squared velocity, the inertia is scaled with the squared gearing ratio.

\[
\begin{align*}
E_{\text{output}} &= E_{\text{motor}} \\
J_{\text{output}} \omega_{\text{output}}^2 &= J_{\text{motor}} \omega_{\text{motor}}^2
\end{align*}
\] (D.7)

Inserting the definition of the motor angular velocity, (D.6), yields the squared relationship.

\[
\begin{align*}
J_{\text{output}} \omega_{\text{output}}^2 &= J_{\text{motor}} n_{\text{gear}}^2 \omega_{\text{output}}^2 \\
J_{\text{output}} &= J_{\text{motor}} n_{\text{gear}}^2
\end{align*}
\] (D.8)

The combined wheel inertia is therefore computed as:

\[
J_w = J_{\text{ow}} + n_{\text{gear}}^2 \left( J_g + J_m \right) = 3.20 \times 10^{-3} \text{ kg m}^2
\] (D.9)

D.3 Body inertia

From the CAD drawing of the Kugle V1 designed in OnShape, the inertia tensor of the body, (D.10), is extracted.

\[
^w J_b = \begin{bmatrix}
1.306 & 6.440 \times 10^{-5} & 3.173 \times 10^{-2} \\
6.440 \times 10^{-5} & 1.295 & -2.373 \times 10^{-4} \\
3.173 \times 10^{-2} & -2.373 \times 10^{-4} & 1.002 \times 10^{-1}
\end{bmatrix} \text{ kg m}^2
\] (D.10)

This inertia tensor is defined in the body center of mass frame, \( \{ B' \} \), with the axes aligned with the body frame. However, the inertia used in the modelling chapter, Chapter 5, has to be defined with the same origin around which the rotation of the body occurs. Since the ball origin has been chosen as the rotation origin, the inertia tensor from (D.10) has to be translated. Inertia tensor translation can be performed using the generalized Parallel Axis Theorem [74] using the inner and outer product of the translation vector. In this case the translation vector is the origin of the center of mass frame defined in the body frame, which, due to the frame definition in Section 3.1, corresponds to the center of mass vector, \(^w \mathbf{O}_w = ^w \mathbf{p}_{\text{COM}}\).

\[
^w J_b = ^w J_b + M_b \left( ^w \mathbf{O}_b \mathbf{O}_b^T - ^w \mathbf{O}_w \mathbf{O}_w^T \right)
\]

\[
= \begin{bmatrix}
4.173 & 6.332 \times 10^{-5} & 3.187 \times 10^{-2} \\
6.332 \times 10^{-5} & 4.161 & 2.159 \times 10^{-2} \\
3.187 \times 10^{-2} & 2.159 \times 10^{-2} & 1.004 \times 10^{-1}
\end{bmatrix} \text{ kg m}^2
\] (D.11)

Notice some small off-diagonal elements, indicating that the robot is not completely symmetrical. Note especially the elements related to the inertia around the z-axis, where rotations around the other two axes starts to play a role. This would be the benefit of including the complete inertia tensor in the model. However, for now only the diagonal elements are used, assuming the model to be symmetrical.

The inertia tensor is therefore simplified by only including the diagonal elements, thus the inertia around the x-, y- and z-axes which we denote \( J_{bx}, J_{by} \) and \( J_{bz} \).

\[
\begin{align*}
J_{bx} &= 4.173 \text{ kg m}^2 \\
J_{by} &= 4.161 \text{ kg m}^2 \\
J_{bz} &= 0.1004 \text{ kg m}^2
\end{align*}
\] (D.12)
E Kinematics of Moving Frames

This appendix introduces the notation for linear and angular velocities used in this thesis. It is important to remind the reader that a velocity is always relative, thus given relatively between two frames. Any velocity is determined by defining a reference frame from where the other frame or point and its velocity is observed. In the following the subscript B←A should be understood as: "when looking on frame {B} from reference frame {A}". [46] [47] [44]

E.1 Linear velocity

The linear (or translational) velocity of a frame {B} describes the speed and direction in which the origin of a frame is moving relative to a reference frame {A}.

\[ \mathbf{v}_{B\leftarrow A} = \mathbf{v}_{B\leftarrow A} = \mathbf{O}_{B\leftarrow A} \] (E.1)

This defines the linear velocity of frame {B} when seen from frame {A} and described along the axes of frame {A}. Note that without any left superscript the velocity is assumed to be defined in the reference frame, thus in this case frame {A}.

The reason for having the left superscript is to be able to distinguish between the reference frame and the frame in which the vector is described. As an example a rotation will only change the frame in which the velocity is described. It will not affect the reference frame.

\[ \mathbf{v}_{B\leftarrow A} = \mathbf{v}_{A\leftarrow B} = -\mathbf{v}_{B\leftarrow A} \] (E.2)

Swapping the observed frame and the reference frame corresponds to negating the velocity vector.

\[ \mathbf{v}_{A\leftarrow B} = -\mathbf{v}_{B\leftarrow A} \] (E.3)

E.2 Angular velocity

A rotational velocity of a frame {B} describes the speed and direction around which a frame is rotating relative to a reference frame {A}.

\[ \omega_{B\leftarrow A} = \omega_{B\leftarrow A} \] (E.4)

This defines the angular velocity of frame {B} when seen from frame {A} and described around the axes of frame {A}. Note that without any left superscript the velocity is described in the reference frame, thus in this case frame {A}.

Similarly to the linear velocity, the reference frame and the frame in which the angular velocity vector is described can be different, e.g., due to a rotation.

\[ \omega_{B\leftarrow A} = \omega_{A\leftarrow B} = -\omega_{B\leftarrow A} \] (E.5)

The observed frame and the reference frame can be swapped by swapping sign of the angular velocity vector.

\[ \omega_{A\leftarrow B} = -\omega_{B\leftarrow A} \] (E.6)

Note that an angular velocity of a frame referenced to itself is 0, also even if it is represented in a different frame.

\[ \omega_{A\leftarrow A} = 0 \] (E.7)
E.3 Linear velocity of a point in a moving frame

When a moving point within a moving frame is observed from a different frame, the linear velocity has to be computed while taking the moving frame into account. This thus applies to both arbitrary points in a moving frame and to the origin of the frame itself, except that for the origin parts of the equation collapses due to the point being $0_{3\times1}$.

Let have a point defined in frame \{B\}, $^Bp$ and let the velocity of this point relative to frame \{B\} and described in frame \{B\} be denoted as $^B\dot{p}_{\text{rel}}$. Applying the SE(3) transform from (3.2), including rotation and translation, the point is transformed into frame \{A\}.

\[
^A\dot{p} = ^B\dot{p} = ^B\dot{p}_{\text{rel}} + ^A\dot{O}_{B\leftarrow A} \tag{E.8}
\]

The derivative of this equation, hence the velocity of the point described in frame \{A\} is computed using the product rule, see Appendix G.2.

\[
^A\dot{p}_{\text{rel}} = ^A\dot{R}_{B\leftarrow A}^Bp + ^A\dot{R}^B_{B\leftarrow A} \dot{p}_{\text{rel}} + ^A\dot{O}_{B\leftarrow A} \tag{E.9}
\]

Note how this involves the derivative of the rotation matrix which is the cross product between the angular velocity and the current rotation \[77\].

\[
^{A}\dot{R} = {A}\omega_{B\leftarrow A} \times ^A\dot{R} \tag{E.10}
\]

Applying the skew-symmetric matrix definition from Appendix F.2.1 and inserting into (E.9):

\[
{A}\dot{p}_{\text{rel}} = \left( {A}\omega_{B\leftarrow A} \times ^A\dot{R} \right)^Bp + ^A\dot{R}^B_{B\leftarrow A} \dot{p}_{\text{rel}} + ^A\dot{O}_{B\leftarrow A} \tag{E.11}
\]

This defines the kinematic relationship between the linear velocity of a point defined in a moving frame but observed from another. Depending on whether the moving frame is only rotating ($^A\dot{O}_{B\leftarrow A} = 0_{3\times1}$) or only translating ($^A\omega_{B\leftarrow A} = 0_{3\times1}$), equation (E.11) simplifies accordingly.

E.4 Angular velocity in a rotating frame

The observed angular velocity of a frame is not affected by translational movement of neither the observed frame nor the reference frame. However, if the reference frame is rotating or the observed frame is within another frame that is rotating, the resulting observed angular velocity has to be computed from a sum of angular velocities, taking all the frames into account.

Let have a frame \{C\} inside of frame \{B\}, with an angular velocity, $^B\omega_{C\leftarrow B}$, relative to frame \{B\}. To compute the angular velocity of frame \{C\} with respect to an outer frame \{A\}, the relative angular velocity between frame \{A\} to \{B\}, $^A\omega_{B\leftarrow A}$, has to be known.

\[
{A}\omega_{C\leftarrow A} = {A}\omega_{C\leftarrow B} + ^A\omega_{B\leftarrow A} \tag{E.12}
\]

Note that the above equation assumes all angular velocities to be described within the resulting reference frame, here frame \{A\}. Since this is usually not the case, the angular velocities might have be to be rotated accordingly.

\[
{A}\omega_{C\leftarrow A} = ^B\dot{R}^B_{C\leftarrow B} + ^A\omega_{B\leftarrow A} \tag{E.13}
\]
This appendix serves as a look-up table for common vector operations used mainly for the model derivation.

**F.1 Dot product**

Get the projection of one vector onto another. Hence it captures the amount that one vector is pointing in the same direction as the other vector.

\[ a \cdot b = \|a\| \|b\| \cos(\theta) \]  

where \( \theta \) is the angle between the two vectors.

If the vectors are column vectors the dot product can be calculated as a vector multiplication

\[ a \cdot b = a^T b \]  

The squared norm of a vector corresponds to the dot product of the vector itself

\[ a \cdot a = a^T a = \|a\|^2 \]  

**F.1.1 Algebraic properties**

\[ a \cdot b = b \cdot a \]  

\[ (ca) \cdot b = c(a \cdot b) = a \cdot (cb) \]  

\[ a \cdot (b + c) = a \cdot b + a \cdot c \]  

\[ (a + b) \cdot (c + d) = a \cdot c + a \cdot d + b \cdot c + b \cdot d \]  

\[ (a + b) \cdot (a + b) = a \cdot a + b \cdot b + 2a \cdot b \]  

Which is then the same as

\[ (a + b)^T (a + b) = a^T a + b^T b + 2a^T b \]  

For two orthogonal vectors

\[ a \cdot b = 0 \]  

For two parallel vectors

\[ a \cdot b = \|a\| \|b\| \]
F.2 Cross product

The cross product can be used to extract the perpendicular vector to two 3-dimensional vectors, thus equivalent to the normal vector, \( n \), of the plane spanned by the two vectors. The resulting collection of now three 3-dimensional vectors will all be orthogonal to each other.

\[
\mathbf{a} \times \mathbf{b} = \|\mathbf{a}\|\|\mathbf{b}\| \sin(\theta) \mathbf{n}
\]  \hspace{1cm} (F.12)

where \( \theta \) is the angle between the two vectors.

The direction of the cross product vector is equivalent to the z-axis vector within the right-hand rule.

Since the normal vector has unit-length, the norm of a cross product is:

\[
\|\mathbf{a} \times \mathbf{b}\| = \|\mathbf{a}\| \|\mathbf{b}\| \sin(\theta)
\]  \hspace{1cm} (F.13)

The norm of the cross product can be interpreted as the area of the parallelogram spanned by the vectors \( \mathbf{a} \) and \( \mathbf{b} \), see Figure F.1(b). The squared norm is also related to the dot product through

\[
\|\mathbf{a} \times \mathbf{b}\|^2 = \|\mathbf{a}\|^2 \|\mathbf{b}\|^2 - (\mathbf{a} \cdot \mathbf{b})^2
\]  \hspace{1cm} (F.14)

F.2.1 Cross product as matrix multiplication

The cross product can be computed as matrix multiplication with the skew-symmetric matrix representation of one of the vectors.

\[
\mathbf{a} \times \mathbf{b} = \Omega(\mathbf{a}) \mathbf{b} = \begin{bmatrix} 0 & -a_2 & a_1 \\ a_2 & 0 & -a_0 \\ -a_1 & a_0 & 0 \end{bmatrix} \begin{bmatrix} b_0 \\ b_1 \\ b_2 \end{bmatrix}
\]

\[
= \Omega(\mathbf{b})^\top \mathbf{a} = \begin{bmatrix} 0 & b_2 & -b_1 \\ -b_2 & 0 & b_0 \\ b_1 & -b_0 & 0 \end{bmatrix} \begin{bmatrix} a_0 \\ a_1 \\ a_2 \end{bmatrix}
\]  \hspace{1cm} (F.15)
F.2.2 Algebraic properties

\[ \mathbf{a} \times \mathbf{a} = \mathbf{0}_{3\times1} \]  
(F.16)

\[ \mathbf{a} \times \mathbf{b} = - (\mathbf{b} \times \mathbf{a}) \]  
(F.17)

\[ \mathbf{a} \times (\mathbf{b} + \mathbf{c}) = \mathbf{a} \times \mathbf{b} + \mathbf{a} \times \mathbf{c} \]  
(F.18)

\[ (c\mathbf{a}) \times \mathbf{b} = \mathbf{a} \times (c\mathbf{b}) = c(\mathbf{a} \times \mathbf{b}) \]  
(F.19)

Since the resulting vector from the cross product is orthogonal to both vectors, the dot product with the same vectors will always be zero.

\[ (\mathbf{a} \times \mathbf{b}) \cdot \mathbf{a} = 0 \]  
(F.20)

\[ (\mathbf{a} \times \mathbf{b}) \cdot \mathbf{b} = 0 \]  
(F.21)

For two parallel vectors

\[ \mathbf{a} \times \mathbf{b} = \mathbf{0}_{3\times1} \]  
(F.22)

The cross-product is rotation invariant

\[ (Ra) \times (Rb) = R(\mathbf{a} \times \mathbf{b}) \]  
(F.23)

F.2.3 Differentiation

The product rule, see Appendix G.2, also applies to the cross product

\[ \frac{d}{dt}(\mathbf{a} \times \mathbf{b}) = \frac{d\mathbf{a}}{dt} \times \mathbf{b} + \mathbf{a} \times \frac{d\mathbf{b}}{dt} \]  
(F.24)

F.3 Tangential velocity as cross product

Similarly to how the tangential velocity of a wheel can be determined by multiplying the angular velocity with the radius of the wheel, this can be generalized to compute the tangential velocity vector, \( \mathbf{v} \), from the angular velocity vector, \( \mathbf{\omega} \).

\[ \mathbf{v} = \mathbf{\omega} \times \mathbf{r} \]  
(F.25)

where \( \mathbf{r} \) is a constant position vector from the frame origin to the position where the tangential velocity should be determined, \( \mathbf{v} \) is the tangential velocity vector with origin in end of \( \mathbf{r} \) and \( \mathbf{\omega} \) is the angular-velocity vector.

This can be generalized further by using the frame definitions. Let a contact point, \( ^s\mathbf{p}_c \), defined within a shaft frame \( \{S\} \), be used to denote the origin of a contact point frame \( \{C\} \) as shown in

\[ ^c\mathbf{T}_s = \begin{bmatrix} \mathbf{I}_3 & ^s\mathbf{p}_c \\ 0_{1\times3} & 1 \end{bmatrix} \]  
(F.26)
Furthermore, let a rotating frame whose origin is coinciding with the shaft frame be defined as \{W\}. Now the tangential velocity defined in the contact point frame is computed with the cross product.

\[
\dot{\text{c}}_{pW} = \dot{\text{s}}_{w_w \rightarrow s} \times \dot{\text{s}}_{pC} \tag{F.27}
\]

where \( \dot{\text{c}}_{pW} \) is to be read as the linear velocity of the contact point when seen from the wheel frame, described in the contact point frame.

Since the orientation of the contact point frame is the same as the shaft frame, as defined in (F.26), the tangential velocity is the same when described in the shaft frame, \( \dot{\text{s}}_{pW} = \dot{\text{c}}_{pW} \).

\[
\dot{\text{s}}_{pW} = \dot{\text{s}}_{w_w \rightarrow s} \times \dot{\text{s}}_{pC} \tag{F.28}
\]
G Differential Calculus

Note that the numerator layout notation, as shown in (G.1) and (G.2), is used for partial derivatives, here illustrated with $f \in \mathbb{R}$, $g \in \mathbb{R}^m$ and $x \in \mathbb{R}^n$.

\[ \frac{\partial f}{\partial x} = \begin{bmatrix} \frac{\partial f}{\partial x_1} & \cdots & \frac{\partial f}{\partial x_n} \end{bmatrix} \quad \text{(G.1)} \]

\[ \frac{\partial g}{\partial x} = \begin{bmatrix} \frac{\partial g_0}{\partial x_1} & \cdots & \frac{\partial g_m}{\partial x_1} \\ \vdots & \ddots & \vdots \\ \frac{\partial g_m}{\partial x_1} & \cdots & \frac{\partial g_m}{\partial x_n} \end{bmatrix} \quad \text{(G.2)} \]

G.1 Chain rule

Derivative of inner function

\[ \frac{\partial}{\partial x} f(g(x)) = \frac{\partial f}{\partial g} \frac{\partial g}{\partial x} \quad \text{(G.3)} \]

G.2 Product rule

Derivative of products

\[ \frac{\partial}{\partial x} (f(x)g(x)) = \frac{\partial f}{\partial x} g(x) + f(x) \frac{\partial g}{\partial x} \quad \text{(G.4)} \]

G.3 Derivative of dot product

Computing the derivative of the dot product is almost as treating it as a product.

\[ \frac{\partial}{\partial x} (f(x) \cdot g(x)) = \frac{\partial f}{\partial x} \cdot g(x) + f(x) \cdot \frac{\partial g}{\partial x} \quad \text{(G.5)} \]

Since the dot product is commutative we can freely swap the order such as to put the two Jacobians on the right-most side.

\[ \frac{\partial}{\partial x} (f(x) \cdot g(x)) = g(x) \cdot \frac{\partial f}{\partial x} + f(x) \cdot \frac{\partial g}{\partial x} \quad \text{(G.6)} \]

This enables us to write the derivative as vector multiplications.

\[ \frac{\partial}{\partial x} (f(x)^T g(x)) = g(x)^T \frac{\partial f}{\partial x} + f(x)^T \frac{\partial g}{\partial x} \quad \text{(G.7)} \]

For the dot product with the same vector:

\[ \frac{\partial}{\partial x} (f(x) \cdot f(x)) = \frac{\partial}{\partial x} (f(x)^T f(x)) = f(x)^T \frac{\partial f}{\partial x} + f(x)^T \frac{\partial f}{\partial x} \quad \text{(G.8)} \]

\[ = 2f(x)^T \frac{\partial f}{\partial x} \]
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Dot product with the same vector with matrix constant in between.

\[
\frac{\partial}{\partial x} (f(x) \cdot Cf(x)) = \frac{\partial f}{\partial x} \cdot Cf(x) + f(x) \cdot C \frac{\partial f}{\partial x} \\
= Cf(x) \cdot \frac{\partial f}{\partial x} + f(x) \cdot C \frac{\partial f}{\partial x} \\
= (Cf(x))^T \frac{\partial f}{\partial x} + f(x)^T C \frac{\partial f}{\partial x} \\
= f(x)^T C^T \frac{\partial f}{\partial x} + f(x)^T C \frac{\partial f}{\partial x} \\
= f(x)^T \left( C^T + C \right) \frac{\partial f}{\partial x} \\
\tag{G.9}
\]

G.4 Derivative of matrix equations

Taking the partial derivative of equations with matrix multiplications, e.g., \( Ax \)

\[
\frac{\partial}{\partial x} Ax = A \\
\frac{\partial}{\partial x} x^T A = A^T \\
\tag{G.10, G.11}
\]

The latter is proven by looking at the partial derivative as a column vector of elementwise derivatives. Let \( A \in \mathbb{R}^{m \times n} \) and \( x \in \mathbb{R}^m \) such that the matrix vector product, \( y^T = x^T A \), with \( y \in \mathbb{R}^n \). Let \( a_j \) denote the \( j \)-th column of \( A \) and \( y_j = x^T a_j = a_j^T x \) denote the \( j \)-the element of the matrix vector product.

\[
\frac{\partial}{\partial x} x^T A = \frac{\partial y^T}{\partial x} = \left[ \frac{\partial y_1}{\partial x} \ldots \frac{\partial y_n}{\partial x} \right] = \begin{bmatrix} a_1^T \\ \vdots \\ a_n^T \end{bmatrix} = A^T \\
\tag{G.12}
\]

where the vector-vector partial derivative of a row vector, \( y^T \) is defined as the same as with the row vector, \( y \).

For \( x^T Ax \) the product rule is applied and a similar principle as above is used to compute the partial derivative.

\[
\frac{\partial}{\partial x} x^T Ax = \frac{\partial}{\partial x_a} \left( x_a^T Ax \right) + \frac{\partial}{\partial x_b} \left( x^T A x_b \right) = x^T A^T + x^T A = x^T \left( A^T + A \right) \\
\tag{G.13}
\]

and if \( A \) is symmetric this reduces to

\[
\frac{\partial}{\partial x} x^T Ax = 2x^T A \\
\tag{G.14}
\]

G.5 Multivariate derivative

Using the Jacobian

\[
J = \begin{bmatrix} \frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_l}{\partial x_n} \\ \vdots & \ddots & \vdots \\ \frac{\partial f_m}{\partial x_1} & \cdots & \frac{\partial f_m}{\partial x_n} \end{bmatrix} \\
\tag{G.15}
\]
H Quaternion Theory

To describe the orientation of the ballbot it has been decided to use quaternions. This appendix contains the relevant theory of quaternions, thus how to describe rotations with quaternions and how to deal with them mathematically. The theory is mostly based on [79] and [80] mixed with own experience. If the reader is unfamiliar with quaternions it is recommended to take a look at the following sources, [81] [82] [83] [84], before continuing. Furthermore, a comprehensive summary of the different rotation descriptions and how to convert between them, is found in [85].

Quaternions are more than just a singularity free representation of rotations, namely a complex number with a scalar part, \( q_0 \), and three orthogonal imaginary parts, \( q_1, q_2, q_3 \), often represented in vector form rather than with the complex number notation.

\[
q = q_0 + q_1 \hat{i} + q_2 \hat{j} + q_3 \hat{k} = \begin{bmatrix} q_0 \\
q_1 \\
q_2 \\
q_3 
\end{bmatrix} = q_0 \begin{bmatrix} 1 \\
0 \\
0 \\
0 
\end{bmatrix} + q_1 \begin{bmatrix} 0 \\
1 \\
0 \\
0 
\end{bmatrix} + q_2 \begin{bmatrix} 0 \\
0 \\
1 \\
0 
\end{bmatrix} + q_3 \begin{bmatrix} 0 \\
0 \\
0 \\
1 
\end{bmatrix}
\]

where \( \hat{i}, \hat{j} \) and \( \hat{k} \) are the fundamental unit quaternions, not to be confused with the Cartesian unit vectors, e.g., \( \vec{i} \), since the quaternion unit vectors are four dimensional. Other representations, e.g., in ROS, defines the quaternion elements as

\[
q = \begin{bmatrix} w \\
v 
\end{bmatrix} = \begin{bmatrix} w \\
x \\
y \\
z 
\end{bmatrix} \quad (H.2)
\]

where \( w \) is the scalar part and \( v = [x, y, z] \) the vector part of the quaternion. However, in this thesis the definition in (H.1) is used. Note the use of the vector operator above the quaternion, \( \vec{q} \), to denote the vector part. Two operators are introduced: the devectorize operator, \( \vee \), to extract the vector part of a quaternion and the vectorize operator, \( \wedge \), to construct a quaternion with zero scalar value from the vector part.

\[
\vec{q} = \vee q
\]

\[
\wedge \vec{q} = \begin{bmatrix} 0 \\
\vec{q} 
\end{bmatrix}
\]

These operators are also defined and used as matrices:

\[
\vee = \begin{bmatrix} 0_{3 \times 1} & I_3 
\end{bmatrix} \quad (H.5)
\]

\[
\wedge = \begin{bmatrix} 0_{1 \times 3} & I_3 
\end{bmatrix}
\]
Appendix H. Quaternion Theory

H.1 Quaternion mathematics

Similar to complex numbers general mathematical operators such as addition, subtraction, multiplication and division are defined for quaternions. It will be shown how quaternions and quaternion operations can be dealt with through matrix-vector multiplications. Dealing with the quaternion as a vector allows all the operators to be defined as either vector operations or matrix-vector operations of some kind, some of which are linear operations and others, such as the quaternion multiplication, are non-linear.

Addition and subtraction of quaternions are the same as for real numbers and real vectors.

\[ d = q + p = \begin{bmatrix} q_0 + p_0 \\ q_1 + p_1 \\ q_2 + p_2 \\ q_3 + p_3 \end{bmatrix} \] (H.7)

\[ d = q - p = \begin{bmatrix} q_0 - p_0 \\ q_1 - p_1 \\ q_2 - p_2 \\ q_3 - p_3 \end{bmatrix} \] (H.8)

Quaternion multiplication, denoted with the multiplication operator, \( \circ \), is, however, very different and more complex. Similar to matrix multiplication, quaternion multiplication is commutative so that the multiplication order matters. A quaternion multiplication is defined from a set of multiplication rules for the imaginary parts, similar to complex number multiplications where \( i^2 = -1 \). This definition of quaternion multiplication is useful when dealing with the quaternions in their complex number notation. However, the multiplication can also be written in vector notation using the dot product and cross product.

\[ q \circ p = \begin{bmatrix} q_0 \\ \vec{q} \end{bmatrix} \circ \begin{bmatrix} p_0 \\ \vec{p} \end{bmatrix} = \begin{bmatrix} q_0p_0 - \vec{q} \cdot \vec{p} \\ q_0\vec{p} + \vec{q} \times \vec{p} \end{bmatrix} \] (H.10)

Written out this quaternion multiplication is computed as shown below, organized in two different ways.

\[ q \circ p = \begin{bmatrix} q_0p_0 - q_1p_1 - q_2p_2 - q_3p_3 \\ q_1p_0 + q_0p_1 - q_3p_2 + q_2p_3 \\ q_2p_0 + q_3p_1 + q_0p_2 - q_1p_3 \\ q_3p_0 - q_2p_1 + q_1p_2 + q_0p_3 \end{bmatrix} \Phi(q)p \] \( = \) \[ \begin{bmatrix} p_0q_0 - p_1q_1 - p_2q_2 - p_3q_3 \\ p_1q_0 + p_0q_1 - q_3p_2 + q_2p_3 \\ p_2q_0 - q_3p_1 + p_0q_2 + q_1p_3 \\ p_3q_0 + q_2p_1 - p_1q_2 + p_0q_3 \end{bmatrix} \Gamma(p)q \] (H.11)

From the organized way it is clear how the quaternion multiplication can also be represented through matrix-vector multiplication, using a matrix with a specific structure constructed from the quaternion.

\[ q \circ p = \Phi(q)p = \Gamma(p)q \] (H.12)

Here \( \Phi(q) \) denotes the matrix operator for left quaternion multiplication and \( \Gamma(p) \) denotes the matrix operator for right quaternion multiplication.
Noted differently with a slight abuse of notation:

\[
\Phi(q) = q \circ \\
\Gamma(p) = \circ p
\]  

(H.13)  

(H.14)

These matrix operators are defined as follows

\[
\Phi(q) = \begin{bmatrix}
q_0 & -q^T \\
q^T & I_3q_0 + \Omega(q)
\end{bmatrix}
= \begin{bmatrix}
q_0 & -q_1 & -q_2 & -q_3 \\
q_1 & q_0 & -q_3 & q_2 \\
q_2 & q_3 & q_0 & -q_1 \\
q_3 & -q_2 & q_1 & q_0
\end{bmatrix}
\]  

(H.15)

\[
\Gamma(p) = \begin{bmatrix}
p_0 & -p^T \\
p^T & I_3p_0 - \Omega(p)
\end{bmatrix}
= \begin{bmatrix}
p_0 & -p_1 & -p_2 & -p_3 \\
p_1 & p_0 & p_3 & -p_2 \\
p_2 & -p_3 & p_0 & p_1 \\
p_3 & p_2 & -p_1 & p_0
\end{bmatrix}
\]  

(H.16)

where \(\Omega(v)\) is the skew-symmetric matrix representation of a vector, see Appendix F.2. Hence the best way to think of quaternion multiplications is as a linear matrix operator \(\Phi(q)\) such that \(q \circ p \rightarrow \Phi(q)p\) and conversely for right multiplication, \(q \circ p \rightarrow \Gamma(p)q\).

Similar to matrices the inverse quaternion exists from definition of an identity property. This requires the introduction of a unit quaternion which holds the multiplicative property of unity. This means that any quaternion multiplied with the unit quaternion, no matter if it is a left or right multiplication, results in the same quaternion.

\[
q_{unit} = \begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix}
\]  

(H.17)

\[
q_{unit} \circ p = p
\]  

(H.18)

\[
p \circ q_{unit} = p
\]  

(H.19)

The inverse quaternion should thus fulfil the identity property:

\[
q \circ q^{-1} = \begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix}
\]  

(H.20)

Quaternions have the property that the inverse is very easy to find and always exist.

\[
q^{-1} = \frac{q^*}{\|q\|^2} = \frac{q^*}{q^Tq}
\]  

(H.21)

The conjugated quaternion, \(q^*\), is defined as the quaternion with negated vector part.

\[
q^* = \begin{bmatrix}
q_0 \\
-q_1 \\
-q_2 \\
-q_3
\end{bmatrix}
\]  

(H.22)
This results in the following property of multiplication with the conjugated quaternion.

\[ q^* \circ q = (q^T qq^{-1}) \circ q = q^T q (q^{-1} \circ q) = q^T q \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix} \]  \hspace{1cm} (H.23)

Due to the construction of the matrix operators in (H.15) and (H.16), multiplying with a conjugated quaternion is the same as multiplying with the transposed matrix operator.

\[ \Phi(q^*) = \Phi(q)^T = q^* \circ \] \hspace{1cm} (H.24)
\[ \Gamma(p^*) = \Gamma(p)^T = p^* \] \hspace{1cm} (H.25)

Similarly to the above result, combining the matrix operator of a conjugated quaternion with the non-conjugated operator, results in a scaled identity matrix.

\[ \Phi(q)^T \Phi(q) = q^T q I_4 \] \hspace{1cm} (H.26)
\[ \Gamma(p)^T \Gamma(p) = p^T p I_4 \] \hspace{1cm} (H.27)

To enable arbitrary computations with quaternions using matrix-vector multiplications the conjugate operator, \( I^* \), is introduced.

\[ q^* = I^* q \] \hspace{1cm} (H.28)

where

\[ I^* = \begin{bmatrix} 1 & 0_{1 \times 3} \\ 0_{3 \times 1} & -I_3 \end{bmatrix} \] \hspace{1cm} (H.29)

Please note that the following relationships

\[ \Phi(I^* q) = \Phi(q)^T \] \hspace{1cm} (H.30)
\[ \Phi(I^* q) \neq I^* \Phi(q) \] \hspace{1cm} (H.31)

and conversely for \( \Gamma(p) \).

### H.2 Quaternions for rotation

Since a rotation in 3-dimensional space only spans three degrees of freedom, using a quaternion with four elements will be overdetermined. When using quaternions to describe rotations a unit norm constraint is thus required, which puts all rotation quaternions on a 4-dimensional unit sphere.

\[ \|q\| = \sqrt{q^T q} = 1 \] \hspace{1cm} (H.32)
\[ \Rightarrow q^T q = 1 \] \hspace{1cm} (H.33)

Therefore, rotation quaternions are not closed under addition and subtraction and is thus only closed under quaternion multiplication.
Note that for quaternions with unit length the previous definition of the inverse quaternion simplifies to just the conjugate. A property that is comparable to rotation matrices where the inverse corresponds to the transpose.

\[ q^{-1} = q^* ||q|| = 1 \] (H.34)

Therefore, we also have

\[ q^* \circ q = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix} \] (H.35)

Rotational quaternions, in the latter generalized and just referred to as quaternions, have the property of being able to describe a rotation by a rotation axis, \( r \) and a rotation amount (angle), \( \theta \).

\[ q = \begin{bmatrix} \cos \left( \frac{\theta}{2} \right) \\ r \sin \left( \frac{\theta}{2} \right) \end{bmatrix} \] (H.36)

Note that the inverse quaternion, thus rotating in the opposite direction, is given by the conjugate corresponding to inverting the rotation axis. The definition in (H.36) gives the rotation quaternions their special singularity free ability to represent any 3-dimensional rotation, but it comes at a cost. Stating that the quaternions are singularity free does not mean that a single rotation has a unique quaternion representation. Due to the construction two quaternions exist for each unique rotation, one on each side of the four dimensional unit sphere. Negating all elements of a quaternion thus represents the same rotation, but it represents it by stating that the rotation is carried out by rotating with a certain amount plus 360°. Rotating a vector with the negative quaternion yields the same result. However, when dealing with controllers using the quaternion error, as presented in Section 8.1, it is crucial to consider the sign of the scalar part since this indicates whether the error is a short or long rotation, see Section 8.1.1.

In this thesis quaternions are used to describe the rotation between two frames, namely the body frame and the ball frame (note that the orientation of the ball frame is coincident with the inertial frame).

Since the rotation axis, around which the rotation is defined, is given in a certain frame, the notation of a rotation quaternion is updated to reflect these frames. The superscript defines in which frame the rotation axis is defined and also to which frame the rotation is carried out, in this case the ball frame. The subscript defines the frame from which the quaternion rotates from, in this case the body frame.

\[ K_B q = \begin{bmatrix} \cos \left( \frac{\theta}{2} \right) \\ K_r \sin \left( \frac{\theta}{2} \right) \end{bmatrix} \] (H.37)

In this case \( K_B q \) defines the rotation from frame \( \{B\} \) to frame \( \{K\} \). Note that similar to rotation matrices, the rotation is represented as how to rotate the final frame, namely frame \( \{K\} \), to the initial frame, in this case the body frame \( \{B\} \). The quaternion should thus be interpreted as a rotation axis defined in the ball frame, around which a rotation amount transforms the ball frame into the body frame.
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As a side note, even though the rotation axis is said to be defined in a single frame, the rotation axis is identical in both frames, $^n r = ^k r$. Note that this is a consequence of the axis-angle definition.

H.3 Vector rotation

Rotating a vector with a quaternion is carried out using a sequence of quaternion multiplications. To rotate a 3-dimensional vector, $p$, the vector has to be converted to a 4-dimensional quaternion representation. A 3-dimensional vector is represented in a quaternion by setting the scalar, $q_0$, to 0 and setting the vector part, $\vec{q}$, to the vector, $p$. The quaternion representation of a vector, $p$, will be denoted $\tilde{p}$.

$$\tilde{p} = \begin{bmatrix} 0 \\ p \end{bmatrix} = \wedge p$$  \hspace{1cm} (H.38)

Note the use of the defined vectorize operator, $\wedge$. Rotating a vector defined in the body frame, $^B p$, with a rotation defined by the quaternion, $^B q$, results in the corresponding vector defined in the ball frame, $^K p$. This rotation is shown in (H.39).

$$^K \tilde{p} = ^B q \circ \tilde{p} \circ ^B q^*$$  \hspace{1cm} (H.39)

Note the use of the quaternion representation for both vectors, $^B \tilde{p}$ and $^K \tilde{p}$. The reason that we have to both pre- and post-multiply with the quaternion is due to the way that a quaternion only carries half of the rotation amount, $\frac{\theta}{2}$, see (H.37). Conversely the inverse rotation, thus rotating a vector defined in the ball frame to its corresponding vector in the body frame, is carried out by reversing the order.

$$^B \tilde{p} = ^K q^* \circ \tilde{p} \circ ^K q$$  \hspace{1cm} (H.40)

The matrix operators from (H.13) and (H.14) can be applied to convert the quaternion multiplications into matrix multiplications. To split the equation into matrix operations it has to be partitioned first.

$$^B \tilde{p} = \underbrace{\Phi(^B q)}_{\Phi(\tilde{p})} \left( \begin{array}{c} K q \\ K \tilde{p} \end{array} \right)$$

$$= \Phi(^B q) \left( \begin{array}{c} K q \\ K \tilde{p} \end{array} \right)$$

$$= \Phi(\tilde{p}) \Gamma(^K q) \tilde{p}$$  \hspace{1cm} (H.42)

Similarly for the rotation in the opposite direction

$$^K \tilde{p} = \Phi(^K q^*) \Gamma(^K q) \tilde{p}$$  \hspace{1cm} (H.43)

Since the rotated vector result is represented as a quaternion, it might be desirable to extract the vector part by using the devectorize operator. Combining the vectorize and devectorize operators and the matrix operators, yields a single equation to rotate a given 3-dimensional vector with a quaternion.

$$^B p = \underbrace{\vee \Phi(^B q)}_{\vee \Phi(\tilde{p})} \Gamma(^K q) \wedge ^K p$$  \hspace{1cm} (H.45)

$$^K p = \underbrace{\vee \Phi(^K q)}_{\vee \Phi(\tilde{p})} \Gamma(^K q) \wedge ^B p$$  \hspace{1cm} (H.46)
One thing is to be able to rotate a vector with a quaternion, another thing is to compute the rotation, in terms of a quaternion, between two vectors, \( \mathbf{p}_A \) and \( \mathbf{p}_B \). As described in Appendix F.2 the cross product can be used to extract the normal vector to the plane spanned by the two vectors. This vector corresponds to the rotation axis. The dot product is then used to compute the rotation amount. The final quaternion is constructed by combining these elements.

\[
\begin{align*}
\mathbf{r} &= \mathbf{p}_A \times \mathbf{p}_B \\
\theta &= \cos^{-1} \left( \frac{\mathbf{p}_A \cdot \mathbf{p}_B}{\|\mathbf{p}_A\| \|\mathbf{p}_B\|} \right) \\
\mathbf{q} &= \begin{bmatrix} 
\cos \left( \frac{\theta}{2} \right) \\
r \sin \left( \frac{\theta}{2} \right)
\end{bmatrix}
\end{align*}
\] (H.47)

**H.4 Quaternion dynamics**

The derivative of a quaternion is indeed the elementwise derivatives.

\[
\dot{\mathbf{q}} = \begin{bmatrix} 
\dot{q}_0 \\
\dot{q}_1 \\
\dot{q}_2 \\
\dot{q}_3
\end{bmatrix}
\] (H.48)

However, since the quaternion lives on a four-dimensional sphere a kinematic relationship governs the evolution of the quaternion and thus governs the derivative of the quaternion \([86]\). This relationship is based on the 3-dimensional relative angular velocity between the two frames that can be defined in either of the two frames, \( ^B \omega_{B \rightarrow K} \) or \( ^K \omega_{B \rightarrow K} \), see Appendix E. Note that the angular velocity vector is also represented in a quaternion by vectorization, \( \tilde{\omega} \), see (H.38). The kinematic relationships are shown in (H.49) and (H.50).

\[
\begin{align*}
\dot{\mathbf{q}}^B &= \frac{1}{2} \mathbf{q}^B \circ ^B \tilde{\omega}_{B \rightarrow K} \\
&= \frac{1}{2} \mathbf{Q}^B_{B \rightarrow K} \circ \mathbf{q}^B 
\end{align*}
\] (H.49)

(\( \mathbf{Q}^B_{B \rightarrow K} \))

\[
\begin{align*}
\dot{\mathbf{q}}^K &= \frac{1}{2} \mathbf{q}^K \circ ^K \tilde{\omega}_{B \rightarrow K} \\
&= \frac{1}{2} \mathbf{Q}^K_{B \rightarrow K} \circ \mathbf{q}^K
\end{align*}
\] (H.50)

Conversely the angular velocity of a quaternion can be computed with the quaternion derivative. By pre-multiplying (H.49) with \( 2 \mathbf{q}^B \) we get

\[
\begin{align*}
\tilde{\omega}_{B \rightarrow K}^B &= 2 \mathbf{q}^B \circ \dot{\mathbf{q}}^B \\
&= 2 \mathbf{q}^B \circ \mathbf{q}^B \\
&= 2 \mathbf{q}^B \circ \mathbf{q}^B \\
&= 2 \mathbf{q}^B \circ \mathbf{q}^B
\end{align*}
\] (H.51)

Finding derivatives of equations involving quaternions and quaternion multiplications is as simple as finding derivatives of time varying vector functions. By keeping in mind that quaternion multiplications corresponds to matrix multiplications with matrix functions defined from the quaternion, the rules for taking derivatives of matrix and matrix-vector products can be used. Finding the time derivative of the vector rotation, (H.39), simply requires the use of the product rule, see Appendix G.2.

\[
\frac{d}{dt} \left( \mathbf{q}^B \circ \dot{\mathbf{p}} \circ \mathbf{q}^B \right) = \mathbf{q}^B \circ \dot{\mathbf{p}} \circ \mathbf{q}^B
\] (H.53)
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For a constant vector within a rotating frame, $\vec{n}\hat{p} = 0$, the above equation simplifies to a sum of two terms.

$$\vec{k}\hat{p} = \nabla \left( \Phi(\vec{n}\hat{q}) \Phi(\vec{n}\hat{\bar{p}}) \right) + \Gamma(\vec{n}\hat{q})^T \Gamma(\vec{n}\hat{\bar{p}})$$

Let $\Pi_p(q)$ and $\Lambda_p(q)$ be two new operators, defined to simplify equations involving vector rotations. These operators are tied to a certain vector denoted in the subscript, here shown with $p$.

$$\Pi_p(q) = \Phi(q) \Phi(\vec{n}\hat{\bar{p}}) \Gamma^*$$

$$\Lambda_p(q) = \Gamma(q)^T \Gamma(\vec{n}\hat{\bar{p}})$$

Due to the construction of these operators there is furthermore a key relationship between their vector parts.

$$\nabla \Pi_p(q) = \nabla \Lambda_p(q)$$

The angular velocity from (H.53) thus simplifies to

$$\vec{k}\hat{p} = \nabla \Pi_p(\vec{n}\hat{q}) + \nabla \Lambda_p(\vec{n}\hat{q}) = 2 \nabla \Pi_p(\vec{n}\hat{q}) \Gamma^* \vec{n}\hat{q}$$

$$= 2 \nabla \Lambda_p(\vec{n}\hat{q}) \vec{n}\hat{q}$$

Which thereby also simplifies the vectorized version

$$\vec{k}\hat{p} = 2 \nabla \Pi_p(\vec{n}\hat{q}) \vec{n}\hat{q} = 2 \nabla \Lambda_p(\vec{n}\hat{q}) \vec{n}\hat{q}$$

Another relationship with the operator is how it simplifies when multiplied with its transpose.

$$\Pi_p(q)^T \Pi_p(q) = \Lambda_p(q)^T \Lambda_p(q)$$

These properties are useful when computing the kinetic energy in Section 5.2.2, where the squared norm of the velocity, $\vec{k}\hat{p}^T \vec{k}\hat{p}$, is used.
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Conversely the well known equation for the derivative of a rotating point using the skew-symmetric angular velocity matrix appears when inserting the definition for the quaternion derivative, (H.50), with the angular velocity defined in the ball frame.

\[
\begin{align*}
\dot{\mathbf{k}}_p &= \frac{1}{2} \mathbf{K}_{B-K} \circ \mathbf{K}_q \circ \mathbf{B}_p \circ \mathbf{K}_q^* + \frac{1}{2} \mathbf{K}_q \circ \mathbf{B}_p \circ \mathbf{K}_q^* \circ \mathbf{K}_{B-K} \\
\end{align*}
\]  

(H.61)

Noting the transformation relationship from (H.39) the equation collapses to

\[
\begin{align*}
\dot{\mathbf{k}}_p &= \frac{1}{2} \mathbf{K}_{B-K} \circ \mathbf{K}_q + \frac{1}{2} \mathbf{K}_q \circ \mathbf{K}_{B-K} \\
\end{align*}
\]  

(H.62)

Since both \( \mathbf{k}_p \) and \( \mathbf{k}_{B-K} \) have zero scalar part, the above equation simplifies to just the cross-product from (H.10), which can be computed using the skew-symmetric matrix as described in Appendix F.2.

\[
\begin{align*}
\dot{\mathbf{k}}_p &= \mathbf{k}_{B-K} \times \mathbf{k}_p = \mathbf{\Omega}^{(\mathbf{k}_{B-K})} \mathbf{k}_p \\
\end{align*}
\]  

(H.63)

H.5 Numerical integration

Performing a numerical discrete integration from one time step to another is useful when simulating dynamic systems and when dealing with discrete controller and estimator implementations. Computing the discrete integration step for a dynamic system is a matter of finding the solution to the continuous differential equation from \( t_0 \) to \( t_1 \). For Linear Time-Invariant (LTI) systems described by \( \dot{\mathbf{x}} = \mathbf{A} \mathbf{x} \), the solution is given by the matrix exponential given an integration period of \( \Delta t = t_1 - t_0 \)

\[
\begin{align*}
\mathbf{x}(t) &= e^{\mathbf{A} t} \mathbf{x}(0) \\
\mathbf{x}[k] &= e^{\mathbf{A} \Delta t} \mathbf{x}[k-1] \\
\end{align*}
\]  

(H.64)

A similar exponential, called the quaternion exponential, exists for integration of quaternions. Through a Taylor series approximation of the exponential an approximate closed form solution to the exponential has been derived.

\[
e^\mathbf{q} = e^{\mathbf{q}_0} \left[ \begin{array}{c}
\cos(||\mathbf{q}||) \\
\frac{\mathbf{q}}{||\mathbf{q}||} \sin(||\mathbf{q}||)
\end{array} \right]
\]  

(H.65)

Using the quaternion derivative definition from (H.49) with the body angular velocity, the closed form solution to quaternion integration is given as [87] [88]

\[
\begin{align*}
\mathbf{k}_q(t) &= e^{\frac{1}{2} \mathbf{\omega}_{B-K} t} \mathbf{k}_q(0) \\
\mathbf{k}_q[k] &= \mathbf{k}_q[k-1] \circ \left[ \begin{array}{c}
\cos \left( \frac{\Delta t}{2} ||\mathbf{\omega}_{B-K}|| k - 1 || \right) \\
\frac{\mathbf{\omega}_{B-K}[k-1]}{||\mathbf{\omega}_{B-K}[k-1]||} \sin \left( \frac{\Delta t}{2} ||\mathbf{\omega}_{B-K}|| k - 1 \right) \\
\end{array} \right] \\
\end{align*}
\]  

(H.66)

This is the most exact approximation to integrate angular velocity and update the quaternion, but it is numerically unstable when the norm of the angular velocity approaches zero, due to the denominator.
Another way to approximate the quaternion integration is as a Linear Time-Invariant (LTI) system given the angular velocity of the rotation. Applying the matrix operators to (H.49) and assuming constant angular velocity over the integration interval, yields a four-dimensional LTI system:

$$\begin{align*} 
\hat{\mathbf{q}}_n^k &= \frac{1}{2} \Gamma (\hat{\omega}_n^{\text{rot}})_n^k \mathbf{q}_n^k 
\end{align*}$$

The solution to this ODE is the matrix exponential as shown in (H.64). The integrated quaternion is thus given as

$$\begin{align*} 
\mathbf{q}_n^k &= e^{\frac{1}{2} \Delta t \Gamma (\hat{\omega}_n^{\text{rot}})} \mathbf{q}_n^{k-1} 
\end{align*}$$

Depending on the application and necessary accuracy the matrix exponential might be too computationally expensive. The simplest type of approximate integration is obviously the Forward Euler method [89] [90]. As always with Forward Euler the accuracy degrades with the duration of $\Delta t$. The smaller step size the more accurate.

$$\begin{align*} 
\hat{\mathbf{q}}_n^k &= \hat{\mathbf{q}}_n^{k-1} + \Delta t \hat{\mathbf{q}}_n^{k-1} 
\end{align*}$$

However, the above definition voids one of the most essential arithmetic constraints of the quaternions, namely that they are not closed under addition and subtraction. Therefore, to ensure that the above approximation yields a valid quaternion a normalization step is usually performed after each integration step to keep the quaternion on the unit sphere [91].

$$\begin{align*} 
\hat{\mathbf{q}}_n^k &= \hat{\mathbf{q}}_n^{k-1} \frac{1}{\| \hat{\mathbf{q}}_n^{k-1} \|} 
\end{align*}$$

Instead of adding the computed derivative directly to the quaternion, a delta quaternion can be computed through small angle approximation and added to the quaternion through proper quaternion multiplication. With a small $\Delta t$ the amount of change in rotation will be small allowing a small angle approximation of (H.36) where $\cos \left( \frac{\theta}{2} \right) \approx 1$.

$$\begin{align*} 
\Delta \hat{\mathbf{q}}_n^{k-1} &= \begin{bmatrix} 1 \\ \frac{1}{2} \Delta t \hat{\omega}_n^{\text{rot}}[k-1] \end{bmatrix} \\
\hat{\mathbf{q}}_n^k &= \hat{\mathbf{q}}_n^{k-1} \circ \Delta \hat{\mathbf{q}}_n^{k-1} 
\end{align*}$$

Note that due to the small angle approximations, it is still recommended to normalize the resulting quaternion to ensure that the unit constraint is fulfilled.

### H.6 Euler angles

In Chapter 1 Euler angles were introduced as the most common way to represent 3-dimensional rotations since they are intuitive and fairly simple to interpret. With Euler angles any rotation is decomposed into an ordered sequence of three rotations along individual axes. Most commonly, especially within aerospace, the Euler 3-2-1 sequence, also known as Euler ZYX sequence, is used, where a sequence of yaw, pitch and roll angles describe the rotation [27].
Roll ($\phi$), pitch ($\theta$) and yaw ($\psi$) corresponds to rotations around the X, Y and Z axes respectively.

\[
R_X(\phi) = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos(\phi) & -\sin(\phi) \\
0 & \sin(\phi) & \cos(\phi)
\end{bmatrix}
\]

\[
R_Y(\theta) = \begin{bmatrix}
\cos(\theta) & 0 & \sin(\theta) \\
0 & 1 & 0 \\
-\sin(\theta) & 0 & \cos(\theta)
\end{bmatrix}
\]

\[
R_Z(\psi) = \begin{bmatrix}
\cos(\psi) & -\sin(\psi) & 0 \\
\sin(\psi) & \cos(\psi) & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

where $R_X(\phi)$ is the Roll SO(3) rotation matrix around the X-axis of $\phi$ amount, $R_Y(\theta)$ is the Pitch SO(3) rotation matrix around the Y-axis of $\theta$ amount and $R_Z(\psi)$ is the Yaw SO(3) rotation matrix around the Z-axis of $\psi$ amount.

The Euler ZYX sequence for a rotation from body frame to ball frame, is defined as shown in (H.74).

\[
_k^bR(\phi, \theta, \psi) = R_Z(\psi)R_Y(\theta)R_X(\phi) = \begin{bmatrix}
c_\psi c_\theta & c_\psi s_\theta s_\phi - s_\psi c_\phi & c_\psi s_\theta c_\phi + s_\psi s_\phi \\
s_\psi c_\theta & s_\psi s_\theta s_\phi + c_\psi c_\phi & s_\psi s_\theta c_\phi - c_\psi s_\phi \\
-s_\theta & c_\theta s_\phi & c_\theta c_\phi
\end{bmatrix}
\]

where $k^bR(\phi, \theta, \psi)$ is the combined SO(3) rotation matrix of Roll, Pitch and Yaw from frame {B} to frame {K}. A rotation is constructed by:

1. Starting in frame {K}, then rotating this with $\psi$ around its z-axis
2. Rotating the new intermediate frame by $\theta$ around its y-axis (intermediate y-axis)
3. Finally, rotating the new intermediate frame by $\phi$ around its intermediate x-axis

The resulting rotation can be identified by reading the sequence from left to right with a moving frame, which means that each rotation would be described according to the principal axes of the rotating frame, starting with the final frame {K}. Thus the direction of each axis might change after each rotation.

The reason for choosing this sequence lies in readability of the roll, pitch and yaw angles. The yaw angle describes the heading of the robot by defining the direction of the body x-axis in the xy-plane of the ball frame. The roll and pitch angles defines the inclination of the robot in this constructed heading frame, thus the amount that the robot is pitched forward/backward followed by the amount that the robot is rolled around the resulting x-axis.
Quaternions are far more difficult to interpret and visualize. When a quaternion is close to the unit quaternion, the vector elements of the x and y axes will be close to half of the roll and pitch angles, thus a small angle approximation.

\[\begin{align*}
\vec{b}_q |_{\phi, \theta, \psi} &\ll 10^8 \\
\approx &\begin{bmatrix} 1 \\
\frac{\phi}{2} \\
\frac{\theta}{2} \\
\frac{\psi}{2} 
\end{bmatrix}
\end{align*}\] (H.75)

However, to enable visualization of the robot orientation with the readable Euler angles, a conversion from quaternion to Euler angles is desired. Since Euler angles are not unique such a conversion will not be unique either. We will thus focus on just the Euler ZYX sequence.

If we just wanted to extract the heading from the quaternion, thus the direction in which the body x-axis is pointing in the ball xy-plane, the x-axis base vector of the body frame, \(\vec{k}_i\), could just be projected onto the xy-plane of the ball frame. Using (H.39) the projected x-axis vector and heading angle is computed as follows

\[
\begin{align*}
\vec{k}_{i,0} &= q_0^2 + q_1^2 - q_2^2 - q_3^2 \\
\vec{k}_{i,1} &= 2(q_0q_3 + q_1q_2) \\
\psi &= \text{atan2}\left(\frac{\vec{k}_{i,1}}{\vec{k}_{i,0}}, \frac{\vec{k}_{i,0} - q_2^2 - q_3^2}{q_0^2 + q_1^2 - q_2^2 - q_3^2}\right)
\end{align*}\] (H.76)

The above equation illustrates how one of the Euler angles, namely the heading or yaw angle, \(\psi\), is extracted from the quaternion. The conversion of the remaining angles are shown below [85].

\[
\begin{align*}
\psi &= \text{atan2}\left(2(q_0q_3 + q_1q_2), q_0^2 + q_1^2 - q_2^2 - q_3^2\right) \\
\theta &= \sin^{-1}\left(2(q_0q_2 - q_1q_3)\right) \\
\phi &= \text{atan2}\left(2(q_0q_1 + q_2q_3), q_0^2 - q_1^2 - q_2^2 + q_3^2\right)
\end{align*}\] (H.77)

To construct a quaternion from an Euler sequence, the same rotation sequence are constructed with right-multiplied quaternions. The way to read and interpret a sequence of quaternion multiplications are from left to right. Successive rotations performed by quaternion multiplication are therefore ordered from left to right in the applied order. Note how the delta quaternion in (H.72), was right multiplied since the incremental rotation was based on the current orientation. Similarly the Euler ZYX sequence from (H.73) can be constructed as a quaternion sequence as shown in (H.78) [28] [86].

\[
\begin{align*}
\vec{b}_q &= q_2(\psi) \circ q_1(\theta) \circ q_0(\phi) = \\
&= \begin{bmatrix}
\cos\left(\frac{\psi}{2}\right) \cos\left(\frac{\theta}{2}\right) \cos\left(\frac{\phi}{2}\right) + \sin\left(\frac{\psi}{2}\right) \sin\left(\frac{\theta}{2}\right) \sin\left(\frac{\phi}{2}\right) \\
\cos\left(\frac{\psi}{2}\right) \cos\left(\frac{\theta}{2}\right) \sin\left(\frac{\phi}{2}\right) - \sin\left(\frac{\psi}{2}\right) \sin\left(\frac{\theta}{2}\right) \cos\left(\frac{\phi}{2}\right) \\
\sin\left(\frac{\psi}{2}\right) \cos\left(\frac{\theta}{2}\right) \sin\left(\frac{\phi}{2}\right) + \sin\left(\frac{\psi}{2}\right) \cos\left(\frac{\theta}{2}\right) \cos\left(\frac{\phi}{2}\right) \\
\sin\left(\frac{\psi}{2}\right) \sin\left(\frac{\theta}{2}\right) \cos\left(\frac{\phi}{2}\right) - \cos\left(\frac{\psi}{2}\right) \sin\left(\frac{\theta}{2}\right) \sin\left(\frac{\phi}{2}\right)
\end{bmatrix}
\end{align*}\] (H.78)
With the quaternions for individual axis rotations defined as
\[
q_X(\phi) = \begin{bmatrix} \cos\left(\frac{\phi}{2}\right) & 0 & 0 & \sin\left(\frac{\phi}{2}\right) \end{bmatrix}^T \tag{H.79}
\]
\[
q_Y(\theta) = \begin{bmatrix} \cos\left(\frac{\theta}{2}\right) & 0 & \sin\left(\frac{\theta}{2}\right) & 0 \end{bmatrix}^T \tag{H.80}
\]
\[
q_Z(\psi) = \begin{bmatrix} \cos\left(\frac{\psi}{2}\right) & 0 & 0 & \sin\left(\frac{\psi}{2}\right) \end{bmatrix}^T \tag{H.81}
\]

H.7 Mathematical tricks (equation manipulation)

As a last part a few mathematical tricks useful for simplifying equations with quaternions are presented. These tricks are used throughout the thesis when dealing with equations involving quaternions.

Remember the relationship of the conjugate quaternion corresponding to transposing the matrix operator. Conjugating a quaternion product is therefore the same as transposing a matrix product:
\[
(q \circ p)^* = p^* \circ q^* \tag{H.82}
\]
The inverse of the matrix operator can be obtained by mapping the inverse of the quaternion to a matrix or by normalizing the transposed of the matrix.
\[
\Phi(q)^{-1} = \Phi(q^{-1}) = \Phi\left(\frac{q^*}{\|q\|}\right) = \frac{1}{\|q\|} \Phi\left(\frac{q^*}{\|q^*\|}\right) \tag{H.83}
\]
Quaternion multiplication can also be used to compute cross products. In Appendix F.2.1 it is shown how a cross product can be computed through multiplication with a skew-symmetric matrix. The quaternion multiplication holds similar properties for the vector part, see (H.10), (H.15) and (H.16).
\[
a \times b = \hat{a} \circ \hat{b} = \lor \Phi(\land a) \land b \tag{H.84}
\]
Several other rules apply to the matrix operators, \(\Phi(q)\) and \(\Gamma(p)\). The matrix of a product of two quaternions is for example equal to the product of the matrices of each quaternion individually.
\[
\Phi(q \circ p) = \Phi(q) \Phi(p) \tag{H.85}
\]
which is related to the following inner operator relationships:
\[
\Phi(\Phi(q) p) = \Phi(q) \Phi(p) \tag{H.86}
\]
\[
\Phi(\Phi(q)^T p) = \Phi(q)^T \Phi(p) \tag{H.87}
\]
\[
\Phi(\Phi(q) p)^T = (\Phi(q) \Phi(p))^T = \Phi(p)^T \Phi(q) \tag{H.88}
\]
Note that all of the above is similarly applicable to the right multiplication operator, \(\Gamma(p)\).

Furthermore, the matrix operators hold the property of reversed order equivalence:
\[
\Gamma(q) \Phi(q)^T = \Phi(q)^T \Gamma(q) \tag{H.89}
\]
Actually the order of multiplications are only tied to the sequence of \(\Phi(q)\) parts and \(\Gamma(p)\) parts respectively.
\[
\Phi(q)^T \Phi(q) \Gamma(q) \Gamma(q)^T = \Gamma(q) \Phi(q)^T \Phi(q) \Gamma(q)^T \tag{H.90}
\]
\[
= \Gamma(q) \Phi(q)^T \Gamma(q)^T \Phi(q)
\]
\[
= \Gamma(q) \Gamma(q)^T \Phi(q)^T \Phi(q)
\]
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Note that the inner operator relationships also applies to a combination of the two matrix operators.

\[ \Gamma \left( \Phi(q) \Phi(b) \Phi(p)^T \right) = \Gamma(p)^T \Gamma(b) \Gamma(q) \]  
\hspace{1cm} (H.91)

An exaggerated example of equation manipulation is shown below

\[ q \circ p^* \circ \dot{q} \circ q^* = \Phi(q) \Phi(p)^T \Phi(q)^T \Gamma \]  
\hspace{1cm} (H.92)

As shown in Appendix H.4 the product rule for taking derivatives applies to quaternion multiplication as well. The result can be generalized as follows

\[ \frac{d}{dt} (q \circ p) = q \circ p + q \circ \dot{p} \]  
\hspace{1cm} (H.93)

Taking partial derivatives of equations involving quaternion multiplication is fairly simple, since the two matrix operators can be used for reorganization.

\[ \frac{\partial}{\partial q} q \circ p = \frac{\partial}{\partial q} \Gamma(p) q = \Gamma(p) \]  
\hspace{1cm} (H.94)

For the derivation of the quaternion model of the ballbot it is useful to know the partial derivative of the vector transformation, e.g., (H.39), with respect to the quaternion itself. We apply the product rule as shown above while noting that the quaternion conjugate can be replaced with the matrix-vector product \( q^* = I \circ \nabla b q \).

\[ \frac{\partial}{\partial \nabla b q} \left( \frac{\kappa}{n} q \circ \nabla b \circ \frac{\kappa}{n} q^* \right) = \frac{\partial}{\partial q} \left( q \circ \nabla b \circ \frac{\kappa}{n} q^* \right) + \frac{\partial}{\partial q} \left( \frac{\kappa}{n} q \circ \nabla b \circ q^* \right) \]  
\hspace{1cm} (H.95)

Note that the vector part of this partial derivative can be simplified through the relationship in (H.57).

\[ \frac{\partial}{\partial \nabla b q} \nabla v \left( \left[ \frac{\kappa}{n} q \circ \nabla b \circ \frac{\kappa}{n} q^* \right] \right) = \nabla \Lambda_p \left( \frac{\kappa}{n} q \right) + \nabla \Pi_p \left( \frac{\kappa}{n} q \right) \]  
\hspace{1cm} (H.96)
H.8 Summary

<table>
<thead>
<tr>
<th>Description</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quaternion definition</td>
<td>( q = \begin{bmatrix} q_0 &amp; q_1 &amp; q_2 &amp; q_3 \end{bmatrix}^T )</td>
</tr>
<tr>
<td>Quaternion axis-angle construction</td>
<td>( \hat{\mathbf{q}} = \begin{bmatrix} \cos(\frac{\theta}{2}) \ \mathbf{r} \sin(\frac{\theta}{2}) \end{bmatrix} )</td>
</tr>
<tr>
<td>Quaternion representation of a vector</td>
<td>( \mathbf{p} = \begin{bmatrix} 0 \ p \end{bmatrix} )</td>
</tr>
<tr>
<td>Left multiplication operator</td>
<td>( \Phi(q) = q \odot )</td>
</tr>
<tr>
<td>Right multiplication operator</td>
<td>( \Gamma(p) = \odot p )</td>
</tr>
<tr>
<td>Inner multiplication simplifications</td>
<td>( \Phi(\Phi(q)p) = \Phi(q) \Phi(p) ) ( \Phi(\Phi(q)^T p) = \Phi(q)^T \Phi(p) )</td>
</tr>
<tr>
<td>Conjugated quaternion product</td>
<td>( (q \odot p)^* = p^* \odot q^* )</td>
</tr>
<tr>
<td>Cross product as quaternion product</td>
<td>( a \times b = \hat{a} \odot \hat{b} )</td>
</tr>
<tr>
<td>Rotation of body vector to inertial frame</td>
<td>( \hat{\mathbf{p}} = \hat{k} \hat{q} \odot \hat{p} \odot \hat{k} \hat{q} = \Phi(\hat{k} \hat{q}) \Gamma(\hat{k} \hat{q}) \hat{p} )</td>
</tr>
<tr>
<td>Rotation of inertial vector to body frame</td>
<td>( \hat{\mathbf{p}} = \hat{k} \hat{q} \odot \hat{q} \odot \hat{k} \hat{q} = \Phi(\hat{k} \hat{q}) \Gamma(\hat{k} \hat{q}) \hat{p} )</td>
</tr>
<tr>
<td>Angular velocity in body frame</td>
<td>( \hat{\mathbf{\omega}}_{B+K} = 2 \hat{k} \hat{q} \odot \hat{k} \hat{q} = 2 \Phi(\hat{k} \hat{q}) \Gamma(\hat{k} \hat{q}) \hat{k} \hat{q} )</td>
</tr>
<tr>
<td>Angular velocity in inertial frame</td>
<td>( \hat{\mathbf{\omega}}_{B+K} = 2 \hat{k} \hat{q} \odot \hat{q} \odot \hat{k} \hat{q} = 2 \Gamma(\hat{k} \hat{q}) \hat{k} \hat{q} \hat{k} \hat{q} )</td>
</tr>
<tr>
<td>Quaternion derivative from angular velocity in body frame</td>
<td>( \hat{k} \hat{q} = \frac{1}{2} \hat{k} \hat{q} \odot \hat{\mathbf{\omega}}<em>{B+K} = \frac{1}{2} \Phi(\hat{k} \hat{q}) \hat{\mathbf{\omega}}</em>{B+K} )</td>
</tr>
<tr>
<td>Quaternion derivative from angular velocity in inertial frame</td>
<td>( \hat{k} \hat{q} = \frac{1}{2} \hat{k} \hat{\mathbf{\omega}}<em>{B+K} \odot \hat{k} \hat{q} = \frac{1}{2} \Gamma(\hat{k} \hat{q}) \hat{\mathbf{\omega}}</em>{B+K} )</td>
</tr>
<tr>
<td>Matrix operator rules</td>
<td>( \Phi(q^*) = \Phi(q)^T ) ( \Phi(q \odot p) = \Phi(q) \Phi(p) ) ( \Phi(\Phi(q)p) = \Phi(q) \Phi(p) ) ( \Phi(\Phi(q)^T p) = \Phi(q)^T \Phi(p) ) ( \Phi(\Phi(q)p)^T = (\Phi(q) \Phi(p))^T = \Phi(p)^T \Phi(q) ) ( \Gamma(\Phi(q) \Phi(b) \Phi(p)^T) = \Gamma(p)^T \Gamma(b) \Gamma(q) )</td>
</tr>
<tr>
<td>Euler ZYX angles from quaternion</td>
<td>( \psi = \text{atan2} \left( 2(\hat{q}_0 \hat{q}_3 + \hat{q}_1 \hat{q}_2), \hat{q}_0^2 + \hat{q}_1^2 - \hat{q}_2^2 - \hat{q}_3^2 \right) ) ( \theta = \sin^{-1} \left( 2(\hat{q}_0 \hat{q}_2 - \hat{q}_1 \hat{q}_3) \right) ) ( \phi = \text{atan2} \left( 2(\hat{q}_1 \hat{q}_3 - \hat{q}_2 \hat{q}_3), \hat{q}_0^2 - \hat{q}_1^2 - \hat{q}_2^2 + \hat{q}_3^2 \right) )</td>
</tr>
</tbody>
</table>

Table H.1: Summary of useful quaternion equations (note that the orientation of the inertial frame and ball frame are equivalent)
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<table>
<thead>
<tr>
<th>Description</th>
<th>Definition</th>
</tr>
</thead>
</table>
| Rotated vector derivative operators | \( \Pi_p(q) = \Phi(q) \Phi^T(\dot{q}) \Gamma^* \)  
\( \Lambda_p(q) = \Gamma(q)^T \Gamma(\dot{q}) \) |
| Rotated vector derivative operator relationships | \( \forall \Pi_p(q) = \forall \Lambda_p(q) \)  
\( \Pi_p(\dot{q}) = \Pi_p(q) \dot{q} \) |
| Velocity of constant rotated body vector | \( \dot{b} \dot{p} = 2 \vee \Pi_p(\frac{k}{b} \dot{q}) = 2 \vee \Pi_p(\frac{k}{b} \dot{q}) \frac{k}{b} \dot{q} \)  
\( = 2 \vee \Lambda_p\left(\frac{k}{b} \dot{q}\right) \frac{k}{b} \dot{q} = 2 \vee \Lambda_p\left(\frac{k}{b} \dot{q}\right) \frac{k}{b} \dot{q} \) |
| Quaternion exponential integration | \( \frac{k}{b} q[k] = \)  
\( \frac{k}{b} q[k - 1] \circ \left[ \cos\left(\frac{\Delta t}{2} \frac{k}{b} \omega_{B <v-K}[k - 1] \right) \right] \)  
\( \frac{k}{b} q[k - 1] \circ \left[ \sin\left(\frac{\Delta t}{2} \frac{k}{b} \omega_{B <v-K}[k - 1] \right) \right] \) |
| Integration with Matrix exponential | \( \frac{k}{b} q[k] = e^{\frac{1}{2} \Gamma\left(\frac{k}{b} \omega_{B <v-K}[k - 1] \right) \Delta t} \frac{k}{b} q[k - 1] \) |
| Integration with Forward Euler | \( \frac{k}{b} q[k] = \frac{k}{b} q[k - 1] + \Delta t \frac{k}{b} \dot{q}[k - 1] \) |
| Integration with Delta quaternion | \( \frac{k}{b} q[k] = \frac{k}{b} q[k - 1] \circ \left[ \frac{1}{2} \Delta t \frac{k}{b} \omega_{B <v-K}[k - 1] \right] \) |
| Time derivative of product | \( \frac{d}{dt}(q \circ p) = \dot{q} \circ p + q \circ \dot{p} \) |
| Partial derivatives of product | \( \frac{\partial}{\partial q} q \circ p = \frac{\partial}{\partial q} \Gamma(p) q = \Gamma(p) \)  
\( \frac{\partial}{\partial p} q \circ p = \frac{\partial}{\partial p} \Phi(q) p = \Phi(q) \) |
| Partial derivative of vector rotation | \( \frac{\partial}{\partial \frac{k}{b} q} \left(\frac{k}{b} q \circ \frac{k}{b} \dot{p} \circ \frac{k}{b} \dot{q}^*\right) = \Gamma\left(\frac{k}{b} q\right)^T \Gamma\left(\frac{k}{b} \dot{p}\right) + \Phi\left(\frac{k}{b} q\right) \Phi^T(\frac{k}{b} \dot{p}) \Gamma^* = \Lambda_p\left(\frac{k}{b} q\right) + \Pi_p\left(\frac{k}{b} q\right) \) |

**Table H.2:** Summary of useful quaternion equations contd.

A C++ quaternion library has been developed to implement the above operators and to allow easy computation with quaternions. The library code can be found here: `Kugle-Embedded/KugleFirmware/Libraries/Misc/Quaternion/Quaternion.cpp`
I Quaternion Model Derivation

This appendix includes some of the math steps involved in the derivation of the quaternion model. It thus serves as an extension to some of the sections in the quaternion model chapter to elaborate on how some of the equations are derived and simplified.

The Euler-Lagrange equation with the kinetic and potential energies is:

\[
\frac{d}{dt} \left( \frac{\partial T_k}{\partial \dot{\chi}} \right)^T + \frac{d}{dt} \left( \frac{\partial T_b}{\partial \dot{\chi}} \right)^T + \frac{d}{dt} \left( \frac{\partial T_w}{\partial \dot{\chi}} \right)^T - \left( \frac{\partial T_k}{\partial \chi} \right)^T - \frac{d}{dt} \left( \frac{\partial T_w}{\partial \chi} \right)^T + \frac{d}{dt} \left( \frac{\partial V_b}{\partial \chi} \right)^T = 0_{6\times1} \quad (I.1)
\]

In the sections to follow these partial derivatives are derived. Note that the transposed partial derivatives are derived in the following format:

\[
\left( \frac{\partial T}{\partial \chi} \right)^T = \begin{bmatrix}
\frac{\partial T}{\partial \chi_x} \\
\frac{\partial T}{\partial \chi_y} \\
\frac{\partial T}{\partial \chi_z}
\end{bmatrix}^T \quad (I.2)
\]

I.1 Ball kinetic energy wrt. velocity

\[
T_k = \frac{1}{2} \left( M_k + \frac{J_k}{r_k^2} \right) \dot{\chi}_x^2 + \frac{1}{2} \left( M_k + \frac{J_k}{r_k^2} \right) \dot{\chi}_y^2 \quad (I.3)
\]

Partial derivative of ball kinetic energy with respect to \( \dot{\chi} \).

\[
\left( \frac{\partial T_k}{\partial \dot{\chi}} \right)^T = \begin{bmatrix}
M_k + \frac{J_k}{r_k^2} \\
0
\end{bmatrix} \begin{bmatrix}
\dot{\chi}_x \\
\dot{\chi}_y
\end{bmatrix} \quad (I.4)
\]

I.2 Time derivative of ball kinetic energy

The corresponding time derivative of the ball kinetic energy with respect to \( \dot{\chi} \).

\[
\frac{d}{dt} \left( \frac{\partial T_k}{\partial \dot{\chi}} \right)^T = \begin{bmatrix}
M_k + \frac{J_k}{r_k^2} \\
0
\end{bmatrix} \begin{bmatrix}
\dot{\chi}_x \\
\dot{\chi}_y
\end{bmatrix} + \begin{bmatrix}
0 \\
M_k + \frac{J_k}{r_k^2}
\end{bmatrix} \begin{bmatrix}
\dot{\chi}_x \\
\dot{\chi}_y
\end{bmatrix} \quad (I.5)
\]

I.3 Body kinetic energy wrt. velocity

\[
T_b = \frac{1}{2} n^b_\text{T} n^b_\text{T} \dot{\omega}_{\text{B}b^{-1}} + \frac{1}{2} M_b \dot{P}_{\text{COM}b^{-1}}^T \dot{P}_{\text{COM}b^{-1}} \quad (I.6)
\]

The partial derivative of the body kinetic energy with respect to \( \dot{\chi} \) is derived using the properties from Appendix G.3 and Appendix G.4.

\[
\frac{\partial T_b}{\partial \dot{\chi}} = \dot{\omega}_{\text{B}b^{-1}} n^b_\text{T} + M_b \dot{P}_{\text{COM}b^{-1}}^T \frac{\partial}{\partial \dot{\chi}} \dot{P}_{\text{COM}b^{-1}} \quad (I.7)
\]
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From (H.51) we have the angular velocity.

\[ \begin{align*}
  \mathbf{\dot{b}\tilde{\omega}}_{B_{k+1}} &= \mathbf{\dot{b}\tilde{\omega}}_{B_{k+K}} = 2 \left( \mathbf{b q} \right)^* \circ \mathbf{K}_B \mathbf{\Phi}^T \mathbf{b q} \\
\end{align*} \]  

(I.8)

Leading to a partial derivative

\[ \frac{\partial \mathbf{\dot{b}\tilde{\omega}}_{B_{k+1}}}{\partial \chi} = \begin{bmatrix} 0_{4 \times 2} & 2 \mathbf{\Phi}^T \mathbf{b q} \end{bmatrix} \]  

(I.9)

The velocity of the center of mass, defined in the inertial frame, is a combination of the translational velocity of the ball and the velocity of the center of mass defined in the ball frame.

\[ \mathbf{v}_{COM_{k+1}} = \mathbf{v}_{k+1} + \mathbf{K}_{COM_{k+1}} \]  

(I.10)

The partial derivative is thus a sum of partial derivatives

\[ \begin{align*}
  \frac{\partial \mathbf{v}_{COM_{k+1}}}{\partial \chi} &= \frac{\partial \mathbf{v}_{k+1}}{\partial \chi} + \frac{\partial \mathbf{K}_{COM_{k+1}}}{\partial \chi} \\
\end{align*} \]  

(I.11)

where the partial derivative of the translational velocity is a constant matrix.

\[ \begin{bmatrix} 0_{1 \times 2} & 0_{1 \times 4} \\
  \mathbf{I}_2 & 0_{2 \times 4} \\
  0_{1 \times 2} & 0_{1 \times 4} \\
\end{bmatrix} \]  

(I.12)

The velocity of the rotated center of mass was defined in (5.29).

\[ \begin{align*}
  \mathbf{K}_B \mathbf{v}_{COM_{k+1}} &= \mathbf{K}_B \mathbf{v}_{k+1} \circ \mathbf{K}_B \mathbf{q}^* + \mathbf{K}_B \mathbf{q} \circ \mathbf{K}_B \mathbf{v}_{COM_{k+1}} \circ \mathbf{K}_B \mathbf{q}^* \\
  &= 2 \mathbf{P}_{COM} \left( \mathbf{b q} \right) \mathbf{b q} = 2 \mathbf{P}_{COM} \left( \mathbf{b q} \right) \mathbf{b q} \\
  &= 2 \mathbf{\Lambda}_{COM} \left( \mathbf{b q} \right) \mathbf{b q} = 2 \mathbf{\Lambda}_{COM} \left( \mathbf{b q} \right) \mathbf{b q} \\
\end{align*} \]  

(I.13)

where the rotated vector derivative operators, \( \mathbf{\Pi}_{COM} \) and \( \mathbf{\Lambda}_{COM} \), are defined in Appendix H.4.

\[ \begin{align*}
  \mathbf{\Pi}_{COM} \left( \mathbf{b q} \right) &= \mathbf{\Phi} \left( \mathbf{b q} \right) \mathbf{\Phi}^T \mathbf{v}_{COM} \\
  \mathbf{\Lambda}_{COM} \left( \mathbf{b q} \right) &= \mathbf{\Gamma} \left( \mathbf{b q} \right) \mathbf{\Gamma}^T \mathbf{v}_{COM} \\
\end{align*} \]  

(I.14, I.15)

The partial derivative of the velocity of the center of mass with respect to the state velocity is thus

\[ \frac{\partial \mathbf{v}_{COM_{k+1}}}{\partial \chi} = \begin{bmatrix} 0_{1 \times 2} & 2 \mathbf{\Pi}_{COM} \left( \mathbf{b q} \right) \end{bmatrix} \]  

(I.16)

Note that \( \mathbf{\Pi}_{COM} \left( \mathbf{b q} \right) \) can be exchanged with \( \mathbf{\Lambda}_{COM} \left( \mathbf{b q} \right) \) and be equivalent.

After inserting the velocity definition from (I.10) and the partial derivative from (I.11) into the definition of the body kinetic energy, (I.7), the equation is expanded by applying the properties of the dot product, see Appendix F.1.

\[ \begin{align*}
  \frac{\partial T_b}{\partial \chi} &= \mathbf{\dot{b}\tilde{\omega}}_{B_{k+1}} \mathbf{J}_b \frac{\partial \mathbf{\dot{b}\tilde{\omega}}_{B_{k+1}}}{\partial \chi} \\
  &+ \mathbf{M}_b \left( \mathbf{v}_{k+1} \mathbf{v}_{k+1}^T \frac{\partial \mathbf{v}_{k+1}}{\partial \chi} + \mathbf{K}_{p_{COM_{k+1}}} \frac{\partial \mathbf{K}_{p_{COM_{k+1}}}}{\partial \chi} \right) \\
\end{align*} \]  

(I.17)
The complete partial derivative of the body kinetic energy is assembled by inserting the individual velocity components and their partial derivatives.

\[
\frac{\partial T_b}{\partial \chi} = 2 \frac{K}{b} \Phi \left( \frac{K}{b} q \right)^T J_b \begin{bmatrix} 0_{4 \times 2} & 2 \Phi \left( \frac{K}{b} q \right)^T \end{bmatrix} + M_b \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} 0_{1 \times 2} & 0_{1 \times 4} \\ I_2 & 0_{2 \times 4} \\ 0_{1 \times 2} & 0_{1 \times 4} \end{bmatrix} + M_b \begin{bmatrix} 2\Pi_{\text{COM}} \left( \frac{K}{b} q \right)^T \frac{K}{b} q \right)^T \begin{bmatrix} 0_{4 \times 2} & 2\Pi_{\text{COM}} \left( \frac{K}{b} q \right) \end{bmatrix} \\
+ M_b \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} 0_{1 \times 2} & 0_{1 \times 4} \\ I_2 & 0_{2 \times 4} \\ 0_{1 \times 2} & 0_{1 \times 4} \end{bmatrix} + M_b \begin{bmatrix} 2\Pi_{\text{COM}} \left( \frac{K}{b} q \right)^T \frac{K}{b} q \right)^T \begin{bmatrix} 0_{1 \times 2} & 0_{1 \times 4} \\ I_2 & 0_{2 \times 4} \\ 0_{1 \times 2} & 0_{1 \times 4} \end{bmatrix}
\]

This can be simplified further by combining some of the matrices and applying the properties of the rotated vector derivative operators, see Appendix H.4.

\[
\frac{\partial T_b}{\partial \chi} = 4 \begin{bmatrix} 0_{1 \times 2} & \frac{K}{b} q \right)^T \frac{K}{b} q \right)^T \begin{bmatrix} 0_{1 \times 2} & 0_{1 \times 4} \\ I_2 & 0_{2 \times 4} \\ 0_{1 \times 2} & 0_{1 \times 4} \end{bmatrix} \\
+ \begin{bmatrix} \begin{bmatrix} 0_{1 \times 2} & \frac{K}{b} q \right)^T \frac{K}{b} q \right)^T \begin{bmatrix} 0_{1 \times 2} & 0_{1 \times 4} \\ I_2 & 0_{2 \times 4} \\ 0_{1 \times 2} & 0_{1 \times 4} \end{bmatrix} \\
+ 2M_b \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} 0_{1 \times 2} & 0_{1 \times 4} \\ I_2 & 0_{2 \times 4} \\ 0_{1 \times 2} & 0_{1 \times 4} \end{bmatrix} + 2M_b \begin{bmatrix} 2\Pi_{\text{COM}} \left( \frac{K}{b} q \right)^T \frac{K}{b} q \right)^T \begin{bmatrix} 0_{1 \times 2} & 0_{1 \times 4} \\ I_2 & 0_{2 \times 4} \\ 0_{1 \times 2} & 0_{1 \times 4} \end{bmatrix}
\]

Finally, the partial derivative is transposed to prepare it for usage in the Euler-Lagrange equation.
I.4 Time derivative of body kinetic energy

The corresponding time derivative of the body kinetic energy with respect to $\chi$.

\[
\frac{d}{dt} \left( \frac{\partial T_b}{\partial \chi} \right)^T = 4 \Phi(q_\chi) \tilde{b} J_b \Phi(q_\chi)^T + \Phi(q_\chi) \tilde{b} J_b \Phi(q_\chi)^T \right]^{\kappa q} + 4 \Phi(q_\chi) \tilde{b} J_b \Phi(q_\chi)^T \right]^{\kappa q} \nonumber
\]

\[
= \begin{bmatrix} M_b & 0 \\ 0 & I \end{bmatrix} \tilde{b} x + \begin{bmatrix} 0 \\ M_b \end{bmatrix} \tilde{b} y \\
0_{4x1} + 0_{4x1} \nonumber
\]

\[
+ \begin{bmatrix} 0_{2x4} \\ 4 M_b p_{\text{COM}} \hat{p}_{\text{COM}} \end{bmatrix} \kappa q \\
\end{bmatrix}^{\kappa q} \nonumber
\]

\[
+ \begin{bmatrix} 0_{2x1} \\ 2 M_b \Pi_{\text{COM}}(q_\chi) \hat{q} \end{bmatrix} \tilde{b} x + \begin{bmatrix} 0_{2x1} \\ 2 M_b \Pi_{\text{COM}}(q_\chi) \hat{q} \end{bmatrix} \tilde{b} y \\
0_{4x4} + 0_{4x4} \nonumber
\]

\[
+ \begin{bmatrix} 2 M_b \tilde{\Pi}_{\text{COM}}(q_\chi) \hat{q} \\ 2 M_b \tilde{\Pi}_{\text{COM}}(q_\chi) \hat{q} \end{bmatrix} \tilde{b} x + \begin{bmatrix} 2 M_b \tilde{\Pi}_{\text{COM}}(q_\chi) \hat{q} \\ 2 M_b \tilde{\Pi}_{\text{COM}}(q_\chi) \hat{q} \end{bmatrix} \tilde{b} y \\
0_{4x4} + 0_{4x4} \nonumber
\]

(I.21)

I.5 Body kinetic energy wrt. state

\[
T_b = \frac{1}{2} b \omega_{\text{COM}}^T \begin{bmatrix} \tilde{b} J_b & \tilde{b} \omega_{\text{COM}} \end{bmatrix} + \frac{1}{2} M_b \hat{p}_{\text{COM}}^T \hat{p}_{\text{COM}} \nonumber
\]

We use a similar technique as from the body kinetic energy wrt. velocity. First we define the partial derivative of body kinetic energy with respect to $\chi$, again using the properties from Appendix G.4 and Appendix G.3.

\[
\frac{\partial T_b}{\partial \chi} = b \omega_{\text{COM}}^T \begin{bmatrix} \tilde{b} J_b & \tilde{b} \omega_{\text{COM}} \end{bmatrix} + M_b \hat{p}_{\text{COM}}^T \hat{p}_{\text{COM}} \nonumber
\]

Based on the relationship for the angular velocity, the partial derivative becomes

\[
\frac{\partial b \omega_{\text{COM}}}{\partial \chi} = \begin{bmatrix} 0_{4x2} \\ 2 \Gamma(q_\chi) \hat{I} \end{bmatrix} \nonumber
\]

(I.24)
I.5. Body kinetic energy wrt. state

Similarly to before, the partial derivative of the velocity of the center of mass defined in inertial frame is given by a sum of partial derivatives.

\[
\frac{\partial \hat{p}_{\text{COM}}}{\partial \chi} = \frac{\partial \hat{p}_{\text{K},\text{K}+1}}{\partial \chi} + \frac{\partial \hat{p}_{\text{COM}+\text{K}}}{\partial \chi} \tag{I.25}
\]

As shown in (I.13) the velocity of the center of mass, defined in the ball frame, can be computed with

\[
\hat{p}_{\text{COM}+\text{K}} = 2\Pi_{\text{COM}} \left( \hat{q} \right) \tag{I.26}
\]

The partial derivative of the translational velocity with respect to the position and shape vector, \(\chi\), is zero. The partial derivative of the velocity of the center of mass defined in the ball frame, (I.13), is derived similarly using the rotated vector derivative operators, \(\Pi_{\text{COM}}(q)\) and \(\Lambda_{\text{COM}}(q)\), as defined in Appendix H.4.

\[
\frac{\partial \hat{p}_{\text{COM}+\text{K}}}{\partial \chi} = \begin{bmatrix} 0_{4 \times 2} & 2\Pi_{\text{COM}} \left( \hat{q} \right) \end{bmatrix} \tag{I.27}
\]

The partial derivative definitions are substituted back into (I.23) and the properties of the dot product is applied.

\[
\frac{\partial T_b}{\partial \chi} = \left[ \left[ \frac{\partial \hat{p}_{\text{K},\text{K}+1}}{\partial \chi} \right] + \frac{\partial \hat{p}_{\text{COM}+\text{K}}}{\partial \chi} \right]_{\Pi_{\text{COM}}(q)}
\]

\[
\frac{\partial T_b}{\partial \chi} = \left[ \left[ \frac{\partial \hat{p}_{\text{K},\text{K}+1}}{\partial \chi} \right] + \frac{\partial \hat{p}_{\text{COM}+\text{K}}}{\partial \chi} \right]_{\Pi_{\text{COM}}(q)} + M_b \left( \hat{v}_{\text{K},\text{K}+1} \right)_{\Pi_{\text{COM}}(q)} \tag{I.28}
\]

The complete partial derivative of the body kinetic energy is assembled by inserting the individual velocity components and their partial derivatives.

\[
\frac{\partial T_b}{\partial \chi} = 2 \hat{q}^T \Phi \left( \hat{q} \right) \hat{J}_b \left[ \begin{array}{c} 0_{4 \times 2} \end{array} 2 \Gamma \left( \hat{q} \right) \end{array} \right] + M_b \left( \hat{v}_{\text{K},\text{K}+1} \right)_{\Pi_{\text{COM}}(q)} \tag{I.29}
\]

This is similarly simplified by combining the matrices and applying the properties of the rotated vector derivative operators, see Appendix H.4.

\[
\frac{\partial T_b}{\partial \chi} = 4 \left[ \begin{array}{c} 0_{1 \times 2} \end{array} \hat{q}^T \Phi \left( \hat{q} \right) \hat{J}_b \Gamma \left( \hat{q} \right) \end{array} \right] + 2 M_b \left[ \begin{array}{c} 0_{4 \times 2} \end{array} \Pi_{\text{COM}}(\hat{q}) \end{array} \right] + 4 M_b \hat{p}_{\text{COM}} \hat{p}_{\text{COM}}^T \hat{q} \left[ \begin{array}{c} 0_{1 \times 2} \hat{q}^T \end{array} \right] \tag{I.30}
\]
Finally, the partial derivative is transposed and organized for easier partitioning into the different matrices of the Euler-Lagrange equation.

\[
\left( \frac{\partial T_b}{\partial \chi} \right)^T = \begin{bmatrix}
\mathbf{0}_{2 \times 1} \\
-4 \mathbf{I}^* \Gamma (\dot{q}_b) \mathbf{J}_b \Phi (\dot{q}_b) \mathbf{T}
\end{bmatrix}^\kappa \mathbf{\dot{q}}^i + \begin{bmatrix}
\mathbf{0}_{2 \times 1} \\
2 M_b \mathbf{\Pi}_{\text{COM}} (\dot{q}_b) \mathbf{i}
\end{bmatrix}^i + \begin{bmatrix}
\mathbf{0}_{2 \times 1} \\
2 M_b \mathbf{\Pi}_{\text{COM}} (\dot{q}_b) \mathbf{j}
\end{bmatrix}^j + \begin{bmatrix}
\mathbf{0}_{2 \times 4} \\
4 M_b \mathbf{p}_{\text{COM}} \mathbf{p}_{\text{COM}} \mathbf{K}_b \mathbf{q}^i \mathbf{K}_b \mathbf{q}^j \mathbf{I}_4
\end{bmatrix}^\kappa \mathbf{\dot{q}}^i
\] (I.31)

\section*{I.6 Body potential energy wrt. state}

\[V_b = M_b g \mathbf{k}^T \left( \tilde{q}_b \circ \mathbf{p}_{\text{COM}} \circ \mathbf{K}_b \mathbf{q}^* \right) \] (I.32)

Partial derivative of body potential energy with respect to \( \chi \). Using the properties from (H.95) for taking the partial derivative of the quaternion product and the properties for the rotated vector derivative operator, Appendix H.4.

\[
\frac{\partial V_b}{\partial \chi} = M_b g \left[ \mathbf{0}_{1 \times 2} \mathbf{k}^T \left( \mathbf{\Pi}_{\text{COM}} (\dot{q}_b) + \mathbf{A}_{\text{COM}} (\dot{q}_b) \right) \right] = M_b g \left[ \mathbf{0}_{1 \times 2} 2 \mathbf{k}^T \mathbf{\Pi}_{\text{COM}} (\dot{q}_b) \right]
\] (I.33)

\[
\left( \frac{\partial V_b}{\partial \chi} \right)^T = \begin{bmatrix}
\mathbf{0}_{2 \times 1} \\
2 \mathbf{\Pi}_{\text{COM}} (\dot{q}_b) \mathbf{k}
\end{bmatrix}^\kappa \mathbf{\dot{q}}^i
\] (I.34)

\section*{I.7 Wheel kinetic energy wrt. velocity}

\[T_w = \frac{1}{2} \dot{\theta}^T \mathbf{J}_w \dot{\theta} \] (I.35)

The partial derivative of the wheel kinetic energy with respect to \( \dot{\chi} \) is derived using the properties from Appendix G.4 and Appendix G.3.

\[
\frac{\partial T_w}{\partial \dot{\chi}} = \dot{\theta}^T \mathbf{J}_w \frac{\partial \dot{\theta}}{\partial \dot{\chi}}
\] (I.36)

From the inverse kinematics, (4.35), the definition of the wheel angular velocity is

\[
\dot{\theta} = \mathbf{\bar{W}} \Phi (\dot{q}_b) \mathbf{T}
\] (I.37)

\[
= \mathbf{\bar{W}} \Phi (\dot{q}_b) \mathbf{\Gamma} (\dot{q}_b) \mathbf{1}_{rk} \begin{bmatrix}
0 \\
-\frac{1}{r_k} \mathbf{i}_x \\
0
\end{bmatrix} - 2 \mathbf{\kappa}_{\nu} \mathbf{q}^i
\]

}\]
Leading to a partial derivative with respect to the derivative generalized coordinates, $\dot{x}$.

$$\frac{\partial \theta}{\partial \dot{x}} = \begin{bmatrix} \frac{\partial \theta}{\partial \dot{x}} & \frac{\partial \theta}{\partial \dot{y}} & \frac{\partial \theta}{\partial \dot{q}} \end{bmatrix}$$

(I.38)

The individual partial derivatives are derived from (I.37) using the properties described in Appendix H.7.

$$\frac{\partial \theta}{\partial I_x} = \frac{1}{r_k} \tilde{W} \Phi \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right)^T \Gamma \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right) \hat{j}$$

(I.39)

$$\frac{\partial \theta}{\partial I_y} = -\frac{1}{r_k} \tilde{W} \Phi \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right)^T \Gamma \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right) \hat{i}$$

(I.40)

$$\frac{\partial \theta}{\partial \kappa q} = -2 \tilde{W} \Phi \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right)^T \kappa \hat{q}$$

(I.41)

Assembling these partial derivatives back into (I.38) yields

$$\frac{\partial \theta}{\partial \dot{x}} = \tilde{W} \Phi \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right)^T \left[ \frac{1}{r_k} \Gamma \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right) \hat{j} - \frac{1}{r_k} \Gamma \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right) \hat{i} - 2 \right]$$

(I.42)

This can now be combined with the partial derivative definition of the wheel kinetic energy, (I.36).

$$\frac{\partial T_w}{\partial \dot{x}} = \tilde{W} \Phi \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right)^T \left( \Gamma \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right) \begin{bmatrix} \frac{1}{r_k} & 0 & -\frac{1}{r_k} \\ 0 & 0 & 0 \end{bmatrix} \right) \tilde{W} \Phi \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right)^T \left[ \frac{1}{r_k} \Gamma \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right) \hat{j} - \frac{1}{r_k} \Gamma \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right) \hat{i} - 2 \right]$$

(I.43)

Finally, the partial derivative is transposed to prepare it for usage in the Euler-Lagrange equation.

$$\left( \frac{\partial T_w}{\partial \dot{x}} \right)^T = \begin{bmatrix} \frac{\dot{j}^T}{r_k} \Gamma \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right)^T & \Phi \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right)^T \tilde{W} \Phi \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right)^T \Gamma \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right) \hat{j} - \frac{1}{r_k} \Gamma \left( \begin{bmatrix} \kappa \\ \nu \end{bmatrix} q \right) \hat{i} - 2 \end{bmatrix}$$

(I.44)
Appendix I. Quaternion Model Derivation

I.8 Time derivative of wheel kinetic energy wrt. velocity

The corresponding time derivative of the wheel kinetic energy with respect to $\chi$.

$$\frac{d}{dt} \left( \frac{\partial T_w}{\partial \chi} \right)^T = \begin{bmatrix} \frac{j^T \frac{1}{r_k} \Gamma (\frac{k}{n}q)^T}{-i} \frac{j^T \frac{1}{r_k} \Gamma (\frac{k}{n}q)^T}{-2} \end{bmatrix} \Phi \left( \frac{\partial T_w}{\partial \chi} \right)^T = \begin{bmatrix} \frac{j^T \frac{1}{r_k} \Gamma (\frac{k}{n}q)^T}{-i} \frac{j^T \frac{1}{r_k} \Gamma (\frac{k}{n}q)^T}{-2} \end{bmatrix} \Phi \left( \frac{\partial T_w}{\partial \chi} \right)^T \Gamma \left( \frac{k}{n}q \right) \frac{1}{r_k} \begin{bmatrix} 0 \\ -\frac{\dot{y}}{r_k} \\ 0 \end{bmatrix} - 2 \frac{k}{n}q + \begin{bmatrix} \frac{j^T \frac{1}{r_k} \Gamma (\frac{k}{n}q)^T}{-i} \frac{j^T \frac{1}{r_k} \Gamma (\frac{k}{n}q)^T}{-2} \end{bmatrix} \Phi \left( \frac{\partial T_w}{\partial \chi} \right)^T \Gamma \left( \frac{k}{n}q \right) \frac{1}{r_k} \begin{bmatrix} 0 \\ -\frac{\dot{y}}{r_k} \\ 0 \end{bmatrix} - 2 \frac{k}{n}q + \begin{bmatrix} \frac{j^T \frac{1}{r_k} \Gamma (\frac{k}{n}q)^T}{-i} \frac{j^T \frac{1}{r_k} \Gamma (\frac{k}{n}q)^T}{-2} \end{bmatrix} \Phi \left( \frac{\partial T_w}{\partial \chi} \right)^T \Gamma \left( \frac{k}{n}q \right) \frac{1}{r_k} \left( \frac{\dot{j}^x}{r_k} - \frac{\dot{j}^y}{r_k} \right) = -2 \begin{bmatrix} \frac{j^T \frac{1}{r_k} \Gamma (\frac{k}{n}q)^T}{-i} \frac{j^T \frac{1}{r_k} \Gamma (\frac{k}{n}q)^T}{-2} \end{bmatrix} \Phi \left( \frac{\partial T_w}{\partial \chi} \right)^T \Gamma \left( \frac{k}{n}q \right) \frac{1}{r_k} \left( \frac{\dot{j}^x}{r_k} - \frac{\dot{j}^y}{r_k} \right)

(I.45)

I.9 Wheel kinetic energy wrt. state

$$T_w = \frac{1}{2} \dot{\theta}^T J_w \dot{\theta}$$

A similar technique to the partial derivative of the wheel kinetic energy wrt. velocity is used to derive the partial derivative with respect to the generalized coordinates, $\chi$.

$$\frac{\partial T_w}{\partial \chi} = \dot{\theta}^T J_w \frac{\partial \theta}{\partial \chi}$$

(I.47)

The partial derivative of the angular velocity with respect to the generalized coordinates is similarly expanded.

$$\frac{\partial \dot{\theta}}{\partial \chi} = \begin{bmatrix} \frac{\partial \theta}{\partial x} & \frac{\partial \theta}{\partial y} & \frac{\partial \theta}{\partial z} \end{bmatrix}$$

(I.48)
I.9. Wheel kinetic energy wrt. state

Note that the partial derivative with respect to the two position states, \( \frac{\partial \vec{\theta}}{\partial x} \) and \( \frac{\partial \vec{\theta}}{\partial y} \), is zero since there is no spring energy. The partial derivative with respect to the quaternion is derivative from the inverse kinematics definition, (4.35).

\[
\frac{\partial \vec{\theta}}{\partial \vec{h}^q} = \frac{1}{r_k} \begin{pmatrix} \vec{W} \Phi(\vec{k}_v^q)^\top \Phi \left( \begin{bmatrix} 0 \\ -\hat{y} \\ \hat{z} \\ 0 \end{bmatrix} \right) + \vec{W} \Gamma(\vec{k}_v^q) \left( \begin{bmatrix} 0 \\ -\hat{y} \\ \hat{z} \\ 0 \end{bmatrix} \right) \Gamma^* \end{pmatrix}
\] (I.49)

Similarly to the relation with the rotated vector derivative operator, Appendix H.4, a similar relationship exists here.

\[
\vec{W} \Phi(\vec{k}_v^q)^\top \Phi \left( \begin{bmatrix} 0 \\ -\hat{y} \\ \hat{z} \\ 0 \end{bmatrix} \right) = \vec{W} \Gamma(\vec{k}_v^q) \left( \begin{bmatrix} 0 \\ -\hat{y} \\ \hat{z} \\ 0 \end{bmatrix} \right) \Gamma^*
\] (I.50)

The partial derivative thus simplifies to

\[
\frac{\partial \vec{\theta}}{\partial \vec{h}^q} = 2 \frac{1}{r_k} \vec{W} \Phi(\vec{k}_v^q)^\top \Phi \left( \begin{bmatrix} 0 \\ -\hat{y} \\ \hat{z} \\ 0 \end{bmatrix} \right) - 2 \frac{\vec{W} \Phi(\vec{k}_v^q)^\top \Phi \left( \begin{bmatrix} 0 \\ -\hat{y} \\ \hat{z} \\ 0 \end{bmatrix} \right) \Gamma^*}{r_k}
\] (I.51)

This partial derivative is inserted back into (I.47) together with the inverse kinematics definition, (4.35).

\[
\frac{\partial T_w}{\partial \vec{X}} = \frac{2}{r_k} \left( \vec{W} \Phi(\vec{k}_v^q)^\top \Gamma(\vec{k}_v^q) \frac{1}{r_k} \begin{bmatrix} 0 \\ -\hat{y} \\ \hat{z} \\ 0 \end{bmatrix} - 2 \vec{k}_v^q \right)^\top \vec{J}_w \vec{0}_{3 \times 2} \vec{W} \Phi(\vec{k}_v^q)^\top \Phi \left( \begin{bmatrix} 0 \\ -\hat{y} \\ \hat{z} \\ 0 \end{bmatrix} \right) \right)
\] (I.52)
Finally, the partial derivative is transposed to prepare it for usage in the Euler-Lagrange equation.

\[
\left( \frac{\partial T_w}{\partial \chi} \right)^T = \frac{2}{r_k} \Phi \left( \begin{array}{c} 0_{2 \times 4} \\ \left( \begin{array}{c} 0 \\ -1_j \\ 1_x \\ 0 \end{array} \right) \end{array} \right)^T \Phi^T J W \Phi \left( \begin{array}{c} \frac{k}{n}q \end{array} \right)^T \left( \Gamma \left( \frac{k}{n}q \right) \left( \hat{j}^{1_x} - \hat{i}^{1_j} \right) - 2 \frac{k}{n}q \right)
\]

(I.53)

I.10 Euler-Lagrange equation

\[
\frac{d}{dt} \left( \frac{\partial T_k}{\partial \chi} \right)^T + \frac{d}{dt} \left( \frac{\partial T_b}{\partial \chi} \right)^T + \frac{d}{dt} \left( \frac{\partial T_w}{\partial \chi} \right)^T - \left( \frac{\partial T_b}{\partial \chi} \right)^T - \left( \frac{\partial T_w}{\partial \chi} \right)^T + \left( \frac{\partial V_b}{\partial \chi} \right)^T = 0_{6 \times 1}
\]

(I.54)

The six differential equations from the Euler-Lagrange equation above is partitioned in a matrix differential equation on the following form:

\[
M(\chi)\ddot{\chi} + C(\chi, \dot{\chi})\dot{\chi} + G(\chi) = 0_{6 \times 1}
\]

(I.55)

where the matrices are extracted from the previous partial derivatives.

The elements for the mass matrix all comes from the time derivative parts, and thus only from equations related to the kinetic energy. Furthermore, the mass matrix is only dependent on the shape variable, in this case the quaternion, \( \frac{k}{n}q \), since there is no spring energies included that couples to the position state. Therefore, the mass matrix will be denoted \( M(\frac{k}{n}q) \).

\[
M(\frac{k}{n}q) = \begin{bmatrix}
\left( \frac{\partial}{\partial x} \frac{d}{dt} \left( \frac{\partial T_k}{\partial \chi} \right)^T \right)^T \\
\left( \frac{\partial}{\partial y} \frac{d}{dt} \left( \frac{\partial T_k}{\partial \chi} \right)^T \right)^T \\
\left( \frac{\partial}{\partial z} \frac{d}{dt} \left( \frac{\partial T_k}{\partial \chi} \right)^T \right)^T \\
\left( \frac{\partial}{\partial x} \frac{d}{dt} \left( \frac{\partial T_b}{\partial \chi} \right)^T \right)^T \\
\left( \frac{\partial}{\partial y} \frac{d}{dt} \left( \frac{\partial T_b}{\partial \chi} \right)^T \right)^T \\
\left( \frac{\partial}{\partial z} \frac{d}{dt} \left( \frac{\partial T_b}{\partial \chi} \right)^T \right)^T \\
\left( \frac{\partial}{\partial x} \frac{d}{dt} \left( \frac{\partial T_w}{\partial \chi} \right)^T \right)^T \\
\left( \frac{\partial}{\partial y} \frac{d}{dt} \left( \frac{\partial T_w}{\partial \chi} \right)^T \right)^T \\
\left( \frac{\partial}{\partial z} \frac{d}{dt} \left( \frac{\partial T_w}{\partial \chi} \right)^T \right)^T \\
\end{bmatrix}
\]

(I.56)

\[
M(\frac{k}{n}q) = \begin{bmatrix}
M_{xx}(\chi) & M_{xy}(\chi) & M_{xz}(\chi) \\
M_{yx}(\chi) & M_{yy}(\chi) & M_{yz}(\chi) \\
M_{zx}(\chi) & M_{zy}(\chi) & M_{zz}(\chi)
\end{bmatrix}
\]

(I.57)

Note that the mass matrix is symmetric, thus \( M_{xy}(\chi) = M_{yx}(\chi)^T \) etc.

In the following section some of the partitioned matrices are extracted and listed for illustrational purposes of the complexity of the model.

\[
M_{xx}(\frac{k}{n}q) = \frac{\partial}{\partial x} \frac{d}{dt} \left( \frac{\partial T_k}{\partial \chi} \right)^T + \frac{\partial}{\partial x} \frac{d}{dt} \left( \frac{\partial T_b}{\partial \chi} \right)^T + \frac{\partial}{\partial x} \frac{d}{dt} \left( \frac{\partial T_w}{\partial \chi} \right)^T
\]

(I.58)

\[
= M_k + \frac{J_k}{r_k} + M_b + \frac{1}{r_k} \Gamma \left( \frac{k}{n}q \right) \Phi \left( \frac{k}{n}q \right) W^T J W \Phi \left( \frac{k}{n}q \right) \Gamma \left( \frac{k}{n}q \right) \frac{1}{r_k} \hat{j}
\]
I.10. Euler-Lagrange equation

\[ M_{yx}(\dot{\mathbf{q}}) = \frac{\partial}{\partial \dot{\mathbf{q}}} \left( \frac{\partial T_k}{\partial \dot{\mathbf{q}}} \right)^T + \frac{\partial}{\partial \dot{\mathbf{q}}} \left( \frac{\partial T_b}{\partial \dot{\mathbf{q}}} \right)^T + \frac{\partial}{\partial \dot{\mathbf{q}}} \left( \frac{\partial T_w}{\partial \dot{\mathbf{q}}} \right)^T \]  

\[ = -i \frac{1}{r_k} \Gamma^{(\mathbf{q})}_{\mathbf{q}} \Phi^{(\mathbf{q})}_{\mathbf{q}} W^T J_w W \Phi^{(\mathbf{q})}_{\mathbf{q}} \Gamma^{(\mathbf{q})}_{\mathbf{q}} \frac{1}{r_k} \]  

\[ M_{xy}(\dot{\mathbf{q}}) = \frac{\partial}{\partial \dot{\mathbf{q}}} \left( \frac{\partial T_k}{\partial \dot{\mathbf{q}}} \right)^T + \frac{\partial}{\partial \dot{\mathbf{q}}} \left( \frac{\partial T_b}{\partial \dot{\mathbf{q}}} \right)^T + \frac{\partial}{\partial \dot{\mathbf{q}}} \left( \frac{\partial T_w}{\partial \dot{\mathbf{q}}} \right)^T \]  

\[ = -j \frac{1}{r_k} \Gamma^{(\mathbf{q})}_{\mathbf{q}} \Phi^{(\mathbf{q})}_{\mathbf{q}} W^T J_w W \Phi^{(\mathbf{q})}_{\mathbf{q}} \Gamma^{(\mathbf{q})}_{\mathbf{q}} \frac{1}{r_k} \]  

\[ M_{yy}(\dot{\mathbf{q}}) = \frac{\partial}{\partial \dot{\mathbf{q}}} \left( \frac{\partial T_k}{\partial \dot{\mathbf{q}}} \right)^T + \frac{\partial}{\partial \dot{\mathbf{q}}} \left( \frac{\partial T_b}{\partial \dot{\mathbf{q}}} \right)^T + \frac{\partial}{\partial \dot{\mathbf{q}}} \left( \frac{\partial T_w}{\partial \dot{\mathbf{q}}} \right)^T \]  

\[ = M_k + J_k \frac{1}{r_k} + M_b + i \frac{1}{r_k} \Gamma^{(\mathbf{q})}_{\mathbf{q}} \Phi^{(\mathbf{q})}_{\mathbf{q}} W^T J_w W \Phi^{(\mathbf{q})}_{\mathbf{q}} \Gamma^{(\mathbf{q})}_{\mathbf{q}} \frac{1}{r_k} \]  

Note how the wheel inertia makes the matrices very complex and coupled due to the coupling between rotational and translational movement, coupled through the motor shaft.

Note also that \( M_{xx}(\mathbf{q}) \neq M_{yy}(\mathbf{q}) \), which exactly shows the benefit of the non-linear coupled model, since the mass in the different directions is different, due to the motor/omniwheel coupling. The mass matrix elements related to the quaternion are listed below.

\[ M_{qq}(\dot{\mathbf{q}}) = \frac{\partial}{\partial \dot{\mathbf{q}}} \left( \frac{\partial T_k}{\partial \dot{\mathbf{q}}} \right)^T + \frac{\partial}{\partial \dot{\mathbf{q}}} \left( \frac{\partial T_b}{\partial \dot{\mathbf{q}}} \right)^T + \frac{\partial}{\partial \dot{\mathbf{q}}} \left( \frac{\partial T_w}{\partial \dot{\mathbf{q}}} \right)^T \]  

\[ = 4 \Phi^{(\mathbf{q})}_{\mathbf{q}} \frac{1}{2} \dot{\mathbf{q}} \Phi^{(\mathbf{q})}_{\mathbf{q}} + 4 M_b \Pi^{\text{COM}}_n \pi^{\text{COM}}_n + 4 \Phi^{(\mathbf{q})}_{\mathbf{q}} W^T J_w W \Phi^{(\mathbf{q})}_{\mathbf{q}} \Gamma^{(\mathbf{q})}_{\mathbf{q}} \frac{1}{r_k} \]  

The gravity matrix captures the parts related to gravity and thus potential. Since only the orientation affects the potential of the system, the gravity matrix only depends on the quaternion, \( G^{(\mathbf{q})}_{\mathbf{q}} \).

\[ G^{(\mathbf{q})}_{\mathbf{q}} = \left( \frac{\partial V_b}{\partial \mathbf{q}} \right)^T \]  

\[ = \begin{bmatrix} 0_{2\times 1} \\ 2 \Pi^{\text{COM}}_n \hat{k} \end{bmatrix} \]  

All remaining parts are due to couplings between shape variables and velocity variables. These parts are gathered in the Coriolis matrix, \( C(\mathbf{q}, \dot{\mathbf{q}}) \). This matrix will also not depend on the position state, and thus only depends on the orientation, \( \mathbf{q} \), its derivative, \( \dot{\mathbf{q}} \), and the translational velocity, \( \mathbf{v} \).

The resulting Coriolis matrix has the following structure. The variable dependency of each element is listed as the arguments.

\[ C^{(\mathbf{q}, \mathbf{q}, \dot{\mathbf{q}}, \mathbf{v})} = \begin{bmatrix} C_{xx}(\mathbf{q}, \mathbf{q}, \dot{\mathbf{q}}) & C_{xy}(\mathbf{q}, \mathbf{q}, \dot{\mathbf{q}}) & C_{xz}(\mathbf{q}, \mathbf{q}, \dot{\mathbf{q}}) \\ C_{yx}(\mathbf{q}, \mathbf{q}, \dot{\mathbf{q}}) & C_{yy}(\mathbf{q}, \mathbf{q}, \dot{\mathbf{q}}) & C_{yz}(\mathbf{q}, \mathbf{q}, \dot{\mathbf{q}}) \\ C_{zx}(\mathbf{q}, \mathbf{q}, \dot{\mathbf{q}}) & C_{zy}(\mathbf{q}, \mathbf{q}, \dot{\mathbf{q}}) & C_{zz}(\mathbf{q}, \mathbf{q}, \dot{\mathbf{q}}) \end{bmatrix} \]  
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As a final remark, please note that the above matrices are not the final matrices used for controller design, since the unit-norm quaternion constraint has to be enforced, resulting in the matrices $\tilde{M}(\chi), \tilde{C}(\chi, \dot{\chi}), \tilde{G}(\chi), \tilde{D}(\chi)$ and $\tilde{Q}(\chi)$.

The final input matrix, $\tilde{Q}(\chi)$, is for example derived as:

$$\tilde{Q}(\chi) = \begin{bmatrix} \tilde{H} Q(\chi) \\ 0_{1 \times 3} \end{bmatrix}$$ (I.65)

where

$$\tilde{H} Q(\chi) = \tilde{H} \begin{bmatrix} \frac{1}{r_k} \bar{J}^T \Gamma(\frac{\kappa}{n} q)^T \\ -\frac{1}{r_k} \bar{I}^T \Phi(\frac{\kappa}{n} q)^T \end{bmatrix} \Phi(\frac{\kappa}{n} q) \bar{W}^T$$ (I.66)

By inserting the constraint matrix, $\tilde{H}$, from (5.79), the input matrix reduces to

$$\tilde{H} Q(\chi) = \begin{bmatrix} I_2 \\ 0_{3 \times 2} \end{bmatrix} \begin{bmatrix} 0_{2 \times 4} \\ 0_{3 \times 1} I_3 \end{bmatrix} \Phi(\frac{\kappa}{n} q)^T \begin{bmatrix} \frac{1}{r_k} \bar{J}^T \Gamma(\frac{\kappa}{n} q)^T \\ -\frac{1}{r_k} \bar{I}^T \Phi(\frac{\kappa}{n} q)^T \end{bmatrix} \Phi(\frac{\kappa}{n} q) \bar{W}^T$$ (I.67)

$$= \begin{bmatrix} \frac{1}{r_k} \bar{J}^T \Gamma(\frac{\kappa}{n} q)^T \Phi(\frac{\kappa}{n} q) \bar{W}^T \\ -\frac{1}{r_k} \bar{I}^T \Phi(\frac{\kappa}{n} q)^T \Phi(\frac{\kappa}{n} q) \bar{W}^T \\ -2 \Phi(\frac{\kappa}{n} q) \bar{W}^T \end{bmatrix}$$

The final mass matrix, $\tilde{M}(\chi)$, is derived as:

$$\tilde{M}(\chi) = \begin{bmatrix} \tilde{H} M(\chi) \\ \chi^T R^T R \end{bmatrix} = \begin{bmatrix} \tilde{H} M(\chi) \\ 0_{1 \times 2} \frac{\kappa}{n} q^T \end{bmatrix}$$ (I.68)

where

$$R^T R = \begin{bmatrix} 0_{2 \times 2} \\ 0_{4 \times 2} \end{bmatrix}$$ (I.69)

and

$$\tilde{H} M(\chi) = \begin{bmatrix} I_2 \\ 0_{3 \times 2} \end{bmatrix} \begin{bmatrix} 0_{2 \times 4} \\ 0_{3 \times 1} I_3 \end{bmatrix} \Phi(\frac{\kappa}{n} q)^T \begin{bmatrix} M_{xx}(\chi) & M_{xy}(\chi) & M_{xz}(\chi) \\ M_{yx}(\chi) & M_{yy}(\chi) & M_{yz}(\chi) \\ M_{zx}(\chi) & M_{zy}(\chi) & M_{zz}(\chi) \end{bmatrix}$$ (I.70)
This leads to

\[
\tilde{H} M(\chi) = \begin{bmatrix}
M_{xx}(\chi) & M_{xy}(\chi) & M_{xq}(\chi) \\
M_{yx}(\chi) & M_{yy}(\chi) & M_{yq}(\chi) \\
0_{3\times1} & \Phi(\frac{\kappa}{\eta}q)^T M_{qz}(\chi) & 0_{3\times1}
\end{bmatrix}
\]

so that the mass matrix become

\[
\tilde{M}(\chi) = \begin{bmatrix}
M_{xx}(\chi) & M_{xy}(\chi) & M_{xq}(\chi) \\
M_{yx}(\chi) & M_{yy}(\chi) & M_{yq}(\chi) \\
0_{3\times1} & \Phi(\frac{\kappa}{\eta}q)^T M_{qz}(\chi) & 0_{3\times1}
\end{bmatrix}
\]

(I.71)
J Model Linearization

It has not been possible to derive a closed-form symbolic expression of the complete non-linear ODE, mainly due to the difficulty in finding the inverse of the symbolic mass matrix. So to give the reader some insight in the model, the non-linear ODE is linearized around its unstable equilibrium point:

\[
\tilde{x} = \begin{bmatrix}
{i_x} & i_y & K_{yq0} & K_{yq1} & K_{yq2} & K_{yq3} & i_x & i_y & K_{yq0} & K_{yq1} & K_{yq2} & K_{yq3}
\end{bmatrix}^T
\]

\[
\tilde{\tau} = \begin{bmatrix}
0 & 0
\end{bmatrix}^T
\]

(J.1)

The usual linearization method is to carry out a first-order Taylor expansion.

\[
\dot{x} = f(x) + g(x)\tau \\
\approx f(\tilde{x}) + g(\tilde{x})\tau + \left. \frac{\partial (f(x) + g(x)\tau)}{\partial x} \right|_{x=\tilde{x}, \tau=\tilde{\tau}} \delta x + \left. \frac{\partial (f(x) + g(x)\tau)}{\partial \tau} \right|_{x=\tilde{x}, \tau=\tilde{\tau}} \delta \tau
\]

(J.2)

where \( \delta x = x - \tilde{x} \), \( \delta \tau = \tau - \tilde{\tau} \), \( A \) constitutes the linearized model matrix and \( B \) constitutes the linearized input matrix. These linearized matrices can be partitioned as shown below:

\[
A = \begin{bmatrix}
A_{vp} & A_{pq} & A_{pe} & A_{pq} \\
A_{qp} & A_{qq} & A_{qe} & A_{qq} \\
A_{vp} & A_{qq} & A_{ve} & A_{eq} \\
A_{qp} & A_{eq} & A_{ve} & A_{eq}
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
B_{v\tau} \\
B_{q\tau} \\
B_{v\tau} \\
B_{q\tau}
\end{bmatrix} = g(\tilde{x})
\]

(J.3)

Due to the choice of linearization point in (J.1), the steady state second derivatives, \( f(\tilde{x}) = 0 \) and \( g(\tilde{x})\tilde{\tau} = 0 \), are both zero, assuming an aligned center of mass. Furthermore, since the model is control affine, the input matrix, \( B \), corresponds to the input matrix function evaluated at the linearization point, \( g(\tilde{x}) \).

Since the computation and evaluation of the partial derivatives are cumbersome due to the symbolic expressions, a numerical approximation of the first-order Taylor expansion is computed.
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The partial derivative for $A$ is computed as:

$$
A = \left. \frac{\partial (f(x) + g(x)\tau)}{\partial x} \right|_{x=\hat{x}, \tau=\hat{\tau}} 
\approx \frac{f(\hat{x}+\delta_x)+g(\hat{x}+\delta_x)\hat{\tau}-f(\hat{x})-g(\hat{x})\hat{\tau}}{\|\delta_x\|} \ldots \frac{f(\hat{y}+\delta_q)+g(\hat{x}+\delta_q)\hat{\tau}-f(\hat{y})-g(\hat{x})\hat{\tau}}{\|\delta_q\|} 
$$

(J.4)

where the perturbation terms are small elementwise pertubations:

$$
\delta_x = \begin{bmatrix} \delta & \ldots & 0 \end{bmatrix}^T 
\delta_y = \begin{bmatrix} 0 & \delta & \ldots & 0 \end{bmatrix}^T 
\delta_q = \begin{bmatrix} 0 & \ldots & \delta \end{bmatrix}^T 
$$

(J.5)

with $\delta \ll 1$.

The linearization is carried out with the MATLAB script found in `Kugle-MATLAB/Linearization/ModelLinearization.m` which leads to a linearized model of the ballbot on the following form

$$
\dot{x} = A\delta x + B\delta \tau 
$$

(J.6)

where

$$
A = \begin{bmatrix}
I_x & I_y & K_{\dot{q}0} & K_{\dot{q}1} & K_{\dot{q}2} & K_{\dot{q}3} & I_x & I_y & K_{\dot{q}0} & K_{\dot{q}1} & K_{\dot{q}2} & K_{\dot{q}3} \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

(J.7)
The values are derived using the model parameters from Table 2.1, thus with no friction components, but with the center of mass aligned as in the simulation, see Section 10.2.

\[ \mathbf{p}_{\text{COM}} = \begin{bmatrix} 0 & 0 & l \end{bmatrix}^T \] 

The relationship between applied torque, \( \tau_0, \tau_1, \tau_2 \), and acceleration, \( \ddot{x} \) and \( \ddot{y} \), apparent in the \( \mathbf{B} \) matrix, is coherent with the kinematics derived in Chapter 4 and the wheel alignment, Figure 4.1.

Note how the model is completely decoupled when it is linearized around the upright equilibrium. If the model is instead linearized around an arbitrary linearization point, the model matrices are very different, showing a coupled behaviour. We chose an inclination of 5 degree around the x-axis, corresponding to 5 degree roll, and a velocity of 0.1 m/s in the x-direction and 0.2 m/s in the y-direction.

\[ \mathbf{B} = \begin{bmatrix} \tau_0 & \tau_1 & \tau_2 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ \vdots & \ddots & \vdots \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \ddot{x} \\ \ddot{y} \\ \dddot{\theta}_0 \\ \dddot{\theta}_1 \\ \dddot{\theta}_2 \\ \dddot{\theta}_3 \end{bmatrix} \]

\[ \delta \dot{x} = A \delta x + B \delta \tau \] 

In this case the steady state accelerations are no longer zero. Therefore, the linearized matrices now define the derivative of the change in state around the linearization point.
where

\[ A = \begin{bmatrix}
  0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
  0 & 0 & 0 & -9.52 & -0.42 & 0 & 0 & -0.03 & 0 & 0 & -0.01 & 0 \\
  0 & 0 & -0.56 & 9.35 & 0 & 0 & 0 & -0.07 & 0 & 0 & 0 & 0 \\
  0 & 0 & -0.08 & -1.21 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & -1.29 & 13.76 & 0 & 0 & 0 & -0.04 & 0 & 0 & 0.01 & 0 \\
  0 & 0 & 0 & 0 & 13.94 & 0 & 0 & 0.01 & 0.01 & 0.02 & 0.01 & 0 \\
  0 & 0 & 0 & 0 & -0.03 & 0 & 0 & -0.02 & -0.19 & 0.37 & -0.02 & 0
\end{bmatrix} \begin{bmatrix}
  i_x \\
  i_y \\
  \dot{i}_x \\
  \dot{i}_y \\
  i_\dot{x} \\
  i_\dot{y} \\
  \ddot{i}_x \\
  \ddot{i}_y \\
  i_{\ddot{x}} \\
  i_{\ddot{y}} \\
  i_{\dddot{x}} \\
  i_{\dddot{y}} \\
  i_{\dddot{z}}
\end{bmatrix}
\]

\[ B = \begin{bmatrix}
  \tau_0 & \tau_1 & \tau_2 \\
  0 & 0 & 0 & i_x \\
  0 & 0 & 0 & i_y \\
  0 & 0 & 0 & \dot{i}_x \\
  0 & 0 & 0 & \dot{i}_y \\
  0 & 0 & 0 & \ddot{i}_x \\
  0 & 0 & 0 & \ddot{i}_y \\
  -0.07 & -1.11 & 0.97 & i_{\dddot{x}} \\
  1.20 & -0.60 & -0.60 & i_{\dddot{y}} \\
  -0.03 & 0.02 & 0.02 & \dot{i}_{\dddot{x}} \\
  0.70 & -0.35 & -0.35 & \dot{i}_{\dddot{y}} \\
  0.33 & 0.93 & -0.27 & \ddot{i}_{\dddot{x}} \\
  -6.88 & -6.77 & -6.99 & \ddot{i}_{\dddot{y}} \\
\end{bmatrix}
\]

This coupled behaviour just verifies the choice of a non-linear control strategy which will be able to handle these couplings without performing any linearization steps.
Finally, the poles and zeros are identified in the decoupled linearized model, (J.7) and (J.8). The poles, $\lambda$, are computed as the eigenvalues of the $A$ matrix.

$$
\lambda = \text{eig}(A) = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3.7484 & 3.7442 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & -3.748 & -3.7442 \\ \end{bmatrix}^T \quad (J.14)
$$

The system contain what appears to be eight pure integrators. Six of them are indeed pure integrators, corresponding to the link between velocity and position states. The last two have not been identified, but it could be very slow poles which due to numerical approximations ends up appearing as pure integrators, or it could be a pole related to the scalar value of the quaternion. The system contain two left-half plane poles and two right-half plane poles, all of them related to the balancing dynamics and the link between rotational and translational dynamics. The right-half plane poles are obviously the one making the system unstable, but with a natural frequency of less than $4 \text{ rad/s}$ the dynamics of the system are thus relatively slow. For the stable left-half plane poles the time constant of these, assuming them to correspond to first-order dynamics, is $\tau \approx 0.27 \text{ s}$ resulting in a 1% settling time of more than a second.

With complete state output there are no zeros for the linearized system. Thus the right half plane zeros, causing the non-minimum phase behaviour that the ballbot exhibits, first appears when the inner loop has been closed with the balance controller.

The linearized model matrices from (J.7) and (J.8) is used in Appendix P to design an LQR controller for balance control as a comparison to the sliding mode controller designed in the second part of the thesis.
To get an initial understanding of how the ballbot dynamics works, a simplified planar model in 2D was derived. Instead of including the five degrees of freedom in the full ballbot model, the model includes only two degrees of freedom, namely an inclination angle, $\theta$, and a ball position, $x$, coupled with the ball angle, $\phi$. A single actuator is attached as a virtual wheel, denoted with the motor angle $\psi$. The generalized coordinates and derivatives are:

$$q = \begin{bmatrix} x \\ \theta \end{bmatrix}, \quad \dot{q} = \begin{bmatrix} \dot{x} \\ \dot{\theta} \end{bmatrix}$$  \hspace{1cm} (K.1)

The model consists of two rigid bodies: a planar ball in contact with the ground and a massless rod connecting a point-mass to the center of the ball. The same parameters as defined in Section 2.2 is used for the model, except that the inertia of the body around the x-axis is used as the planar models body inertia, $J_b = J_{bx}$. Keep in mind that the inertia of the body includes the inertia of the wheel as well.

A relaxed notation is used for all the angular velocities. The way to interpret the angle derivatives according to the exact notation, presented in Appendix E, is shown below.

$$\dot{\theta} = \omega_{b-K}$$  \hspace{1cm} (K.2)
$$\dot{\phi} = \omega_{k-K}$$  \hspace{1cm} (K.3)
$$\dot{\psi} = \omega_{M-M}$$  \hspace{1cm} (K.4)

Note how the frame identifier has been left out, since the angular velocities are scalar values defining an angular velocity between two 2-dimensional frames.

**Figure K.1:** Planar model including the rigid bodies and direction definitions
Appendix K. Planar Model

This appendix presents the derivation of this planar model using Lagrangian mechanics. Note, however, that since the generalized coordinates of this planar model is equal to the degrees of freedom in the system, constraints are not necessary.

K.1 Frames

The following frames are used in the planar model:

- \{I\} : the inertial frame is fixed to the world
- \{K\} : the ball frame is attached to the center of the ball but aligned with the inertial frame axes. It is thus only translated in the x-axis with respect to the inertial frame
- \{K'\} : the rotating ball frame is rigidly attached to the ball, rotated with the ball angle, \( k \phi \), and has its origin in the center, and thus rotates with the ball as the ballbot moves
- \{B\} : the body frame is rigidly attached to the rod, tilted with an angle \( b \theta \) with respect to the ball frame, \{K\}, and has its origin in the center of the ball
- \{M\} : the motor frame (center of virtual wheel) is rigidly attached to the rod and is thus translated from the body frame in the direction of the rod with a distance, \( l \)
- \{M'\} : the rotating motor frame (center of virtual wheel) is rotating with the virtual wheel angle, \( m \psi \), with respect to the motor frame, \{M\}, and has its origin in the center of the motor frame

Note that both the inclination angle and ball angle are clockwise positive whereof the motor angle is counter-clockwise positive.

K.2 Assumptions

The no-slip condition is also assumed for the planar model resulting in a rolling constraint. This hereby kinematically links the position of the ball with the ball angle, \( k \phi \), and correspondingly for the angular velocity and translational velocity.

\[
^I_x = r_k^K \phi \quad \rightarrow \quad ^I \dot{x} = r_k^K \dot{\phi}
\]  
(K.5)

Furthermore, the contact point between the virtual wheel and the ball is assumed to always be at

\[
^n p_c = \begin{bmatrix} 0 \\ r_k \end{bmatrix}
\]  
(K.6)

The instantaneous velocity at contact the contact point is always zero, thus the tangential velocity of the virtual wheel is equal to the tangential velocity of the ball. Due to the choice of directions this assumption requires

\[
r_w \omega_{M-B} = r_k \omega_{K-B}
\]  
(K.7)

There is assumed to be no friction forces in the system.

Finally, the point-mass, corresponding to the body mass, is centered at

\[
^n p_m = \begin{bmatrix} 0 \\ l \end{bmatrix}
\]  
(K.8)

with an inertia, \( J_b \), defined with the same origin as the body frame.
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K.3 Kinematics

Before deriving the energy equations we need to derive the kinematics. The kinematics is the relationship between the angular velocity of the wheel, \( \omega_M' \), and the derivative of the generalized coordinates, in this case the translational velocity of the ball, \( \dot{\theta} \), and angular velocity of the body. The angular velocity of the wheel, \( \omega_M' \), is with respect to the fixed motor frame, \( \{M\} \), which is rigidly attached to the body, \( \{B\} \). This velocity will thus correspond to the measurable velocity by an encoder installed on the motor.

The assumption of zero instantaneous velocity at the contact point is used. This relationship states that the angular velocity of the wheel seen from the body frame, \( \dot{\phi} \), is equal to the angular velocity of the ball seen from the body frame, \( \dot{\theta} \). The angular velocity of the ball is derived using the relations of moving frames described in Appendix E.

\[
\begin{align*}
\omega_{K'\to B} &= \omega_{K'\to K} + \omega_{K\to B} \\
&= \omega_{K'\to K} - \omega_{B\to K}
\end{align*}
\] (K.9)

Now by reordering (K.7) the angular velocity of the wheel is computed by

\[
\omega_{M'\to B} = \frac{r_k}{r_w} \omega_{K'\to B}
\] (K.10)

Since the rotation of the motor frame, \( \{M\} \), and body frame \( \{B\} \), coincides, the angular velocity is also defined with respect to the motor frame as desired.

\[
\begin{align*}
\omega_{M'\to B} &= \frac{r_k}{r_w} \left( \dot{k}' \phi - \dot{k} \theta \right) \\
&= \frac{1}{r_w} \dot{k}' x - \frac{r_k}{r_w} k \dot{\theta}
\end{align*}
\] (K.11)

K.4 Energy equations

Similar to Section 5.2 the first step when modelling a system using Lagrangian mechanics is to derive the energy equations. The kinetic and potential energy are derived for the ball, body and wheel.

K.4.1 Ball energy

\[
T_k = \frac{1}{2} J_K \dot{\phi}^2 + \frac{1}{2} M_k \dot{x}^2
\] (K.12)

\[
V_k = 0
\] (K.13)

Note that the ball has no potential energy since the ball frame is assumed only to move in the x-axis of the inertial frame.

K.4.2 Body energy

\[
T_b = \frac{1}{2} J_b \dot{\theta}^2 + \frac{1}{2} M_b \dot{p}_m^T \dot{p}_m
\] (K.14)

\[
V_b = M_b g \begin{bmatrix} 0 & 1 \end{bmatrix} \dot{p}_m
\] (K.15)

\[
= M_b g l \cos \left( \frac{\theta}{\theta} \right)
\] (K.16)
Where the position of the body center of mass, $\mathbf{p}_m$, is computed by rotation.

$$
\begin{align*}
\mathbf{R}^\mathbf{R} & = \begin{bmatrix}
\cos(\frac{\theta}{n}) & \sin(\frac{\theta}{n}) \\
-\sin(\frac{\theta}{n}) & \cos(\frac{\theta}{n})
\end{bmatrix} \\
\mathbf{p}_m & = \mathbf{R}^\mathbf{R} \mathbf{p}_m \\
\dot{\mathbf{p}}_m & = \dot{\mathbf{R}}^\mathbf{R} \mathbf{p}_m
\end{align*}
$$

The velocity of the center of mass, $\dot{\mathbf{p}}_m$, is now computed by differentiating (K.20).

$$
\begin{align*}
\dot{\mathbf{p}}_m & = \dot{\mathbf{O}}_{k-1} + \mathbf{R}^\mathbf{R} \mathbf{p}_m \\
\dot{\mathbf{R}}^\mathbf{R} & = \frac{\partial \mathbf{R}^\mathbf{R}}{\partial \mathbf{p}_m} \frac{d \mathbf{p}_m}{dt} \\
\dot{\mathbf{p}}_m & = \begin{bmatrix}
\dot{x} + l \cos(\frac{\theta}{n}) \dot{\theta}^y \\
\dot{y} - l \sin(\frac{\theta}{n}) \dot{\theta}^y
\end{bmatrix}
\end{align*}
$$

The kinetic energy equation includes the squared norm of this velocity vector, which is thus derived.

$$
\begin{align*}
\dot{\mathbf{p}}_m^T \dot{\mathbf{p}}_m & = \begin{bmatrix}
\dot{x} + l \cos(\frac{\theta}{n}) \dot{\theta}^y \\
\dot{y} - l \sin(\frac{\theta}{n}) \dot{\theta}^y
\end{bmatrix}^T \begin{bmatrix}
\dot{x} + l \cos(\frac{\theta}{n}) \dot{\theta}^y \\
\dot{y} - l \sin(\frac{\theta}{n}) \dot{\theta}^y
\end{bmatrix} \\
& = \left( \left( \dot{x} + l \cos(\frac{\theta}{n}) \dot{\theta}^y \right)^2 + \left( \dot{y} - l \sin(\frac{\theta}{n}) \dot{\theta}^y \right)^2 \right) \\
& = \dot{x}^2 + 2 \dot{x} \dot{y} \cos(\frac{\theta}{n}) \dot{\theta}^y + l^2 \dot{\theta}^y \dot{\theta}^y
\end{align*}
$$

Applying the Pythagorean identity, $\cos(\theta)^2 + \sin(\theta)^2 = 1$, yields:

$$
\dot{\mathbf{p}}_m^T \dot{\mathbf{p}}_m = \dot{x}^2 + 2 \dot{x} \dot{y} \cos(\frac{\theta}{n}) \dot{\theta}^y + l^2 \dot{\theta}^y \dot{\theta}^y
$$

The squared norm is substituted back into the body kinetic energy equation.

$$
T_b = \frac{1}{2} J_b \dot{\theta}^2 + \frac{1}{2} M_b \dot{x}^2 + M_b \dot{x} \dot{y} \cos(\frac{\theta}{n}) \dot{\theta}^y + \frac{1}{2} M_b \dot{\theta}^y \dot{\theta}^y
$$

K.4.3 Wheel energy

$$
\begin{align*}
T_w & = \frac{1}{2} J_w \dot{\psi}^2 \\
V_w & = 0
\end{align*}
$$
K.5 Equations of motion

Note that the wheel is assumed to have no potential energy as the mass of the wheel is included in the mass of the body, affecting the center of mass as well.

Since the wheel inertia has already been included in the body inertia, it is sufficient to just compute the wheel energy based on the angular velocity of the wheel within the motor frame, fixed to the body. The angular velocity of the wheel is computed using the kinematics, (K.11).

\[
T_w = \frac{1}{2} J_w \left( \frac{r_k}{r_w} \left( \frac{k^w}{k^w} - \frac{k^w}{k^w} \right)^2 \right) \tag{K.29}
\]

\[
= \frac{1}{2} J_w \frac{r_k^2}{r_w^2} \left( \frac{k^w}{k^w} \right)^2 - 2 \frac{k^w}{k^w} \left( \frac{k^w}{k^w} \right) \frac{k^w}{k^w} \frac{k^w}{k^w} \tag{K.30}
\]

K.5 Equations of motion

The equations of motion is derived with the Euler-Lagrange equation, (5.4):

\[
\frac{d}{dt} \begin{bmatrix} \frac{\partial L}{\partial \dot{x}} \\ \frac{\partial L}{\partial \dot{\theta}} \end{bmatrix}^T - \begin{bmatrix} \frac{\partial L}{\partial x} \\ \frac{\partial L}{\partial \theta} \end{bmatrix}^T = Q \tag{K.31}
\]

which requires the computation of the Lagrangian.

\[
L = T_k + T_b + T_w - V_b \\
= \frac{1}{2} J_k \dot{x}^2 + \frac{1}{2} M_k \dot{x}^2 + \frac{1}{2} J_b \dot{\theta}^2 + \frac{1}{2} M_b \dot{x}^2 + M_b \dot{l} \cos (\frac{k^w}{k^w}) \frac{k^w}{k^w} \theta \tag{K.32}
\]

\[
+ \frac{1}{2} M_b l^2 \dot{\theta}^2 + \frac{1}{2} J_w \frac{r_k^2}{r_w^2} \left( \frac{k^w}{k^w} \right)^2 - 2 \frac{k^w}{k^w} \left( \frac{k^w}{k^w} \right) \frac{k^w}{k^w} \frac{k^w}{k^w} - M_b \dot{l} \cos (\frac{k^w}{k^w}) \frac{k^w}{k^w} \theta \tag{K.33}
\]

The rolling constraint, \( \frac{k^w}{k^w} \dot{\phi} = \frac{1}{r_w} \dot{l} \), is applied to get rid of the angular velocity of the ball and the terms are collected.

\[
L = \frac{1}{2} \left( J_k \frac{1}{r_k^2} + J_w \frac{1}{r_w^2} + M_k + M_b \right) \dot{x}^2 \\
+ \frac{1}{2} \left( J_b + M_b l^2 + J_w \frac{r_k^2}{r_w^2} \right) \dot{\theta}^2 \\
+ \left( M_b \dot{l} \cos (\frac{k^w}{k^w}) \frac{k^w}{k^w} \theta - J_w \frac{r_k^2}{r_w^2} \right) \dot{l} \frac{k^w}{k^w} \dot{\theta} \\
- M_b \dot{l} \cos (\frac{k^w}{k^w}) \frac{k^w}{k^w} \theta \tag{K.34}
\]

Next we compute the partial derivatives of the Lagrangian.

\[
\frac{d}{dt} \begin{bmatrix} \frac{\partial L}{\partial \dot{x}} \\ \frac{\partial L}{\partial \dot{\theta}} \end{bmatrix}^T = \begin{bmatrix} \frac{\partial L}{\partial \dot{x}} \\ \frac{\partial L}{\partial \dot{\theta}} \end{bmatrix} \tag{K.35}
\]

\[
\frac{\partial L}{\partial \dot{x}} = \left( J_k \frac{1}{r_k^2} + J_w \frac{1}{r_w^2} + M_k + M_b \right) \dot{l} \\
+ \left( M_b \dot{l} \cos (\frac{k^w}{k^w}) \frac{k^w}{k^w} \theta - J_w \frac{r_k^2}{r_w^2} \right) \frac{k^w}{k^w} \dot{\theta} \tag{K.36}
\]
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\[ \frac{\partial L}{\partial \dot{\theta}} = \left( J_b + M_b l^2 + J_w \frac{r_k^2}{r_w^2} \right) \ddot{\theta} \]

\[ + \left( M_b l \cos \left( \frac{\dot{\theta}}{\dot{\theta}} \right) - J_w \frac{r_k}{r_w} \right) \dot{x} \]

\[ \frac{\partial L}{\partial \dot{x}} = 0 \quad (K.37) \]

\[ \frac{\partial L}{\partial \ddot{x}} = -M_b l \sin \left( \frac{\dot{\theta}}{\dot{\theta}} \right) \ddot{\theta} \dot{x} \]

\[ + M_b g l \sin \left( \frac{\dot{\theta}}{\dot{\theta}} \right) \]

\[ \frac{\partial L}{\partial \ddot{\theta}} + \left( M_b l \cos \left( \frac{\dot{\theta}}{\dot{\theta}} \right) - J_w \frac{r_k}{r_w} \right) \dddot{\theta} \]

\[ - M_b l \sin \left( \frac{\dot{\theta}}{\dot{\theta}} \right) \dot{x} \dddot{\theta} \]

\[ \frac{\partial L}{\partial \theta} = 0 \quad (K.38) \]

\[ \frac{\partial L}{\partial \theta} = 0 \quad (K.39) \]

Next the time derivative of the partial derivative with respect to the derivative states, is taken.

\[ \frac{d}{dt} \frac{\partial L}{\partial \dot{x}} = \left( J_k \frac{1}{r_k^2} + J_w \frac{1}{r_w^2} + M_k + M_b \right) \dot{x} \]

\[ - M_b l \sin \left( \frac{\dot{\theta}}{\dot{\theta}} \right) \ddot{\theta} \]

\[ + \left( M_b l \cos \left( \frac{\dot{\theta}}{\dot{\theta}} \right) - J_w \frac{r_k}{r_w} \right) \dddot{\theta} \]

\[ \frac{d}{dt} \frac{\partial L}{\partial \ddot{x}} = \left( J_b + M_b l^2 + J_w \frac{r_k^2}{r_w^2} \right) \dddot{\theta} \]

\[ - M_b l \sin \left( \frac{\dot{\theta}}{\dot{\theta}} \right) \dot{x} \dddot{\theta} \]

\[ + \left( M_b l \cos \left( \frac{\dot{\theta}}{\dot{\theta}} \right) - J_w \frac{r_k}{r_w} \right) \]

\[ \frac{d}{dt} \frac{\partial L}{\partial \ddot{\theta}} = \left( J_b + M_b l^2 + J_w \frac{r_k^2}{r_w^2} \right) \dddot{\theta} \]

\[ - M_b g l \sin \left( \frac{\dot{\theta}}{\dot{\theta}} \right) \]

\[ \frac{d}{dt} \frac{\partial L}{\partial \dot{\theta}} = -M_b l \sin \left( \frac{\dot{\theta}}{\dot{\theta}} \right) \ddot{\theta} \dot{x} \]

\[ + M_b g l \sin \left( \frac{\dot{\theta}}{\dot{\theta}} \right) \]

\[ = 0 \quad (K.40) \]

\[ \frac{d}{dt} \frac{\partial L}{\partial \theta} = 0 \quad (K.41) \]

Combining (K.38), (K.39), (K.40) and (K.41) yields the two equations of motion describing the planar model of the ballbot, though without torque input.

\[ \dot{x} \left( J_k \frac{1}{r_k^2} + J_w \frac{1}{r_w^2} + M_k + M_b \right) + \dot{\theta} \left( M_b l \cos \left( \frac{\dot{\theta}}{\dot{\theta}} \right) - J_w \frac{r_k}{r_w} \right) \]

\[ - \dot{\theta}^2 M_b l \sin \left( \frac{\dot{\theta}}{\dot{\theta}} \right) = 0 \quad (K.42) \]

\[ \dot{x} \left( M_b l \cos \left( \frac{\dot{\theta}}{\dot{\theta}} \right) - J_w \frac{r_k}{r_w} \right) + \dot{\theta} \left( J_b + M_b l^2 + J_w \frac{r_k^2}{r_w^2} \right) - M_b g l \sin \left( \frac{\dot{\theta}}{\dot{\theta}} \right) = 0 \]

K.5.1 Including non-conservative forces

The right hand side of the Euler-Lagrange equation are the non-conservative forces. In this case we would like to include the motor torque input, as applied to the wheel. As described in Section 5.4 input forces are included through generalized forces which has to be computed from the Jacobian of the mapping between the coordinates affected by the force and the generalized coordinates.

\[ Q_j = \sum_i F_{ext,i} \frac{\partial r_i}{\partial \chi_j} \quad (K.43) \]

In this case, since we would like to include an input torque, the kinematics between the wheel angular velocity, (K.11), and the generalized coordinates is used.

\[ J_{\tau} = \frac{\partial \psi}{\partial \chi} = \begin{bmatrix} \frac{1}{r_w} & -\frac{k}{r_w} \\ -\frac{r_k}{r_w} & r_k \end{bmatrix} \quad (K.44) \]
The input force matrix is then defined as

\[ Q = J_\tau \tau = \begin{bmatrix} \frac{1}{r_w} \\ - \frac{r_k}{r_w} \end{bmatrix} \tau \] (K.45)

### K.5.2 Final equations of motion

Including this input force matrix in the two equations of motion, (K.42), leads to the final equations of motion for the planar model, (K.46).

\[
\begin{align*}
1 \dot{r} \left( J_k \frac{1}{r_k^2} + J_w \frac{1}{r_w^2} + M_k + M_b \right) + \kappa \dot{\theta} \left( M_b l \cos \left( \frac{\kappa \theta}{r_k} \right) - J_w \frac{r_k}{r_w^2} \right) - M_b l \sin \left( \frac{\kappa \theta}{r_k} \right) \dot{\theta}^2 &= \frac{1}{r_w} \tau \\
1 \dot{r} \left( M_b l \cos \left( \frac{\kappa \theta}{r_k} \right) - J_w \frac{r_k}{r_w^2} \right) + \kappa \dot{\theta} \left( J_b + M_b l^2 + J_w \frac{r_k^2}{r_w^2} \right) - M_b g \sin \left( \frac{\kappa \theta}{r_k} \right) &= - \frac{r_k}{r_w} \tau
\end{align*}
\] (K.46)

This can be written on the general form as in (5.10).

\[ M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) = Q \tau \] (K.47)

where the mass matrix, Coriolis matrix, gravity matrix and input matrix are defined as:

\[
M(q) = \begin{bmatrix}
J_k \frac{1}{r_k^2} + J_w \frac{1}{r_w^2} + M_k + M_b & M_b l \cos \left( \frac{\kappa \theta}{r_k} \right) - J_w \frac{r_k}{r_w^2} \\
M_b l \cos \left( \frac{\kappa \theta}{r_k} \right) - J_w \frac{r_k}{r_w^2} & J_b + M_b l^2 + J_w \frac{r_k^2}{r_w^2}
\end{bmatrix}
\] (K.48)

\[
C(q, \dot{q}) = \begin{bmatrix}
0 & - M_b l \sin \left( \frac{\kappa \theta}{r_k} \right) \\
0 & 0
\end{bmatrix}
\] (K.49)

\[
G(q) = \begin{bmatrix}
0 \\
- M_b g l \sin \left( \frac{\kappa \theta}{r_k} \right)
\end{bmatrix}
\] (K.50)

\[
Q = \begin{bmatrix}
\frac{1}{r_w} \\
- \frac{r_k}{r_w}
\end{bmatrix}
\] (K.51)

Note the similarities with (1.1), which can be constructed by adding the first equation of motion to the second.

### K.6 Future work

Instead of using a scalar angle (Euler) for the inclination, a 2D abstraction of the quaternion could have been used. Note that the 2D quaternion, \( q \), is not to be confused with neither the generalized coordinates presented above nor the real quaternion used in the rest of this thesis.

\[
q = \begin{bmatrix}
\cos(\theta) \\
\sin(\theta)
\end{bmatrix}
\] (K.52)

\[
\dot{q} = \begin{bmatrix}
- \sin(\theta) \\
\cos(\theta)
\end{bmatrix} \dot{\theta}
\] (K.53)
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In this case the generalized coordinates for the planar model would have become overdetermined, similar to the quaternion model in Chapter 5, and the norm constraint would be required.

\[
\chi = \begin{bmatrix} x \\ q \end{bmatrix} \quad \text{where} \quad q^T q = 1 \quad \text{(K.54)}
\]

It would hereby be possible to go through all the necessary steps in the Lagrangian mechanics modelling process, including adding the constraint to reduce the Euler-Lagrange equations and generalized coordinate space. This would give some useful insight in the procedure and pitfalls and could help to build intuition before diving into the advanced full model.
This appendix introduces the theory behind the sliding mode controller including the necessary terminologies. The appendix is based on the literature [60] [61] [92]. If the reader is unfamiliar with sliding mode control or is in need of a brushup, a quick but complete walkthrough of sliding mode control and integral sliding mode can be found in [93] and [94].

A Sliding Mode Controller, in the latter abbreviated SMC, is a robust non-linear controller. The aim of a sliding mode controller and the reason for applying a sliding mode controller to control the balance of the ballbot, is to design a control law to effectively account for:

- parameter uncertainties, e.g., imprecision on the mass properties or loads, inaccuracies on the torque constants of the actuators, friction, and so on.
- the presence of unmodeled dynamics, such as structural resonant modes, neglected time-delays (in the actuators, for instance), or finite sampling rate.

The typical structure of a robust controller is composed of a nominal part, similar to feedback linearization or inverse dynamics, and additional terms aimed at dealing with model uncertainty.

In its original form, described and used in this thesis, the sliding mode controller is robust against matched disturbances. Uncertain terms entering the state equation at the point of control input, \( \delta(t, x, u) \) in (L.1), are categorized as matched disturbances, e.g., parametric uncertainties within the range space of the input matrix, \( g(x) \).

\[
\dot{x} = f(x) + g(x) \left( u + \delta(t, x, u) \right) \quad (L.1)
\]

The matching condition can be relaxed with e.g., backstepping control or other enhanced versions of the sliding mode controller. Integral Sliding Mode Controller, ISMC, is for example able to handle unmatched disturbances and has a less aggressive output [95] [92] [96] [94] [69].

The functionality of a sliding mode controller is governed by two phases illustrated in Figure L.1.

1. **Reaching phase**: force the system states onto a predefined, desirable manifold, \( s = 0 \), in finite time.

2. **Sliding phase**: stay on the manifold for all future time.

The sliding- and reaching phase are both defined by a scalar variable, \( s \), where \( s = 0 \) defines the desired sliding manifold also known as the sliding surface. Commonly the sliding manifold defines a first order relationship between certain states and their derivatives, as shown in (L.2), where \( T \) is a mapping matrix to extract the given states.

\[
s = T\dot{\chi} + K T\chi \quad (L.2)
\]
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It is crucial that the derivative of the sliding manifold, $\dot{s}$, contains the controllable inputs, $u$. This is achieved by ensuring that the relative degree of the sliding manifold is $r - 1$, with $r$ being the relative degree of the system. The sliding surface thus describes both dynamics and place to be. Note that higher order sliding mode controllers exist, such as the super-twisting controller [67] [92] [97] [98], but this is outside the scope of this thesis.

There is no general method for choosing the sliding surface, but a linear combination of the state variables is an option. If one of the state variables is a system output to be controlled, this variable must be used. Note that the state variables used in the sliding surface must have an equilibrium at zero, which can also be achieved through a coordinate transform. It is also possible to add integral and derivative components to the sliding surface.

The surface is designed to ensure convergence of the system states towards an equilibrium. Moreover the sliding surface should reflect the design specifications and control objectives. When the system is off the manifold, $s \neq 0$, it is said to be in the reaching phase. When the system is on the manifold, $s = 0 \wedge \dot{s} = 0$, the system is said to be in the sliding phase.

In the reaching phase the controller pushes the system towards the sliding manifold with a predefined rate, assuming a sufficiently large switching gain, $\eta$, so that disturbances are overcome. For a sliding mode controller with constant switching gain the reaching time is upper bounded by

$$t_r \leq \frac{|s(0)|}{\eta} \quad (L.3)$$

where $s(0)$ is the initial value of the sliding variable. When the system finally hits the sliding surface it remains there for all future time, $\dot{s} = 0$.

In the sliding phase the order of the system dynamics is reduced by one degree, since a degree of freedom gets tied by the manifold relationship. The sliding surface thereby dictates the system dynamics in the sliding phase, and is thus usually designed to achieve the control objective, e.g., stabilizing the origin of the reduced-order system defined by the surface. The motion on the sliding surface can be given an interesting geometric interpretation as an 'average' of the system dynamics on both sides of the surface, see Figure L.2.

![Phase plot of sliding mode controller on one dimensional system](image)

**Figure L.1:** Phase plot of sliding mode controller on one dimensional system
The benefit of the sliding mode controller is that motion on the manifold, thus the closed loop dynamics when being on the manifold, known as the sliding mode, is independent of matched uncertainties. The sliding mode controller can handle fairly large uncertainties, limited only by the switching gain but in practice also limited by physical constraints on the amplitude of the control signals. This enables controller design of a reduced-order controller where non-linearities and uncertainties can be neglected, since these are handled by the sliding mode controller. The downside is unfortunately that to give this robustness the basic sliding mode controller works as a bang-bang controller.

The sliding mode control law consists of two parts:

1. Nominal control law: control output to keep the nominal system on the sliding manifold, also known as equivalent control and is commonly derived through inverse dynamics or computed torque.

2. Switching control law: discontinuous (or continuous with a boundary layer) control output which pushes the system towards the sliding manifold in the perpendicular direction, hence the direct path towards the surface.

For a nominal system, hence a system with no uncertainties nor disturbances, no switching would occur and the system would be able to slide on the sliding surface with just the nominal control law, \( u_{\text{equiv}} = c(x) \) \( (L.4) \).

The nominal control law is designed so that the nominal dynamics is cancelled to ensure \( \dot{s} = 0 \). However, with uncertainties or disturbances the actual system will diverge from the sliding surface which activates the discontinuous switching control law, \( u_{\text{switch}} \), defined with a signum function.

\[
\ u_{\text{switch}} = -d(x) \eta(x) \text{sgn}(s) \tag{L.5}
\]

The switching control law is designed to push the sliding variable, \( s \), towards the sliding manifold, \( s = 0 \). The direction matrix, \( d(x) \), maps the perpendicular direction of the sliding surface into actuation space, while the switching gain, \( \eta(x) \), defines an upper bound of the tolerable uncertainties. For infinitely fast discontinuous switching, the closed loop dynamics of the system would 'average' into the nominal system dynamics as illustrated by Filippov in Figure L.2.

\[f_{+} \quad f_{eq} \quad f_{-}\]

\[s < 0 \quad s = 0 \quad s > 0\]

**Figure L.2:** Illustration of Filippov’s method of 'averaging' the dynamics

The high frequency switching is, however, what results in a bang-bang control strategy when the system is sliding, which can lead to chattering in the system states. Chattering occurs due to imperfections in the switching device, e.g., actuator, or due to unmodeled dynamics or delays. In specific applications where control chattering is acceptable, the pure switching control laws can yield extremely high performance. Sliding mode is therefore especially efficient for systems where the control output is digital (ON/OFF, relay-based etc.) or for systems where an analog output is approximated with PWM.
The discontinuous control law results in a signal comparable to a pulse-width modulated signal and the combined control output thus looks like a PWM signal with a varying offset due to the equivalent control law.

\[ s = 0 \]

Figure L.3: Chattering phenomena

For systems where chattering would cause tremendous wear or is not be feasible, continuous switching strategies have been proposed to reduce the discontinuity when the system is close to the manifold. The aim of the continuous strategies is to replace the discontinuous control law with an approximation which is smooth in a boundary layer close to the sliding manifold, \(|s| < \tilde{s}_\epsilon\), a so-called \(\epsilon\)-tube, in where the switching happens smoothly.

The boundary layer is designed such that it is invariant, that is all trajectories starting inside the boundary layer should stay inside. Instead of having a control law which is discontinuous at \(s = 0\), the continuous switching laws smoothen the discontinuous transition from \(u = -\eta\) to \(u = \eta\). Outside the boundary layer the control law is chosen as before, hence the switched output being either positive or negative, which thereby ensures invariance. Usually the signum function is replaced by the saturation, sigmoid or hysteresis function, offering a continuous or smooth control signal (L.6) \[60\] \[61\]. Using the saturation function leads to a linear transition in the boundary layer.

\[
\mathbf{u}_{\text{switch}} = -\mathbf{d}(\mathbf{x}) \eta(\mathbf{x}) \operatorname{sat}\left(\frac{s}{\epsilon}\right)
\]

(L.6)

where

\[
\operatorname{sat}(x) = \begin{cases} 
  x & |x| \leq 1 \\
  \text{sgn}(x) & |x| > 1
\end{cases}
\]

(L.7)

Others \[98\] suggest to use the tangent hyperbolic function to reduce chatter, yielding a smooth but non-linear transition.

The continuous sliding mode controller achieves ultimate boundedness with an ultimate bound that can be controlled by the design parameter \(\epsilon\). The system will reach the set \(|s| \leq \tilde{s}_\epsilon\) in finite time and remain within the set thereafter, where \(\tilde{s}_\epsilon\) depends on the \(\epsilon\) and the upper bound of the matched disturbance, \(\Delta\) \[99\] \[60\].

The boundary layer can be made time- and state-dependent, \(\epsilon(t, \mathbf{x})\), to achieve an optimal trade-off between tracking precision and robustness at all times, e.g., starting with a wide \(\epsilon\)-tube and then narrowing it down. However, it is important that the boundary layer is chosen such that the Lyapunov stability criteria are still fulfilled when the trajectories are outside the boundary layer, that is the sliding manifold must be attractive \[60\].

In other applications it might be relevant to investigate smoothed first- or second-order switching laws as a measure to reduce chatter, but this is again outside the scope of this thesis \[68\] \[69\].
L.1 Common practice

There seems to be two common approaches to the design of a sliding mode controller and the choice of sliding manifold. Slotine [60] presents a design strategy where the designer chooses a sliding manifold which reflects the tracking error, such that $s \rightarrow 0$ when $x_e \rightarrow 0$. Note that the tracking error is defined as a scalar. For a second order system, that is a system where the control input goes into an integrator chain of two integrators, Slotine proposes a linear sliding manifold on the tracking error:

$$s = \dot{x}_e + K x_e$$  (L.8)

When the system is in sliding phase, $s = 0$, the closed loop dynamics will hereby be governed by the first order equation:

$$\dot{x}_e = -K x_e$$  (L.9)

As long as $K > 0$ the above system is asymptotically stable with the equilibrium at $x_e = 0$.

Another approach is presented by Khalil [61] who assumes the system to be in normal form, see (L.11), and the control objective is to drive the system to its equilibrium.

$$\dot{\eta} = f_a(\eta, \xi)$$
$$\dot{\xi} = f_b(\eta, \xi) + g(\eta, \xi)u + \delta(t, x, u)$$  (L.11)

Where Slotine uses a tracking error, Khalil defines a linear sliding manifold based on a control law, $\phi(\eta)$, designed to stabilize the internal dynamics, $\dot{\eta} = f_a(\eta, \phi(\eta))$.

$$s = \xi - \phi(\eta)$$  (L.12)

The design of $\phi(\eta)$ corresponds to solving a stabilization problem for the nominal internal system of reduced order, $\dot{\eta} = f_a(\eta, \xi)$, which is why any controller design methods can be used for this. The method by Khalil can be extended to reference tracking by a simple change of coordinates.
The striking feature of sliding mode control is its robustness with respect to $f_b$ and $g$ and we only need to know the upper bound of the disturbance, $\delta(t, x, u)$. During the sliding phase the motion is completely independent of $f_b$ and $g$.

From the design guidelines by Khalil and Slotine, the design of a sliding mode controller can be summarized in five steps:

1. Transform the system into normal/regular form.
2. Construct sliding manifold / sliding surface to stabilize the system e.g., based on desired error dynamics.
3. Derive equivalent control law from the defined sliding surface.
4. Define switching law.
5. Define switching gain based on disturbance rejection requirements.
In this appendix the Extended Kalman filter used for Quaternion state estimation is designed and tested. A summary of the algorithm is found in Appendix M.8. The MATLAB code for the QEKF can be found at: Kugle-MATLAB/Estimators/QEKF. The C++ implementation of the QEKF, generated by using MATLAB Embedded Coder®, can be found at: Kugle-E Embedded/KugleFirmware/Libraries/Modules/Estimators/QEKF.

M.1 Objective

The objective of the Quaternion Extended Kalman Filter, in the latter denoted QEKF, is to estimate the states related to the quaternion. From the state vector, (5.97), the quaternion related states are the quaternion itself, $\mathbf{q}$, and its derivative, $\mathbf{\dot{q}}$. The QEKF should thus estimate the orientation and angular velocity of the robot in terms of $\mathbf{q}$ and $\mathbf{\dot{q}}$. Thereby the QEKF falls in the category of an attitude estimator.

The QEKF should use the accelerometer and gyroscope measurements from one of the onboard IMUs, see Table C.1. The magnetometer could also have been used, but due to large expected magnetic distortions in the environment in which the ballbot would be used, it would cause more trouble than dead reckoning the heading angle based on integration of the gyroscope angular velocity. However, since the ballbot includes two LiDARs which will be used for localization, a heading estimate can be extracted from the localized SLAM estimate. This heading estimate can be fed back into the QEKF at the available rate, hence lower than the rate at which the QEKF will be running, to improve the heading of the quaternion estimate.

The QEKF should run at the same rate as the balance controller being 200 Hz as defined in Chapter 7 and have a bandwidth at least 6 times faster than the controller bandwidth to limit the influence of the estimator dynamics in the controller [59].

The computed estimates, both $\mathbf{q}$ and $\mathbf{\dot{q}}$, should be filtered and smooth. Due to the quaternion derivative propagating directly through the equivalent control law, see Section 9.1, the $\mathbf{\dot{q}}$ estimate should at least be low-pass filtered to reduce high-frequency noise. It should thus be possible to adjust the smoothing on the $\mathbf{\dot{q}}$ estimate.

M.2 Prior work

A great overview of common IMU sensor fusion methods is given in [104]. Since we want to estimate the complete orientation and not just roll and/or pitch, the general complimentary filter [105], used by most hobbyists to fuse accelerometer and gyroscope measurements, is to no use.

One of the most commonly used 3D attitude/orientation estimators for IMU is the Madgwick filter by Sebastian Madgwick [101] [106]. Being a quaternion estimator it serves the purpose of estimating a singularity free orientation. The filter exists in two variants, one using only accelerometer and gyroscope (IMU) and another using the magnetometer as well (MARG). The orientation is estimated through a gradient descent approach where the step size is varied by the angular velocity from the gyroscope and the minimization problem is defined from the alignment between the estimated and measured gravity vector from the accelerometer.
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Madgwick is an efficient filter with a very few lines of code executed in each iteration. This makes the Madgwick filter optimal for smaller embedded systems where the large floating point matrix inversions involved in an Extended Kalman filter, might be unfeasible. Some have even combined the Madgwick filter with a Kalman filter, using the resulting quaternion estimate from the gradient descent as an input to a Kalman filter, which fuses this estimate with the angular velocity measured by the gyroscope [102] [107]. Initially the Madgwick filter was used on Kugle V0, but one of the main deficiencies of the filter is the lack of a properly filtered quaternion derivative estimate.

Even though an Extended Kalman filter is computationally more expensive than a gradient descent method, it allows the designer to model and control the dynamics of the estimates through model-based optimal filtering. Since the propagation of and general arithmetic with quaternions involves non-linear operations, the non-linear versions of the Kalman filter, e.g., the Extended Kalman filter or Unscented Kalman filter [108], has to be used [109].

When it comes to Kalman filtering two types of approaches exist: model-driven and sensor-driven. The model-driven approach is the classical where the dynamic model of the system is used to propagate the states in the Kalman filter utilizing the actuated input to the system. In the sensor-driven approach the dynamic model is replaced by a kinematic model, utilizing one or multiple sensor inputs to propagate the states. In both cases one or multiple sensors are also used to correct the estimate. In the case of attitude estimation with an accelerometer and gyroscope, common methods take the model-free approach by using the gyroscope to propagate the orientation estimate which is then corrected by the accelerometer.

On the Rezero ballbot from ETH, the students have developed a single sensor driven Extended Kalman Filter to estimate all necessary states for the system, being the position, velocity and orientation, based on their kinematic model [110]. By combining everything into one Kalman filter they can utilize the encoder readings to correct orientation and visa versa use the accelerometer measurements to propagate the velocity estimate. The orientation is estimated as a rotation matrix which is corrected using an error state model. Unfortunately they do not estimate the angular velocity of the robot and neither do they talk about computation time and implementation.

Extended Kalman filters for quaternion estimation is a greatly researched topic with generally two common ways of doing it, both taking the sensor-driven approach: additive filtering and multiplicative filtering [111] [112].

For the general Kalman filter the estimation error is assumed to be the linear difference between the estimate and the true variable:

\[
\delta \mathbf{x} = \mathbf{x} - \hat{\mathbf{x}} \tag{M.1}
\]

where the estimate is defined as the expectation of a stochastic variable or a vector of stochastic variables.

\[
\hat{\mathbf{x}} = \mathbb{E}[\mathbf{x}] \tag{M.2}
\]

In the general Kalman filter the update equation is linearly applied.

\[
\mathbf{x}^{k|k} = \mathbf{x}^{k|k-1} + \mathbf{K}^k \left( \mathbf{z}^k - h(\mathbf{x}^{k|k-1}) \right) \tag{M.3}
\]

However, when dealing with quaternions, which are not closed under addition and subtraction, this way of computing the estimation error and the way of correcting the estimate, would lead to non-unit error quaternions. Thus to keep the quaternion estimate on the 4-dimensional unit sphere, a multiplicative error definition can be used.

\[
\delta \mathbf{q} = \mathbf{q} \circ \mathbf{\tilde{q}}^* \tag{M.4}
\]
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In a multiplicative Kalman filter an error state formulation is used where the internal states of the Kalman filter is actually error states. This requires the process model and measurement models, from which the Jacobians are derived for covariance propagation, to be derived as error models using the error state formulation. The previous state estimate is propagated based on the normal process model. The apriori error states, being the prediction, are, however, always set to zero, since the assumption is that the predicted states corresponds to the true states, thus with zero error. The aposteriori error states are thereby solely based on the correction step. After computing the correction the aposteriori error states are applied to the predicted state estimates in a multiplicative way.

Thus the difference between an additive and multiplicative Kalman filter is that the multiplicative filter estimates the error between the predicted state and the true state, while the additive filter estimates the true state. Examples of multiplicative Extended Kalman filters for quaternion estimation includes [113] [90][114][115].

Even though the results in [109] shows that lower estimation errors can be achieved with multiplicative filters, it is shown in [91] how a crude brute force normalization of the quaternion after additive correction, see (M.5), will ensure convergence.

\[
q_+^{k|k} = \frac{q_-^{k|k}}{\|q_-^{k|k}\|} \quad (M.5)
\]

One of the issues with the Extended Kalman filter is the need of the Jacobians of both the model used for propagation and the sensor model. The Jacobians are needed to propagate the covariance, but deriving these Jacobians symbolically can sometimes be cumbersome, especially for the model-based approaches. In this case the Unscented Kalman filter can be used which propagates the covariance through a set of sigma-points [116] [117] [118].

Secondly if computational complexity is an issue, e.g., dealing with large matrix inversions, other alternatives such as the square-root Kalman filter or information filter [119], can be used.

For simplicity, the QEKF described in this appendix is designed as a augmented sensor-driven Extended Kalman filter using the brute force normalization approach described in [91]. In the sensor-driven implementations only the quaternion is estimated. The quaternion derivation can be computed from the angular velocity reading from the gyroscope but is not filtered in any way. Since smoothing of the quaternion derivative is required, the angular velocity is included as a state to estimate. This results in the filter becoming model-based rather than sensor-driven, but as we will see in Appendix M.6 the process model is far simpler than using the full dynamic model since it relies on the kinetic relationship of the quaternion derivative.

In the future it is worth to explore the accuracy and improvement of using a multiplicative implementation and also if other approaches can be used to improve the angular velocity estimate.

M.3 Sensor models

As the first step in the design of the QEKF, models of the three type of sensors are derived. The accelerometer and gyroscope readings come from the MEMS IMU and their model is inspired from [103] who does not account for additional error sources, such as cross-axis sensitivity, gyro g-sensitivity, nonlinearity and hysteresis as otherwise described in [120]. The heading input from the SLAM algorithm is assumed to be the heading angle, following the definition from (H.76).
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Since the IMU is not located in the origin of the body and the orientation of the IMU, due to installation tolerances, might not be exactly aligned with the orientation of the body, the IMU frame, \( \{ IMU \} \), is introduced.

M.3.1 Accelerometer

An accelerometer measures accelerations in terms of the difference in forces acting on the casing of the IMU minus the forces acting on the internals of the IMU. Since the internals are only affected by the downwards pointing gravity vector, the accelerometer will measure a positive acceleration upwards when being at rest.

\[
{\text{IMU}}_{\text{acc}} = {K}_{\text{acc}} {\text{IMU}} {\text{IR}} (\ddot{O}_{\text{IMU} \leftarrow} I - \dot{g}) + {\text{IMU}} b_{\text{acc}} + {\text{IMU}} v_{\text{acc}} \tag{M.6}
\]

where \( K_{\text{acc}} \) is a sensor-specific constant scale factor, \( {\text{IMU}} {\text{IR}} \) is the rotation matrix defining the orientation of the IMU in the inertial frame, \( \ddot{O}_{\text{IMU} \leftarrow} I \) is the acceleration of the origin of the IMU and thus also the casing, \( {\text{IMU}} b_{\text{acc}} \) is a sensor-specific constant bias and \( {\text{IMU}} v_{\text{acc}} \sim \mathcal{N}(0_{3 \times 1}, \Sigma_{\text{acc}}) \) is a Gaussian white noise variable, thus uncorrelated zero-mean white noise. The gravity vector, \( \dot{g} \), is defined as a downward-pointing vector in the inertial frame according to

\[
\dot{g} = \begin{bmatrix} 0 \\ 0 \\ -g \end{bmatrix} \tag{M.7}
\]

The IMU is rigidly attached to the body with a static transformation, \( {\text{IMU}} {\text{BT}} \), known as the extrinsics. To use the above sensor model this extrinsics has to be known, e.g., from a calibration. The sensor model is simplified by assuming the accelerometer scale and bias to be pre-calibrated constants, see Appendix M.4, providing calibration compensated measurements. The static alignment rotation, \( {\text{IMU}} R \), is also assumed to be pre-calibrated and compensated by applying the inverse rotation to all sampled measurements. Furthermore, the acceleration of the body is neglected since it would overly complicate the filter by needing the acceleration and thus the translational dynamics of the model.

\[
{\text{IMU}}_{\text{acc}} = -{\text{IMU}} R \dot{g} + {\text{IMU}} v_{\text{acc}} \tag{M.8}
\]

M.3.2 Gyroscope

A gyroscope measures angular velocity but is similarly exposed to sensor scale and bias.

\[
{\text{IMU}}_{\text{gyro}} = {K}_{\text{gyro}} {\text{IMU}} \omega_{\text{IMU} \leftarrow} I + {\text{IMU}} b_{\text{gyro}} + {\text{IMU}} v_{\text{gyro}} \tag{M.9}
\]

where \( K_{\text{gyro}} \) is a sensor-specific constant scale factor, \( {\text{IMU}} b_{\text{gyro}} \) is a sensor-specific time-varying bias and \( {\text{IMU}} v_{\text{gyro}} \sim \mathcal{N}(0_{3 \times 1}, \Sigma_{\text{gyro}}) \) is a Gaussian white noise variable, thus uncorrelated zero-mean white noise.

Note that in the context of MEMS sensors, the component of the angular velocity from the rotation of earth can be neglected as it will be in the same order as the sensor errors. This bias is therefore also neglected from the model.

The gyroscope scale is assumed to be pre-calibrated, Appendix M.4, but the gyroscope bias might develop over time and should thus not be assumed constant. The gyroscope bias is usually modelled as a random-walk vector random process with statistically independent components.
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For a random-walk process the derivative of the variable is stochastic.

\[
\text{IMU}_b^{\text{gyro}} = \text{IMU}_w^{\text{bias}}
\]  

\(\text{(M.10)}\)

where \(\text{IMU}_w^{\text{bias}} \sim \mathcal{N}(0, \Sigma_{\text{bias}})\) is white Gaussian noise whose covariance, \(\Sigma_{\text{bias}}\), defines the rate of the random-walk process.

The gyroscope measurement model, including the static transform between the body frame and the IMU, thereby simplifies to

\[
\text{IMU}_z^{\text{gyro}} = \text{IMU}_B^{\text{R}} \omega_{B^{-1}} + \text{IMU}_B^{\text{b}_{\text{gyro}}} + \text{IMU}_B^{v_{\text{gyro}}}
\]  

\(\text{(M.11)}\)

Similarly to the accelerometer the static alignment rotation, \(\text{IMU}_B^{\text{R}}\), is assumed to be pre-calibrated and compensated by applying the inverse rotation to all sampled measurements. The resulting simplified sensor model of the gyroscope is thus

\[
\text{IMU}_z^{\text{gyro}} = \omega_{B^{-1}} + \text{IMU}_B^{b_{\text{gyro}}} + \text{IMU}_B^{v_{\text{gyro}}}
\]  

\(\text{(M.12)}\)

M.3.3 Heading angle input

The SLAM algorithm to be used for localization will be able to provide a heading estimate. Heading is defined as the direction of the projection of the body x-axis onto the inertial xy-plane. With this definition the heading angle is equal to the yaw angle of an Euler ZYX sequence. Assuming the LiDARs used for SLAM to be calibrated, so that the SLAM estimate is in the same frame as the body, and that an estimated yaw angle, \(\psi_{\text{LiDAR}}\), can be extracted, the measurement model is then given as

\[
\psi = \psi_{\text{LiDAR}} + \text{IMU}_B^{v_{\psi}}
\]  

\(\text{(M.13)}\)

where \(\text{IMU}_B^{v_{\psi}} \sim \mathcal{N}(0, \sigma_{\psi})\) defines the white Gaussian noise on the heading estimate which should be related to the expected estimation error of the SLAM algorithm.

M.4 Sensor calibration

Calibrating the accelerometer and gyroscope scale and bias is a well researched topic which can be done either offline or online \[120\]. In this project sensor calibration is performed offline by calibrating the gyroscope bias and the orientation alignment between the body frame and the IMU frame, defining \(\text{IMU}_B^{\text{R}}\).

Initially the QEKF was developed using the MPU-9250 IMU as mentioned in Section 2.1. The MPU-9250 comes factory calibrated to a certain extent, but experience shows that especially the accelerometer scale was incorrect and varied greatly across several tested units. It would therefore be necessary to calibrate the MPU-9250 or implement a different filtering scheme including online calibration \[120\]. Due to prioritizations and lack of time it was decided to carry out all tests using the Xsens IMU which comes pre-calibrated. Scale and bias calibration are thus outside the scope of this thesis. Furthermore, the noise level of the Xsens IMU sensor outputs are almost 100 times lower on the gyroscope and 3-10 times lower on the accelerometer than the MPU-9250, see Appendix M.4.2.

M.4.1 Sensor alignment

The first part of the calibration involves calibrating the alignment between the body frame and IMU frame. Instead of dealing with estimation and/or calibration of the actual center of mass of the robot, calibration of the center of mass is combined with the IMU alignment calibration.
Appendix M. Quaternion EKF

This will of course change the steady state angle of attack on the ball, but for small offsets the influence is assumed to be negligible. The balance point of the robot is found manually and the alignment calibration is carried out at this point.

The alignment calibration consists in computing the rotation matrix, $^B_R \mathbf{R}$, whose inverse can be used to rotate the current measured acceleration vector, $^B_R \mathbf{z}_{acc}$, into the inertial frame. When the robot is held in an orientation corresponding to the unit quaternion where $^B_R \mathbf{I} = \mathbf{I}_3$, the rotated accelerometer measurement should correspond to the gravity vector, $^I \mathbf{g}$. By averaging several accelerometer measurements while holding the robot still the Gaussian noise component is greatly reduced, and the alignment is then computed as an axis-angle rotation from the cross product, see (H.47).

\[
\begin{align*}
\mathbf{a} &= \frac{^B_R \mathbf{z}_{acc}}{\| ^B_R \mathbf{z}_{acc} \|} \\
\mathbf{b} &= -\frac{^I \mathbf{g}}{\| ^I \mathbf{g} \|} = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \\
\mathbf{v} &= \mathbf{a} \times \mathbf{b}
\end{align*}
\]

where $^B_R \mathbf{z}_{acc}$ is the averaged accelerometer measurement. Note that the cross product of two unit vectors computes the axis-angle rotation vector to rotate vector $\mathbf{a}$ into vector $\mathbf{b}$. The rotation axis, $\bar{\mathbf{v}}$, and rotation amount, $\theta$, is defined as

\[
\begin{align*}
\cos(\theta) &= \mathbf{a} \cdot \mathbf{b} \\
\sin(\theta) &= \| \mathbf{v} \| = \sqrt{\mathbf{v}^T \mathbf{v}} \\
\theta &= \arcsin \| \mathbf{v} \| \\
\bar{\mathbf{v}} &= \frac{\mathbf{v}}{\| \mathbf{v} \|}
\end{align*}
\]

Next the alignment rotation matrix is computed from the axis-angle vector using Rodrigues’ rotation formula [26].

\[
\begin{align*}
^B_R \mathbf{R} &= \mathbf{I}_3 + \sin(\theta) \Omega(\mathbf{v}) + (1 - \cos(\theta)) \left( \bar{\mathbf{v}} \mathbf{v}^T - \mathbf{I}_3 \right) \\
&= \mathbf{I}_3 + \Omega(\mathbf{v}) + \Omega(\mathbf{v})\Omega(\mathbf{v}) \frac{1 - \cos(\theta)}{\sin^2(\theta)} \\
&= \mathbf{I}_3 + \Omega(\mathbf{v}) + \Omega(\mathbf{v})\Omega(\mathbf{v}) \frac{1}{1 + \cos(\theta)}
\end{align*}
\]

This leads to a calibrated body frame whose z-axis is parallel to the inertial frame z-axis when the center of mass is right above the origin, hence at the unstable equilibrium. The calibration is implemented at Kugle-Embedded/KugleFirmware/Libraries/Devices/IMU/IMU.cpp#L172-L245 with the alignment rotation matrix computation at Kugle-Embedded/KugleFirmware/Libraries/Devices/IMU/IMU.cpp#L334-L411.

M.4.2 Covariance determination

As a final step of the sensor calibration the noise covariance matrices, $\Sigma_{acc}$ and $\Sigma_{gyro}$, are determined while the bias random-walk covariance, $\Sigma_{bias}$, is left as a tuning parameter. Accelerometer and gyroscope measurements are sampled at 200 Hz while the sensor is completely still, see Figure M.1.
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The covariance of the MPU-9250 IMU is computed to:

\[
\Sigma_{\text{acc,MPU}} = \begin{bmatrix}
0.3945 & 0.0006 & -0.0234 \\
0.0006 & 0.3922 & -0.0036 \\
-0.0234 & -0.0036 & 0.9941 \\
\end{bmatrix} \cdot 10^{-3} \tag{M.17}
\]

\[
\Sigma_{\text{gyro,MPU}} = \begin{bmatrix}
0.4969 & 0.0201 & 0.0035 \\
0.0201 & 0.1749 & -0.0260 \\
0.0035 & -0.0260 & 1.3970 \\
\end{bmatrix} \cdot 10^{-3} \tag{M.18}
\]

The covariance of the MTI-200 IMU is computed to:

\[
\Sigma_{\text{acc,MTI}} = \begin{bmatrix}
0.1432 & 0.0257 & 0.0135 \\
0.0257 & 0.1321 & 0.0255 \\
0.0135 & 0.0255 & 0.1417 \\
\end{bmatrix} \cdot 10^{-3} \tag{M.19}
\]

\[
\Sigma_{\text{gyro,MTI}} = \begin{bmatrix}
0.7678 & -0.0016 & 0.0061 \\
-0.0016 & 0.7446 & -0.0035 \\
0.0061 & -0.0035 & 0.7952 \\
\end{bmatrix} \cdot 10^{-5} \tag{M.20}
\]

Note especially the much lower noise floor of the gyroscope measurements from the MTI-200.

Figure M.1: Accelerometer and gyroscope samples from which the mean has been removed. Used for covariance determination.
The MPU-9250 is configured in 4g accelerometer mode and 2000 °/s gyroscope mode. The internal low-pass filters are disabled and no sample rate divider is set, resulting in an internal sample rate of 8 kHz. The MTI Xsens IMU is configured to an internal sample rate of 400 Hz.

### M.5 Estimator states

The QEKF should estimate both the quaternion and quaternion derivative, but due to the random-walk of the gyroscope bias, which can be observed by the other sensor inputs, it is desired to include an estimate of this bias. To reduce the state space and size of the Jacobians it is decided to estimate the body angular velocity rather than the actual quaternion derivative. The quaternion derivative is then computed from the quaternion and angular velocity estimate according to (H.49). The 10-dimensional state space estimated by the QEKF is thus:

$$
\hat{x} = \begin{bmatrix}
\hat{K} & \hat{\mathbf{q}} \\
\hat{\mathbf{b}}_{\text{gyro}} & \hat{\mathbf{b}}_{\text{imu}}
\end{bmatrix}
$$

(M.21)

### M.6 Process model

The Kalman filter is governed by a process model of the states. Since it is decided not to use the dynamic model of the ballbot, the process model is derived based on the kinematic relationships described in Appendix H.4.

#### M.6.1 Quaternion

The quaternion develops according to the kinematic relationship:

$$
\hat{K} = \frac{1}{2} \hat{\mathbf{b}}_{\text{imu}} \circ \hat{\mathbf{b}}_{\text{imu}} = \frac{1}{2} \Gamma \left( \hat{\mathbf{b}}_{\text{imu}} \right) + \hat{\mathbf{b}}_{\text{imu}}
$$

(M.22)

Since the relationship is kinematic and thus exact, no process noise is included.

#### M.6.2 Angular velocity

To get the desired low-pass filtering of the angular velocity estimate, and since no dynamic model is included to provide any better information about the development of the angular velocity, a constant process model is assumed.

$$
\hat{\mathbf{b}}_{\text{imu}} = 0_{3 \times 1} + \mathbf{w}_{\omega}
$$

(M.23)

where $\mathbf{w}_{\omega} \sim N(0_{3 \times 1}, \Sigma_{\omega})$ is a tunable noise term to reflect the fact that the angular velocity does indeed change due to dynamics. The tunable magnitude of the noise, $\Sigma_{\omega}$, defines how hard the angular velocity estimate is filtered.

#### M.6.3 Gyroscope bias

Finally, the development of the gyroscope bias is governed by the random-walk process, which assumes a constant or slowly varying gyroscope bias.

$$
\hat{\mathbf{b}}_{\text{gyro}} = 0_{3 \times 1} + \mathbf{w}_{\text{bias}}
$$

(M.24)

where $\mathbf{w}_{\text{bias}} \sim N(0_{3 \times 1}, \Sigma_{\text{bias}})$ is similarly a tunable noise parameter whose magnitude, $\Sigma_{\text{bias}}$, defines the rate of the random-walk process, thus how fast the gyroscope bias might change.
M.6.4 Discretization

The QEKF is implemented as a discrete Extended Kalman filter and the process model thus has to be discretized. As described in Appendix H.5 there are several ways to perform numerical integration of the kinematic equations governing the quaternion. The three mentioned methods in Appendix H.5 have all been tested and yields similar performance, likely due to the fast sample rate of 200 Hz. For simplicity and since the estimated quaternion is normalized after correction, it is chosen to use the Forward Euler approach from (H.69).

\[
\mathbf{q}[k] = \left( \mathbf{I}_4 + \frac{1}{2} \Delta t \Gamma \left( \mathbf{\hat{\omega}}_{\text{B} \leftarrow \text{K}}[k-1] \right) \right) \mathbf{q}[k-1] + \mathbf{w}_q[k-1]
\]  

(M.25)

where \( \Delta t \) denotes the sampling time and a tunable noise term, \( \mathbf{w}_q \sim \mathcal{N}(0_{4 \times 1}, \mathbf{\Sigma}_q) \), is included to reflect discretization errors.

The process model of the angular velocity and gyroscope bias is discretized using Forward Euler, yielding:

\[
\mathbf{\hat{\omega}}_{\text{B} \leftarrow \text{K}}[k] = \mathbf{\hat{\omega}}_{\text{B} \leftarrow \text{K}}[k-1] + \Delta t \mathbf{w}_\omega[k-1]
\]  

(M.26)

\[
\mathbf{b}_{\text{gyro}}[k] = \mathbf{b}_{\text{gyro}}[k-1] + \Delta t \mathbf{w}_{\text{bias}}[k-1]
\]  

(M.27)

The complete process model is defined by stacking each of the models:

\[
x[k] = \begin{bmatrix} \mathbf{q}[k] \\ \mathbf{\hat{\omega}}_{\text{B} \leftarrow \text{K}}[k] \\ \mathbf{b}_{\text{gyro}}[k] \end{bmatrix}
\]  

(M.28)

M.6.5 Jacobian

To propagate the estimation error covariance the Extended Kalman filter linearizes the process model by forming a Jacobian, which is then applied to propagate the covariance. Since the process noise are all additive, there is no need for computing the Jacobian with respect to the noise. The Jacobian of the process model with respect to the states is defined as:

\[
F = \left. \frac{\partial x[k]}{\partial x[k-1]} \right|_{x[k-1]=0, \mathbf{w}[k-1]=0} = \begin{bmatrix} F_{qq} & F_{q\omega} & F_{qb} \\ F_{\omega q} & F_{\omega \omega} & F_{\omega b} \\ F_{bb} & F_{b\omega} & F_{bb} \end{bmatrix} = \begin{bmatrix} F_{qq} & F_{q\omega} & 0_{4 \times 3} \\ 0_{3 \times 4} & \mathbf{I}_3 & 0_{3 \times 3} \\ 0_{3 \times 4} & 0_{3 \times 3} & \mathbf{I}_3 \end{bmatrix}
\]  

(M.29)

where the two sub-Jacobians are derived below.

\[
F_{qq} = \left. \frac{\partial \mathbf{q}[k]}{\partial \mathbf{q}[k-1]} \right|_{x[k-1]=0, \mathbf{w}[k-1]=0} = \mathbf{I}_4 + \frac{1}{2} \Delta t \Gamma \left( \mathbf{\hat{\omega}}_{\text{B} \leftarrow \text{K}}[k-1] \right)
\]  

(M.30)

The second sub-Jacobian is derived by swapping the quaternion operator as described in Appendix H.1.

\[
F_{q\omega} = \left. \frac{\partial \mathbf{q}[k]}{\partial \mathbf{\hat{\omega}}_{\text{B} \leftarrow \text{K}}[k-1]} \right|_{x[k-1]=0, \mathbf{w}[k-1]=0} = \frac{1}{2} \Delta t \Phi \left( \mathbf{q}[k-1] \right) \wedge
\]  

(M.31)

Note how all Jacobians are evaluated at the previous aposteriori state estimate and with no noise.
M.7 Measurement prediction

The correction step of a Kalman filter requires a measurement model to compute the predicted measurement. A measurement model describes the relationship between a predicted state estimate and the corresponding predicted measurement without noise. For the QEKF three measurement models are derived, one for each sensor, based on the sensor models defined in Appendix M.3.

M.7.1 Accelerometer

The accelerometer is assumed just to measure the gravity vector according to (M.8). Since it is decided to correct the quaternion additively and normalize afterwards, the norm of the innovation, being the difference between measurement and estimated measurement, will affect how much the quaternion estimate is pushed outside of the unit sphere before normalization. To reduce this to a known bound, the accelerometer measurements are normalized.

\[
\text{IMU} \hat{z}_{\text{acc}} = \frac{\text{IMU} z_{\text{acc}}}{\| \text{IMU} z_{\text{acc}} \|} \quad (M.32)
\]

Doing the same for the estimated measurement, \( \text{IMU} \hat{z}_{\text{acc}} \), will bound the norm of the innovation to:

\[
\| \text{IMU} \hat{z}_{\text{acc}} - \text{IMU} \hat{z}_{\text{acc}} \| \leq \| \text{IMU} z_{\text{acc}} \| + \| \text{IMU} \hat{z}_{\text{acc}} \| \leq 2 \quad (M.33)
\]

Hopefully this will make the QEKF less susceptible to the unmodelled accelerations when the body is moving.

Normalizing (M.8) and replacing the gravity vector rotation with a quaternion vector rotation, see Appendix H.3, the measurement model of the normalized measurement is then given by

\[
\text{IMU} \hat{z}_{\text{acc}} = -\vee \left( K B \hat{q}^* \otimes \left( \frac{\hat{g}}{\| \hat{g} \|} \right) \otimes K B \hat{q} \right)
\]

\[
= -\left( \vee \Phi \left( \frac{K B \hat{q}}{\parallel \hat{q} \parallel} \right)^T \Gamma \left( \frac{K B \hat{q}}{\parallel \hat{q} \parallel} \right) \right) \frac{\hat{g}}{\| \hat{g} \|}
\]

\[
= \left( \vee \Phi \left( \frac{K B \hat{q}}{\parallel \hat{q} \parallel} \right)^T \Gamma \left( \frac{K B \hat{q}}{\parallel \hat{q} \parallel} \right) \right) \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}
\]

(M.34)

M.7.2 Gyroscope

The gyroscope measures the angular velocity of the IMU with respect to the inertial frame according to (M.12). The IMU is rigidly attached to the body and the alignment calibration ensures that the measurements are given in the body frame. Since the orientation of the inertial frame and ball frame, \( \{K\} \), are coinciding, the predicted gyroscope measurement will be the estimated angular velocity plus the time varying bias.

\[
\text{IMU} \hat{z}_{\text{gyro}} = \hat{\omega}_{\text{IMU-K}} + \text{IMU} \hat{b}_{\text{gyro}}
\]

(M.35)

M.7.3 Heading angle

The heading angle was extracted from the quaternion in (H.76). The predicted heading angle measurement is hereby extracted using

\[
\hat{z}_{\psi} = \text{atan2} \left( \text{K}_\text{IB,1}, \text{K}_\text{IB,0} \right)
\]

(M.36)
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where the x-axis vector is computed by

\[ k_{i,0} = \frac{K}{nq_{0} + nq_{2} - nq_{0} - nq_{3}} \]
\[ k_{i,1} = 2\left(\frac{K}{nq_{0} + nq_{2} + nq_{1} + nq_{2}}\right) \]  

(M.37)

M.7.4 Measurement vector

The heading angle will not be available at all sample instances, which is why the measurement model changes depending on whether the heading input from the SLAM algorithm is available or not.

When the heading angle is not available the predicted measurement vector includes only the accelerometer and gyroscope measurements.

\[
\hat{z}[k] = \begin{bmatrix}
\hat{z}_{\text{acc}}[k] \\
\hat{z}_{\text{gyro}}[k]
\end{bmatrix}
\]  

(M.38)

When the heading angle is available the predicted measurement vector is extended so that the heading can be incorporated and corrected.

\[
\hat{z}[k] = \begin{bmatrix}
\hat{z}_{\text{acc}}[k] \\
\hat{z}_{\text{gyro}}[k] \\
\hat{z}_{\psi}[k]
\end{bmatrix}
\]  

(M.39)

The same stacking is used when constructing the measurement vector, \( z \), from the sampled measurements.

M.7.5 Jacobian

To compute the measurement prediction covariance due to uncertainty in the state estimates, the Extended Kalman filter linearizes the measurement model by forming a Jacobian which is then applied to the estimation error covariance. Since the measurement model noise are all additive, there is no need for computing the Jacobian with respect to the noise. The Jacobian of the measurement model without heading angle is defined as

\[
H = \left. \frac{\partial \hat{z}[k]}{\partial \hat{x}[k]} \right| _{x[k]=\hat{x}[k-1], v[k]=0} = \begin{bmatrix}
H_{aq} & H_{aw} & H_{ab} \\
H_{gq} & H_{gw} & H_{gb}
\end{bmatrix} = \begin{bmatrix}
H_{aq} & 0_{3 \times 3} & 0_{3 \times 3} \\
0_{3 \times 3} & I_{3} & I_{3}
\end{bmatrix}
\]  

(M.40)

When the heading angle is available the extended Jacobian become

\[
H = \left. \frac{\partial \hat{z}[k]}{\partial \hat{x}[k]} \right| _{x[k]=\hat{x}[k-1], v[k]=0} = \begin{bmatrix}
H_{aq} & H_{aw} & H_{ab} \\
H_{gq} & H_{gw} & H_{gb} \\
H_{\psi q} & H_{\psi w} & H_{\psi b}
\end{bmatrix} = \begin{bmatrix}
H_{aq} & 0_{3 \times 3} & 0_{3 \times 3} \\
0_{3 \times 3} & I_{3} & I_{3} \\
H_{\psi q} & 0_{1 \times 3} & 0_{1 \times 3}
\end{bmatrix}
\]  

(M.41)

The sub-Jacobians are derived below. The partial derivative of the accelerometer measurement with respect to the quaternion estimate is simplified using the relationship from (H.96).
The second sub-Jacobian is computed by applying the chain rule. Note that the 'evaluated at' has been left out on the right hand side for visual purpose only.

\[
H_{xq} = \frac{\partial \tilde{x}_{\text{IMU}}[k]}{\partial \hat{q}[k]} \bigg|_{x[k]=\hat{x}^{k|k-1} \atop v[k]=0} = \sqrt{\Phi(k) \Phi(k)}^T \Phi \left( \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \end{bmatrix} \right) + \sqrt{\Gamma(k) \Gamma(k)} \Gamma \left( \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \end{bmatrix} \right) \tag{M.42}
\]

\[
H_{\psi q} = \frac{\partial \tilde{z}_{\psi}[k]}{\partial \hat{q}[k]} \bigg|_{x[k]=\hat{x}^{k|k-1} \atop v[k]=0} = \frac{\partial \arctan2 \left( \frac{\hat{k}_{i_{B,1}}}{\hat{k}_{i_{B,0}}} \right)}{\partial \hat{q} \left( \hat{k}_{i_{B,0}} \right)} \frac{\partial \hat{k}_{i_{B,1}}}{\partial \hat{q} \left( \hat{k}_{i_{B,1}} \right)} + \frac{\partial \arctan2 \left( \frac{\hat{k}_{i_{B,1}}}{\hat{k}_{i_{B,0}}} \right)}{\partial \hat{q} \left( \hat{k}_{i_{B,0}} \right)} \frac{\partial \hat{k}_{i_{B,1}}}{\partial \hat{q} \left( \hat{k}_{i_{B,1}} \right)}
\]

where the partial derivatives of \( \arctan2 \) is defined as

\[
\frac{\partial \arctan2(y, x)}{\partial x} = \frac{-y}{x^2 + y^2} \\
\frac{\partial \arctan2(y, x)}{\partial y} = \frac{x}{x^2 + y^2}
\]

which are combined into a joint partial derivative vector for the \( \arctan2 \) part.

\[
\frac{\partial \arctan2 \left( \frac{\hat{k}_{i_{B,1}}}{\hat{k}_{i_{B,0}}} \right)}{\partial \hat{k}_{i_{B,0}}} \bigg|_{x[k]=\hat{x}^{k|k-1} \atop v[k]=0} = \frac{1}{\left( \frac{\hat{k}_{i_{B,1}}}{\hat{k}_{i_{B,0}}} \right)^2 + \left( \frac{\hat{k}_{i_{B,0}}}{\hat{k}_{i_{B,1}}} \right)^2} \begin{bmatrix} -\frac{k_{i_{B,1}}}{k_{i_{B,0}}} & -\frac{k_{i_{B,0}}}{k_{i_{B,1}}} \end{bmatrix} \tag{M.45}
\]

The partial derivative with respect to the quaternion of the x-axis vector defined in (M.37), is computed as

\[
\frac{\partial \hat{k}_{i_{B,1}}}{\partial \hat{q} \left( \hat{k}_{i_{B,1}} \right)} \bigg|_{x[k]=\hat{x}^{k|k-1} \atop v[k]=0} = \begin{bmatrix} \frac{\hat{k}_{i_{B,0}}}{\hat{q} \left( \hat{k}_{i_{B,1}} \right)} \\ \frac{\hat{k}_{i_{B,1}}}{\hat{q} \left( \hat{k}_{i_{B,1}} \right)} \end{bmatrix} = \begin{bmatrix} \frac{2k_{i_{B,0}}}{\hat{q} \left( \hat{k}_{i_{B,1}} \right)} \\ \frac{2k_{i_{B,1}}}{\hat{q} \left( \hat{k}_{i_{B,1}} \right)} \\ \frac{2k_{i_{B,0}}}{\hat{q} \left( \hat{k}_{i_{B,1}} \right)} \\ \frac{2k_{i_{B,1}}}{\hat{q} \left( \hat{k}_{i_{B,1}} \right)} \end{bmatrix} #2050\tag{M.46}
\]
M.7.6 Observability

One way to analyze observability of an Extended Kalman filter is by using the observability matrix with the linearized Jacobians.

\[
O = \begin{bmatrix}
H & HF \\
HF & HFF \\
& \ddots \\
& & HF^{n-1}
\end{bmatrix}
\] (M.47)

Hereby observability can be analyzed at different operating points. When the heading input is not included the gyroscope bias in the inertial z-axis direction becomes unobservable. The consequence is that the heading part of the quaternion estimate (yaw angle) might drift over time when the ballbot is upright. However, thanks to the gyroscope, both the quaternion and angular velocity estimate is always observable.

M.8 Algorithm

The QEKF follows the general algorithm of an Extended Kalman filter summarized below, except for the last step where the quaternion estimate is normalized to keep it on the unit-sphere. The QEKF estimates the following state vector:

\[
\hat{x} = \begin{bmatrix}
K_B \hat{q} \\
B_{\text{IMU}} \hat{\omega} \\
B_{\text{gyro}}
\end{bmatrix}
\] (M.48)

The filter is initialized with an upright unit quaternion, zero angular velocity and zero bias. The estimation error covariance is initialized as a diagonal matrix with more trust put into the heading to reduce an initial jump in heading until the first heading angle input arrives.

\[
\hat{x}^{0|0} = \begin{bmatrix}
K_B \hat{q}^T \\
B_{\text{IMU}} \hat{\omega}^{T} \\
B_{\text{gyro}}
\end{bmatrix}
\] (M.49)

\[
P^{0|0} = \text{diag}(1e - 7 \cdot I_3, \ 1e - 9, \ 1e - 7 \cdot I_3, \ 1e - 8 \cdot I_3)
\] (M.50)

For each time step at a periodicity of \( \Delta t = \frac{1}{200 \text{ Hz}} = 5 \text{ ms} \) the following algorithm is executed.

1. Prediction step

   (a) Compute apriori estimates

   \[
   K_B \hat{q}^{k|k-1} = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix} \Gamma \left( B_{\text{IMU}} \hat{\omega}^{k-1|k-1} \right) K_B \hat{q}^{k-1|k-1}
   \] (M.51)

   \[
   B_{\text{IMU}} \hat{\omega}^{k|k-1} = B_{\text{IMU}} \hat{\omega}^{k-1|k-1}
   \] (M.52)

   \[
   B_{\text{gyro}} = B_{\text{gyro}}
   \] (M.53)
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(b) Compute process model partial derivatives

\[ F_{qq} = \mathbf{I}_4 + \frac{1}{2} \Delta t \Gamma \left( \hat{\mathbf{\omega}}_{b\rightarrow K}^{k-1|k-1} \right) \]  \hspace{1cm} (M.54)

\[ F_{q\omega} = \frac{1}{2} \Delta t \Phi \left( \hat{\mathbf{q}}_{k-1|k-1} \right) \wedge \]  \hspace{1cm} (M.55)

(c) Construct process model Jacobian

\[
\mathbf{F} = \left. \frac{\partial x[k]}{\partial x[k-1]} \right|_{x[k-1]=\hat{x}^{k-1|k-1}, \mathbf{u}[k-1] = \mathbf{0}} = \begin{bmatrix}
F_{qq} & F_{q\omega} & \mathbf{0}_{4 \times 3} \\
\mathbf{0}_{3 \times 4} & \mathbf{I}_3 & \mathbf{0}_{3 \times 3} \\
\mathbf{0}_{3 \times 4} & \mathbf{0}_{3 \times 3} & \mathbf{I}_3
\end{bmatrix} \]  \hspace{1cm} (M.56)

(d) Compute apriori estimation error covariance

\[ \mathbf{P}^{k|k-1} = \mathbf{F} \mathbf{P}^{k-1|k-1} \mathbf{F}^\top + \mathbf{Q} \]  \hspace{1cm} (M.57)

2. Sample measurements to time \( k \)

3. Correction step

(a) Normalize accelerometer measurement

\[ \text{IMU} \hat{\mathbf{z}}_{\text{acc}} = \frac{\text{IMU} \hat{\mathbf{z}}_{\text{acc}}}{\| \text{IMU} \hat{\mathbf{z}}_{\text{acc}} \|} \]  \hspace{1cm} (M.58)

(b) Construct measurement vector based on available measurements

- If heading from SLAM is not available:

\[ \mathbf{z} = \begin{bmatrix} \text{IMU} \hat{\mathbf{z}}_{\text{acc}} \\ \text{IMU} \hat{\mathbf{z}}_{\text{gyro}} \end{bmatrix} \]  \hspace{1cm} (M.59)

- If heading from SLAM is available:

\[ \mathbf{z} = \begin{bmatrix} \text{IMU} \hat{\mathbf{z}}_{\text{acc}} \\ \text{IMU} \hat{\mathbf{z}}_{\text{gyro}} \\ \hat{\mathbf{z}}_\psi \end{bmatrix} \]  \hspace{1cm} (M.60)

(c) Compute predicted measurements

\[ \text{IMU} \hat{\mathbf{z}}_{\text{acc}} = \left( \sqrt{\Phi} \left( \hat{\mathbf{q}}_{k|k-1} \right) \right)^\top \Gamma \left( \hat{\mathbf{q}}_{k|k-1} \wedge \right) \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^\top \]  \hspace{1cm} (M.61)

\[ \text{IMU} \hat{\mathbf{z}}_{\text{gyro}} = \hat{\mathbf{b}}_{\text{gyro}} + \text{IMU} b_{k|k-1} \]  \hspace{1cm} (M.62)

\[ \hat{\mathbf{z}}_\psi = \text{atan2} \left( 2 \left( \hat{\mathbf{q}}_{k|k-1} \right) \begin{bmatrix} \hat{\mathbf{b}}_{0} \\ \hat{\mathbf{b}}_{1} \\ \hat{\mathbf{b}}_{2} \\ \hat{\mathbf{b}}_{3} \end{bmatrix} \right) \right) \]  \hspace{1cm} (M.63)
(d) Construct predicted measurement vector

- If heading from SLAM is not available:
  \[
  \hat{\bar{z}} = \begin{bmatrix}
  \text{IMU}_{\bar{z}_{\text{acc}}} \\
  \text{IMU}_{\bar{z}_{\text{gyro}}}
  \end{bmatrix}
  \]  
  \eqref{eq:M.64}

- If heading from SLAM is available:
  \[
  \hat{\bar{z}} = \begin{bmatrix}
  \text{IMU}_{\bar{z}_{\text{acc}}} \\
  \text{IMU}_{\bar{z}_{\text{gyro}}}
  \end{bmatrix}
  \]  
  \eqref{eq:M.65}

(e) Compute measurement model partial derivatives

\[
H_{aq} = 2 \sqrt{\Phi} \left( \kappa_{k|k-1} \right)^T \Phi \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}
\]  
\eqref{eq:M.66}

\[
H_{\psi q} = \frac{-\kappa_{k|k-1}^{n_{\psi|k-1}} \kappa_{k|k-1}^{n_{\psi|k-1}}}{\left( \kappa_{k|k-1}^{n_{\psi|0}} \right)^2 + \left( \kappa_{k|k-1}^{n_{\psi|1}} \right)^2} \begin{bmatrix}
2 \kappa_{k|k-1}^{n_{\psi|0}} & 2 \kappa_{k|k-1}^{n_{\psi|1}} & -2 \kappa_{k|k-1}^{n_{\psi|1}} & -2 \kappa_{k|k-1}^{n_{\psi|3}} \\
2 \kappa_{k|k-1}^{n_{\psi|0}} & 2 \kappa_{k|k-1}^{n_{\psi|1}} & 2 \kappa_{k|k-1}^{n_{\psi|1}} & 2 \kappa_{k|k-1}^{n_{\psi|3}} \\
\end{bmatrix}
\]  
\eqref{eq:M.67}

(f) Construct measurement model Jacobian

- If heading from SLAM is not available:
  \[
  H = \frac{\partial \hat{z}[k]}{\partial \hat{x}[k]} \bigg| \begin{bmatrix} x[k] = \hat{x}[k] \\ v[k] = 0 \end{bmatrix}
  = \begin{bmatrix}
  H_{aq} & 0_{3 \times 3} & 0_{3 \times 3} \\
  0_{3 \times 3} & I_3 & I_3
  \end{bmatrix}
  \]  
  \eqref{eq:M.68}

- If heading from SLAM is available:
  \[
  H = \frac{\partial \hat{z}[k]}{\partial \hat{x}[k]} \bigg| \begin{bmatrix} x[k] = \hat{x}[k] \\ v[k] = 0 \end{bmatrix}
  = \begin{bmatrix}
  H_{aq} & 0_{3 \times 3} & 0_{3 \times 3} \\
  0_{3 \times 3} & I_3 & I_3 \\
  H_{\psi q} & 0_{1 \times 3} & 0_{1 \times 3}
  \end{bmatrix}
  \]  
  \eqref{eq:M.69}

(g) Compute predicted measurement covariance

\[
S = HP^{k|k-1}H^T + R
\]  
\eqref{eq:M.70}

(h) Compute Kalman gain

\[
K = P^{k|k-1}H^T S^{-1}
\]  
\eqref{eq:M.71}

(i) Compute aposteriori estimate

\[
\hat{x}^{k|k} = \hat{x}^{k|k-1} + K(z - \hat{z})
\]  
\eqref{eq:M.72}

(j) Compute aposteriori estimation error covariance

\[
P^{k|k} = (I_1 - KH)P^{k|k-1}
\]  
\eqref{eq:M.73}

(k) Quaternion normalization

\[
\hat{q}^{k|k} = \frac{\hat{q}^{k|k}}{\|\hat{q}^{k|k}\|}
\]  
\eqref{eq:M.74}
4. Estimate extraction

(a) Compute quaternion derivative estimate

\[ K^\mathcal{K}_B \hat{q}^k | k = 1 \]

\[ 2 \Gamma \left( \frac{u_k \hat{\omega}_B^{-k}}{u_k \hat{\omega}_B^{-k}} \right) K_B \hat{q}^k | k \] (M.75)

The QEKF is implemented in the MATLAB file: `Kugle-MATLAB/Estimators/QEKF/QEKF.m`

The QEKF is implemented in C++ using MATLAB Embedded Coder® with a wrapper library written here: `Kugle-Embedded/KugleFirmware/Libraries/Modules/Estimators/QEKF/QEKF.cpp`

M.8.1 Covariances

The covariance matrices are defined as

\[ Q = \begin{bmatrix} \Sigma_q & 0_{4 \times 3} & 0_{4 \times 3} \\ 0_{3 \times 4} & \Delta t^2 \Sigma_\omega & 0_{4 \times 3} \\ 0_{4 \times 4} & 0_{4 \times 3} & \Delta t^2 \Sigma_{bias} \end{bmatrix} \] (M.76)

\[ R_{IMU} = \begin{bmatrix} \alpha_{\text{trust}} \Sigma_\text{acc} & 0_{3 \times 3} \\ 0_{3 \times 3} & \Sigma_\text{gyro} \end{bmatrix} \] (M.77)

\[ R_{full} = \begin{bmatrix} \alpha_{\text{trust}} \Sigma_\text{acc} & 0_{3 \times 3} & 0_{3 \times 1} \\ 0_{3 \times 3} & \Sigma_\text{gyro} & 0_{3 \times 1} \\ 0_{1 \times 3} & 0_{1 \times 3} & \sigma_\psi \end{bmatrix} \] (M.78)

The process covariance of the kinematic relationship is set to zero, even though the model is discretized.

\[ \Sigma_q = 0_{4 \times 4} \] (M.79)

The angular velocity process covariance is set to a diagonal matrix with a tunable smoothing factor, \( \sigma_\text{omega} \).

\[ \Sigma_\text{omega} = \sigma_\omega I_3 \] (M.80)

Similarly the gyroscope bias process covariance is set to a diagonal matrix with a tunable rate factor, \( \sigma_\text{bias} \).

\[ \Sigma_{bias} = \sigma_{bias} I_3 \] (M.81)

The accelerometer and gyroscope measurement covariances are both set to the estimated covariances from Appendix M.4.2.

The resulting aposteriori estimation error covariance is partitioned with the following identifiers:

\[ P^{k|k} = \begin{bmatrix} \Sigma_q & \Sigma_{qw} & \Sigma_{qb} \\ \Sigma_{qw} & \Sigma_\omega & \Sigma_{wb} \\ \Sigma_{qb} & \Sigma_{wb} & \Sigma_b \end{bmatrix} \] (M.82)

Furthermore, the estimation error covariance of the extracted quaternion derivative estimate can be computed through linearization. The Jacobian of the quaternion derivative with respect to the estimated states is computed from (M.75).

\[ T = \frac{\partial K^\mathcal{K}_B \hat{q}^{k|k}}{\partial \hat{x}^{k|k}} \bigg|_{x^{[k]-\hat{x}^{k|k}}} \cdot \begin{bmatrix} T_q & T_\omega & 0_{4 \times 3} \end{bmatrix} \] (M.83)
where the sub-Jacobians are computed as

\[
T_q = \frac{\partial K_B^{k-1}_{\hat{q}[k]}}{\partial \hat{q}_B^{k-1}[k]} \bigg|_{x[k]=\hat{x}[k], v[k]=0} = \frac{1}{2} \Gamma \left( \kappa_{x[k]}^{k-1}[k] \right)
\]

\[
T_\omega = \frac{\partial K_B^{k-1}_{\hat{\omega}[k]}}{\partial \hat{\omega}_B^{k-1}[k]} \bigg|_{x[k]=\hat{x}[k], v[k]=0} = \frac{1}{2} \Phi \left( \kappa_{\omega[k]}^{k-1}[k] \right)
\]

(M.84)

(M.85)

The estimation error covariance of the quaternion derivative is then computed by applying the Jacobian.

\[
\Sigma_\dot{q} = T P^{k|k} T^T
\]

(M.86)

### M.9 Test & results

As mentioned in Appendix M.4 the MPU-9250 IMU was originally used during the development of the QEKF. However, due to time constraints and lack of proper calibration, all tests and results in this thesis, including the following QEKF tests, are based on accelerometer and gyroscope measurements from the MTI-200. Note however that both MPU-9250 and MTI-200 measurements are logged simultaneously during all tests.

The tunable covariance parameters have been tuned to

\[
\sigma_{\text{omega}} = 3.16228e - 07
\]

(M.87)

\[
\sigma_{\text{bias}} = 10^{-10}
\]

(M.88)

\[
\sigma_\psi = 3.3846e - 05
\]

(M.89)

The heading noise, \( \sigma_\psi \), is set to this value since it corresponds to a 3\( \sigma \) standard deviation of 1°.

### M.9.1 Performance evaluation

The QEKF is initially tested in the expected operating region by manually tilting the robot in the following sequence:

1. Tilt roll to anywhere between \(-10^\circ\) to \(-30^\circ\)
2. Tilt roll to anywhere between \(10^\circ\) to \(30^\circ\)
3. Tilt pitch to anywhere between \(-10^\circ\) to \(-30^\circ\)
4. Tilt pitch to anywhere between \(10^\circ\) to \(30^\circ\)
5. Tilt forward right, thus with roll and pitch positive
6. Tilt forward left, thus with roll negative and pitch positive
7. Turn yaw 90° (counter-clockwise) while being upright
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Figure M.2: Comparison of Euler angles during tilt test using the QEKF and Madgwick filter to estimate orientation.

Figure M.3: Comparison of quaternion during tilt test using the QEKF and Madgwick filter to estimate orientation.
The measurements have been post-processed with the Madgwick filter \cite{Madgwick2010} with the tuning factor set to $\beta = 0.001$. To give an intuition of the relationships between the quaternion, quaternion derivative, Euler angles and angular velocities, the results are shown in Figure M.3, Figure M.7, Figure M.2 and Figure M.6 respectively. The MTI output is the state estimates computed internally in the MTI IMU using their proprietary algorithm. Besides the Vicon measurements this estimate is deemed close to ground-truth.

Note how the quaternion elements in Figure M.3 seem directly related to roll, pitch and yaw in Figure M.2, but this is only because the angles are kept small. Both the Madgwick and QEKF yaw estimate drifts approximately $4^\circ$ over the time span of the test of 90 seconds. Since no heading input is provided in this test, yaw drift is expected. The MTI-200 includes an internal algorithm, the VRU, which both estimates the orientation and also reduces heading drift by using the internal magnetometer.

Zooming in on the section where the robot is tilted forward right, see Figure M.4, shows how small the estimation error is.

![Figure M.4: Zoomed plot of Euler angle comparison during tilt test](image)

Figure M.4: Zoomed plot of Euler angle comparison during tilt test

The Euler angle estimation errors when compared to either the Vicon measurements or the MTI estimates, are shown in Figure M.5. Note how the estimation error on yaw drifts since the heading input is not used.

The quaternion derivative estimates and the body angular velocity estimates computed from this, are shown in Figure M.6 and Figure M.7. Note that the angular velocity estimate of the MTI-200 IMU is the same as the provided calibrated gyroscope readings.
Figure M.5: Estimation error during tilt test

Figure M.6: Comparison of angular velocity during tilt test using the QEKF and Madgwick filter. Note that the QEKF estimate is more smooth than the Madgwick estimate.
Figure M.7: Comparison of quaternion derivative during tilt test using the QEKF and Madgwick filter. Note that the QEKF estimate is more smooth than the Madgwick estimate.

Figure M.8: Zoomed plot of angular velocity comparison during tilt test. Note how the QEKF estimate lags slightly behind but is smooth.
Zooming in on the angular velocity for the other forward tilt, see Figure M.8, reveals how the QEKF estimate lags slightly behind the measurements, but is far smoother. Furthermore, the difference to the Madgwick filter is especially noticeable on the quaternion derivative and angular velocity since the noise on the gyroscope measurements propagates straight through the Madgwick filter.

### M.9.2 Bias estimation

Bias estimation is especially valuable when using the MPU-9250. As the only test, the bias estimation test is carried out with the MPU-9250 since the in-run bias stability of the MTI-200 IMU is so high that the bias estimate is almost zero at all time. As an example the evolution of the estimated y-axis gyroscope bias during the previous tilt test is shown in Figure M.9.

![Gyro bias estimate](image)

**Figure M.9:** Example of y-axis gyroscope bias estimation during a test with mixed movements.

![Z-axis gyroscope bias estimation](image)

**Figure M.10:** Z-axis gyroscope bias estimation. Tilting the sensor makes the z-axis bias observable. In this case the robot is tilted 90° on pitch.
M.9. Test & results

The drift of the yaw angle is mainly due to the unobservable z-axis gyroscope bias. However, if the ballbot is laid down, as shown in Figure M.10, the z-axis is made observable for a short while, allowing the QEKF bias estimate for the z-axis to settle.

M.9.3 Heading input

Alternatively a heading input can be used to stabilize the heading and the z-axis gyroscope bias. To test the heading input functionality the Vicon yaw angle is fed into the QEKF at a rate of 20 Hz by rerunning the QEKF in a post-processing loop using the recorded measurements from the previous test. The Vicon yaw angle is only provided during the first 40 seconds, whereafter the QEKF is only using the IMU measurements.

\[ \hat{b}_{\text{gyro},z} \]

Figure M.11: Comparison of yaw estimate when using the heading input. Heading input is included for the first 40 s. Yaw gyro bias is only estimated when heading input is included.

Not only do the heading input help to correct the yaw angle estimate it also enables estimation of the yaw gyroscope bias. The improved gyroscope bias estimate results in smaller drift when the heading input is disabled after 40 s, keeping the estimation error close to zero.
M.9.4 Full orientation test

A full orientation test is carried out to ensure that the quaternion estimator works across the Euler angle singularities, being the reason for using and estimating quaternions. The ballbot is lifted up in the air and rotated 360° around an arbitrary axis, resulting in the robot pointing upside down about halfway.

![Graph showing quaternion error and corresponding Euler angles](image)

**Figure M.12:** Full orientation test where the ballbot is lifted in the air and rotated 360° to get upside down as well. The estimated quaternion is shown on the right with the corresponding Euler angles show on the left.

Note the singularity being apparent on both the roll and yaw Euler angles on the left, while the quaternion estimate on the right is smooth and thus singularity free and matches the Vicon measurements fairly well.
M.9.5 Performance with controller

Finally, the QEKF is tested with the sliding mode balance controller running, so that the performance can be evaluated including motor vibrations affecting the accelerometer measurements.

![Graph showing roll, pitch, and yaw angles with estimation errors and accelerometer norms over time.](image)

**Figure M.13:** Quaternion estimation test with the balance controller running causing small vibrations due to the switching torque. Estimation errors are based on the QEKF estimates and the Vicon measurements.

Even with the controller and motors running the estimation errors are kept below ±0.5°.

This concludes the design and test of the QEKF.
N Velocity EKF

In this appendix the Extended Kalman filter used for velocity state estimation is designed and tested. A summary of the algorithm is found in Appendix N.7. The MATLAB code for the VEKF can be found at: Kugle-MATLAB/Estimators/VEKF. The C++ implementation of the VEKF, generated by using MATLAB Embedded Coder®, can be found at: Kugle-Embedded/KugleFirmware/Libraries/Modules/Estimators/VelocityEKF.

N.1 Objective

The objective of the Velocity Extended Kalman Filter, in the latter denoted VEKF, is to estimate the inertial frame velocity, \( _{I}\dot{x} \) and \( _{I}\dot{y} \), of the ballbot given the estimated orientation from the QEKF, see Appendix M.

With the kinematics from Chapter 4 it is possible compute the inertial frame velocity from the motor angular velocities. Using the encoders, incremental changes in the angle of the motor shafts can be detected and the motor angular velocities can thus be computed numerically. This will, however, result in noisy velocity estimates as shown in Figure 6.1 and Figure 6.2.

The VEKF should estimate the inertial frame velocity, \( _{I}\dot{x} \) and \( _{I}\dot{y} \), by fusing the encoder angle measurements with acceleration readings from one of the onboard IMUs, see Table C.1. The velocity estimate should be smooth with a tunable low-pass filtering parameter.

The VEKF should run at the same rate as the balance controller being 200 Hz as defined in Chapter 7 and have a bandwidth at least 6 times faster than the controller bandwidth to limit the influence of the estimator dynamics in the controller [59].

N.2 Design considerations

A smooth velocity estimate could be computed by just low-pass filtering the velocity output of the kinematic model using the motor angular velocities approximated numerically by differentiating the encoder measurements. Low-pass filtering the velocity will, however, introduce lag in the estimate which is undesirable for control applications. Since the accelerometer provides measurements of the current acceleration of the IMU, although noisy, they could be used to reduce the lag in the low-pass filtered velocity estimates. This is where the Kalman filter comes into play.

A sensor-driven Kalman filter, similar to the one described in [110], would use the accelerometer measurements to propagate the velocity estimate and then correct the estimate with the encoder measurements. However, due to the amount of expected noise in both the accelerometer and encoder measurements it will be a difficult balance to get a smooth velocity estimate.

The VEKF is inspired from [110] but is instead designed as a model-based Kalman filter, see Appendix M.2, using a kinematic model to avoid the use of the complicated non-linear dynamic model. The approach is similar to the one used in Appendix M where all sensors are used to correct the estimate and the process model assumes the estimate to stay constant to give the desired tunable low-pass effect.
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The VEKF could have been extended into a position estimator by including the localized position estimates from the SLAM algorithm which uses the LiDAR sensors. However, since the only purpose of the VEKF is to estimate the velocity, such an extension is deemed outside the scope of this project.

N.3 Sensor models

The velocity estimator relies on two sensor sources: the encoders and the accelerometer within one of the MEMS IMUs.

N.3.1 Encoders

On each of the motors a quadrature encoder is installed, generating pulses for each incremental change in the angle of the motor shaft, $\theta_i$, by a mechanically predefined amount. These pulses are accumulated by a hardware quadrature decoder inside the microprocessor, allowing the absolute encoder count, $i_{\text{ticks}}$, to be read. Since the encoders are installed before the gearing the resolution of the reading is increased. The total number of measurable edges generated by the encoder per wheel revolution is $n_{\text{ticks}} = 70997.33$ as defined in Section 2.2. The accumulated reading is thus a quantized reading of the continuous angle of the motor shaft according to (N.1).

$$i_{\text{ticks}} = \text{round} \left( \frac{n_{\text{ticks}}}{2\pi} \theta \right)$$  \hspace{1cm} (N.1)

where $\theta$ is the vector of motor angles defined in (N.2).

$$\theta = \begin{bmatrix} \theta_0 \\ \theta_1 \\ \theta_2 \end{bmatrix}$$  \hspace{1cm} (N.2)

The quantization is modelled by rounding half away from zero, see (N.3), so that the rounding is symmetric and independent of the sign. Note that the rounding is computed elementwise.

$$\text{round}(x) = \text{sgn}(x) \lceil |x| + 0.5 \rceil$$  \hspace{1cm} (N.3)

As described in Chapter 4 the kinematics of the ballbot is non-holonomic, which is why there is no unique mapping between the system states and the absolute angles of the motors shafts. A change in the encoder ticks over a time window, $\Delta t$, can, however, be used as a numerical approximation of the angular velocity of the motor shafts, which is related to the system states through the inverse kinematics in (4.35).

$$\Delta i_{\text{ticks}} = \text{round} \left( \frac{n_{\text{ticks}}}{2\pi} \theta(t + \Delta t) \right) - \text{round} \left( \frac{n_{\text{ticks}}}{2\pi} \theta(t) \right) \approx \frac{n_{\text{ticks}}}{2\pi} (\theta(t + \Delta t) - \theta(t)) = \frac{n_{\text{ticks}}}{2\pi} \Delta t \dot{\theta}$$  \hspace{1cm} (N.4)

For high encoder resolutions, fast angular velocities or long time windows, the rounding will be negligible. However, since the time window is relatively short and the angular velocities are small due to the limited translational velocity, the encoder model is approximated by adding a noise term.

$$z_{\text{enc}} = \Delta i_{\text{ticks}} = \frac{n_{\text{ticks}}}{2\pi} \Delta t \dot{\theta} + v_{\text{enc}}$$  \hspace{1cm} (N.5)
where the noise term is assumed to be Gaussian white noise, \( v_{\text{enc}} \sim \mathcal{N}(0, \Sigma_{\text{enc}}) \) given the noise covariance, \( \Sigma_{\text{enc}} \), as a diagonal matrix with equal entries since the noise of each encoder is uncorrelated with the others.

\[
\left| \text{round} \left( \frac{n \text{ticks}}{2\pi} \theta_i(t + \Delta t) \right) - \text{round} \left( \frac{n \text{ticks}}{2\pi} \theta_i(t) \right) \right| - \frac{n \text{ticks}}{2\pi} \Delta t \dot{\theta}_i \leq 1 \quad (N.6)
\]

The quantization error of (N.4) is bounded by 1, as shown in (N.6), since the largest quantization error occurs when the ticks are e.g., rounded up by 0.5 at time \( t \) and rounded down by 0.5 at time \( t + \Delta t \). For Gaussian distributions 99.7% of all samples will be within \( \pm 3\sigma \). The noise is thus approximated by using the quantization bound of 1 as the 3\( \sigma \).

\[
3\sigma_{\text{enc}} = 1 \rightarrow \sigma_{\text{enc}} = \frac{1}{3} \quad (N.7)
\]

N.3.2 Accelerometer

In Appendix M.3 a model of the accelerometer, based on inspiration from [103] and [120], was shown to be:

\[
\begin{align*}
\text{IMU} z_{\text{acc}} &= K_{\text{acc}} \text{IMU} R \left( \overset{i}{\Omega} \text{IMU} - I g \right) + \text{IMU} b_{\text{acc}} + \text{IMU} v_{\text{acc}} \\
&= \begin{bmatrix}
\overset{i}{x} \\
\overset{i}{y} \\
0
\end{bmatrix} \quad (N.8)
\end{align*}
\]

The accelerometer model used in the QEKF, Appendix M.3.1, is greatly simplified and the accelerations due to motion of the IMU, \( \overset{i}{\Omega} \text{IMU} \), are neglected. In the VEKF these accelerations can, however, be used to correct the velocity estimates. The sensor specific gain, \( K_{\text{acc}} \) and the alignment of the accelerometer in the body frame is assumed to be pre-calibrated and compensated as described in Appendix M.3.1. It is decided to keep the accelerometer bias since this can be estimated and corrected as part of the VEKF. Furthermore, the inclination of the robot is assumed to be small, so that the acceleration of the IMU in inertial frame will have a negligible \( z \)-component. By assuming the angular accelerations of the ballbot to be small, the measurable accelerations will be dominated by the linear accelerations of the ballbot, \( \overset{i}{x} \) and \( \overset{i}{y} \).

\[
\overset{i}{\Omega} \text{IMU} = \begin{bmatrix}
\overset{i}{x} \\
\overset{i}{y} \\
0
\end{bmatrix} \quad (N.9)
\]

The accelerometer model thus reduces to

\[
\begin{align*}
\text{IMU} z_{\text{acc}} &= \text{n} R \begin{bmatrix}
\overset{n}{x} \\
\overset{n}{y} \\
g
\end{bmatrix} + \text{IMU} b_{\text{acc}} + \text{IMU} v_{\text{acc}} \\
&= \begin{bmatrix}
\overset{n}{x} \\
\overset{n}{y} \\
g
\end{bmatrix} \quad (N.10)
\end{align*}
\]

where \( \text{IMU} v_{\text{acc}} \sim \mathcal{N}(0, \Sigma_{\text{acc}}) \) is a Gaussian white noise variable, modelling the uncorrelated sensor noise.

N.4 Estimator states

The VEKF should estimate the inertial frame velocity of the ballbot, but since a low-pass filtering effect is desired and since corrections from the accelerometer should be used to reduce lag in the velocity estimates, acceleration estimates are added to the state vector.
Furthermore, the accelerometer bias should be estimated and is therefore added to the state vector as well. The 7-dimensional state space estimated by the VEKF is thus

\[
\dot{x} = \begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\dot{x}} \\
\dot{\dot{y}} \\
\dot{\text{IMU-acc}}
\end{bmatrix}
\]  \hspace{1cm} (N.11)

### N.5 Process model

The Kalman filter is governed by a process model of the states. Since it is decided not to use the dynamic model of the ballbot, the process model is derived based on the first-order relationship between the states.

#### N.5.1 Velocity

The velocity develops according to the exact first-order relationship with no process noise included using the derivatives present in the state vector.

#### N.5.2 Acceleration

Since no dynamic model is included to provide any better information about the development of the acceleration, a constant process model is assumed.

\[
\frac{d}{dt} \dot{x} = 0 + w_{ax} \\
\frac{d}{dt} \dot{y} = 0 + w_{ay}
\]  \hspace{1cm} (N.12)

where \( w_{ax} \sim \mathcal{N}(0, \sigma_a) \) and \( w_{ay} \sim \mathcal{N}(0, \sigma_a) \) are a tunable noise terms to reflect the fact that the acceleration does indeed change due to the dynamics. The tunable magnitude of the noise, \( \sigma_a \), defines how hard the acceleration estimates are filtered.

#### N.5.3 Accelerometer bias

Finally, the development of the accelerometer bias is governed by the random-walk process, which assumes a constant accelerometer bias.

\[
\text{IMU-acc} = \begin{bmatrix} 0_{3 \times 1} + w_{\text{bias}} \end{bmatrix}
\]  \hspace{1cm} (N.13)

where \( w_{\text{bias}} \sim \mathcal{N}(0_{3 \times 1}, \Sigma_{\text{bias}}) \) is similarly a tunable noise parameter whose magnitude, \( \Sigma_{\text{bias}} \), defines how fast the accelerometer bias might change and thus how much variation to allow in the accelerometer bias.

#### N.5.4 Discretization

Similar to the QEKF, see Appendix M.6.4, the VEKF is implemented as a discrete Extended Kalman filter and thus has to be discretized.
The velocity states are propagated using the Forward Euler approximation.

\[ \dot{x}[k] = \dot{x}[k-1] + \Delta t \ddot{x}[k-1] + w_{tx}[k-1] \]  
\[ \dot{y}[k] = \dot{y}[k-1] + \Delta t \ddot{y}[k-1] + w_{ty}[k-1] \]  
(N.14)

where \( \Delta t \) denotes the sampling time and the tunable noise terms, \( w_{tx} \sim \mathcal{N}(0, \sigma_v) \) and \( w_{ty} \sim \mathcal{N}(0, \sigma_v) \), are included to reflect discretization errors.

The complete process model is defined by stacking each of the models.

\[ x[k] = \begin{bmatrix} \dot{x}[k] \\ \dot{y}[k] \\ \ddot{x}[k] \\ \ddot{y}[k] \\ \text{IMU}_{\text{acc}}[k] \end{bmatrix} \]  
(N.19)

The process model of the acceleration and accelerometer bias is also discretized using Forward Euler, yielding

\[ \ddot{x}[k] = \ddot{x}[k-1] + \Delta t w_{ax}[k-1] \]  
\[ \ddot{y}[k] = \ddot{y}[k-1] + \Delta t w_{ay}[k-1] \]  
\[ \text{IMU}_{\text{acc}}[k] = \text{IMU}_{\text{acc}}[k-1] + \Delta t w_{bias}[k-1] \]  
(N.16, 17, 18)

N.5.5 Jacobian

In the Extended Kalman filter the estimation error covariance is propagated through the process model by linearization. The Jacobian of the process model with respect to the state estimates is computed. Since the noise terms are all assumed to be additive there is no need for computing the Jacobian with respect to the noise terms.

\[ F = \frac{\partial x[k]}{\partial x[k-1]} \bigg|_{x[k-1]=\dot{x}[k-1]|_{w[k-1]=0}} = \begin{bmatrix} F_{vv} & F_{va} & F_{vb} \\ F_{av} & F_{aa} & F_{ab} \\ F_{bv} & F_{ba} & F_{bb} \end{bmatrix} = \begin{bmatrix} I_2 & \Delta t I_2 & 0_{2 \times 3} \\ 0_{2 \times 2} & I_2 & 0_{2 \times 3} \\ 0_{3 \times 2} & 0_{3 \times 2} & I_3 \end{bmatrix} \]  
(N.20)

N.6 Measurement prediction

The predicted estimates are corrected with the encoder and accelerometer measurements. To do so, the Extended Kalman filter requires a measurement model that relates the state estimates to the measurements. The measurement model is both used to compute a predicted measurement vector for innovation calculation and the model is linearized to compute the noise covariance of the predicted measurement. For the VEKF two measurement models are derived, one for each sensor, based on the sensor models from Appendix N.3.
N.6.1 Encoders

The predicted encoder ticks is computed using the sensor model from Appendix N.3.1 combined with the inverse kinematics from (4.35).

\[
\hat{z}_{\text{enc}} = \Delta i_{\text{ticks}} = \frac{n_{\text{ticks}}}{2\pi} \Delta t \Phi \left( \frac{K_q}{n_b} q^* \right)^{T} \Gamma \left( \frac{K_q}{n_b} q \right) \frac{1}{r_k} \begin{bmatrix} 0 \\ -\frac{1}{r_k} \frac{1}{r_k} \\ -2 \frac{r_k}{r_k} \\ 0 \end{bmatrix} \]  

\[
= \frac{n_{\text{ticks}}}{2\pi} \Delta t \tilde{W} \left( \frac{1}{r_k} \frac{K_q}{n_b} q^* \circ \frac{1}{r_k} \frac{1}{r_k} \circ \frac{K_q}{n_b} q - 2 \frac{K_q}{n_b} q^* \circ \frac{K_q}{n_b} q \right) 
\]

(N.21)

N.6.2 Accelerometer

The measurement model of the accelerometer is based on (N.10) where the rotation matrix is replaced by the quaternion vector rotation, see Appendix H.3, using the quaternion estimated by the QEKF.

\[
\hat{z}_{\text{acc}}^{\text{IMU}} = \nabla \left( \frac{K_q}{n_b} q^* \circ \left( \frac{1}{r_k} \frac{1}{r_k} \circ \frac{K_q}{n_b} q \right) \right) + \hat{\beta}_{\text{acc}}^{\text{IMU}} 
\]

\[
= \left( \nabla \Phi \left( \frac{K_q}{n_b} q \right)^{T} \Gamma \left( \frac{K_q}{n_b} q \right) \right) \left( \frac{1}{r_k} \frac{1}{r_k} \circ g \right) + \hat{\beta}_{\text{acc}}^{\text{IMU}} \]  

(N.22)

Note that using the accelerometer model with the quaternion and quaternion derivative estimates from the QEKF, might lead to a slightly biased acceleration estimate, since the QEKF fuses the accelerometer measurements assuming that no acceleration is present. Hopefully this bias will be less present in the velocity estimate due to the correction with the encoder measurements.

N.6.3 Measurement vector

The predicted measurement vector is contructed by stacking the predicted measurement vectors of the two sensors.

\[
\hat{z}[k] = \left[ \begin{array}{c} \hat{z}_{\text{enc}}[k] \\ \hat{z}_{\text{acc}}^{\text{IMU}}[k] \end{array} \right] 
\]

(N.23)

The same stacking is used when constructing the measurement vector, \( z \), from the sampled measurements. Note that the encoder measurement, \( \hat{z}_{\text{enc}} \), is given as a difference in ticks, \( \Delta i_{\text{ticks}} \), while the internal quadrature decoder returns the absolute value, \( i_{\text{ticks}} \). The difference thus has to be computed at each time step by storing the old absolute value.
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N.6.4 Jacobian

To compute the measurement prediction covariance due to uncertainty in the state estimates, the Extended Kalman filter linearizes the measurement model by forming a Jacobian, which is then applied to the estimation error covariance. The Jacobian of the measurement model with respect to the states is defined as

\[
H = \left. \frac{\partial \hat{z}[k]}{\partial \hat{x}[k]} \right|_{\hat{x}[k]=\hat{x}^k[k-1], v[k]=0} = \begin{bmatrix} H_{ev} & H_{ea} & H_{eb} \\ H_{av} & H_{aa} & H_{ab} \end{bmatrix} = \begin{bmatrix} H_{ev} & 0_{3 \times 3} & 0_{3 \times 3} \\ 0_{3 \times 3} & H_{aa} & I_3 \end{bmatrix} \quad (N.24)
\]

The two sub-Jacobians are derived below.

\[
H_{ev} = \left[ \frac{\partial \hat{z}_{enc}[k]}{\partial \hat{x}[k]} \frac{\partial \hat{z}_{enc}[k]}{\partial \hat{y}[k]} \right]_{\hat{x}[k]=\hat{x}^k[k-1], v[k]=0} = \frac{n_{ticks}}{2 \pi} \Delta t \bar{W} \Phi \left( \nu_{b\hat{q}}^k[k-1] \right) ^T \Gamma \left( \nu_{b\hat{q}}^k[k-1] \right) \frac{1}{r_k} \begin{bmatrix} 0 & 0 \\ 0 & -1 \\ 1 & 0 \\ 0 & 0 \end{bmatrix} \quad (N.25)
\]

\[
H_{aa} = \left[ \frac{\partial \hat{z}_{acc}[k]}{\partial \hat{x}[k]} \frac{\partial \hat{z}_{acc}[k]}{\partial \hat{y}[k]} \right]_{\hat{x}[k]=\hat{x}^k[k-1], v[k]=0} = \left( \vee \Phi \left( \nu_{b\hat{q}}^k[k-1] \right) ^T \Gamma \left( \nu_{b\hat{q}}^k[k-1] \right) \right) \begin{bmatrix} 0 & 0 \\ 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{bmatrix} \quad (N.26)
\]

N.6.5 Measurement covariance

To deal with uncertainty in the quaternion estimate, \( \nu_{b\hat{q}} \), and the quaternion derivative estimate, \( \nu_{b\dot{\hat{q}}} \), used in the computation of both measurement predictions, the noise contributions from these estimates have to be added to the measurement covariance. Prior to this inclusion the measurement covariance matrix is defined solely based on the additive noise terms as

\[
\tilde{R} = \begin{bmatrix} \Sigma_{enc} & 0_{3 \times 3} \\ 0_{3 \times 3} & \Sigma_{acc} \end{bmatrix} \quad (N.27)
\]

The quaternion and quaternion derivative estimates include additive noise defined from the estimation error covariance of the QKEF.

\[
\nu_{b\hat{q}} = \nu_{b\hat{q}} + v_q \\
\nu_{b\dot{\hat{q}}} = \nu_{b\dot{\hat{q}}} + v_q \quad (N.28)
\]

where \( v_q \sim \mathcal{N}(0_{4 \times 1}, \Sigma_q) \) and \( v_{\dot{q}} \sim \mathcal{N}(0_{4 \times 1}, \Sigma_{\dot{q}}) \) are the estimation errors of the quaternion and quaternion derivative estimates. The covariances are extracted from the aposteriori estimation error covariance, \( P^k[k] \), of the QKEF, see Appendix M.8.1.
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To compute the noise contribution into the measurement predictions, the measurement model is linearized with respect to the quaternion and quaternion derivative.

\[
T_q = \begin{bmatrix}
\frac{\partial \hat{z}[k]}{\partial \delta q[k]}|_{x[k]=\hat{x}[k-1], v[k]=0} \\
\frac{\partial \hat{z}[k]}{\partial \delta q[k]}|_{x[k]=\hat{x}[k-1], v[k]=0}
\end{bmatrix} = \begin{bmatrix} T_{eq} \\ T_{aq} \end{bmatrix}
\] (N.29)

\[
T_q = \begin{bmatrix}
\frac{\partial \hat{z}[k]}{\partial \delta q[k]}|_{x[k]=\hat{x}[k-1], v[k]=0} \\
\frac{\partial \hat{z}[k]}{\partial \delta q[k]}|_{x[k]=\hat{x}[k-1], v[k]=0}
\end{bmatrix} = \begin{bmatrix} T_{eq} \\ 0_{3\times4} \end{bmatrix}
\] (N.30)

where the sub-Jacobians are derived below.

\[
T_{eq} = \frac{\partial \hat{z}_{enc}[k]}{\partial \delta q[k]}|_{x[k]=\hat{x}[k-1], v[k]=0} = \frac{n_{ticks}}{\pi} \Delta t \overline{W} \left( \begin{bmatrix} 1 \\ \Phi \left( \frac{\kappa_{R} q[k]}{\hat{\nu} q[k]} \right)^T \right) \Phi \left( \begin{bmatrix} 0 \\ \frac{-1}{\hat{\nu} q[k]} \end{bmatrix} \right) - \Gamma \left( \frac{\kappa_{W} q[k]}{\hat{\nu} q[k]} \right) I^* \right)
\] (N.31)

\[
T_{aq} = \frac{\partial \hat{z}_{acc}[k]}{\partial \delta q[k]}|_{x[k]=\hat{x}[k-1], v[k]=0} = \sqrt{\nu} \Phi \left( \frac{\kappa_{R} q[k]}{\hat{\nu} q[k]} \right)^T \Phi \left( \begin{bmatrix} 0 \\ \frac{1}{\hat{\nu} q[k]} \end{bmatrix} \right) + \sqrt{\nu} \Gamma \left( \frac{\kappa_{W} q[k]}{\hat{\nu} q[k]} \right) \Gamma' \left( \begin{bmatrix} 0 \\ \frac{1}{\hat{\nu} q[k]} \end{bmatrix} \right) I^*
\]

\[= 2 \sqrt{\nu} \Phi \left( \frac{\kappa_{R} q[k]}{\hat{\nu} q[k]} \right)^T \Phi \left( \begin{bmatrix} 0 \\ \frac{1}{\hat{\nu} q[k]} \end{bmatrix} \right) \] (N.32)

Note that the relationship from (H.96) is used to simplify the above partial derivatives.

\[
T_{eq} = \frac{\partial \hat{z}_{enc}[k]}{\partial \delta q[k]}|_{x[k]=\hat{x}[k-1], v[k]=0} = -\frac{n_{ticks}}{\pi} \Delta t \overline{W} \Phi \left( \frac{\kappa_{R} q[k]}{\hat{\nu} q[k]} \right)^T
\] (N.33)

The noise contribution is finally added to the measurement covariance.

\[
R = \tilde{R} + T_q \Sigma_q T_q^T + T_q \Sigma_q T_q^T
\] (N.34)
N.7 Algorithm

The VEKF follows the general algorithm of an Extended Kalman filter summarized below. The VEKF estimates the following state vector:

\[
\hat{x} = \begin{bmatrix}
\hat{x} \\
\hat{y} \\
\hat{z} \\
\hat{\beta}_{\text{acc}} \\
\end{bmatrix}
\]  \hspace{1cm} (N.35)

The filter is initialized with zero velocity, zero acceleration and zero bias. The estimation error covariance is initialized as a diagonal matrix with very low uncertainty on the accelerometer bias since this is assumed to be mostly pre-calibrated and compensated.

\[
\hat{x}^{0|0} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}^T
\]  \hspace{1cm} (N.36)

\[
P^{0|0} = \text{diag}(1 \cdot 10^{-1} \cdot I_2, 1 \cdot 10^{-2} \cdot I_2, 1 \cdot 10^{-9} \cdot I_3)
\]  \hspace{1cm} (N.37)

For each time step at a periodicity of \( \Delta t = \frac{1}{200 \text{ Hz}} = 5 \text{ ms} \) the following algorithm is executed.

1. Prediction step
   (a) Compute apriori estimates
   \[
   \begin{align*}
   \hat{x}^{k|k-1} &= \hat{x}^{k-1|k-1} + \Delta t \hat{\dot{x}}^{k-1|k-1} \\
   \hat{y}^{k|k-1} &= \hat{y}^{k-1|k-1} + \Delta t \hat{\dot{y}}^{k-1|k-1} \\
   \hat{z}^{k|k-1} &= \hat{z}^{k-1|k-1} \\
   \hat{\beta}_{\text{acc}}^{k|k-1} &= \hat{\beta}_{\text{acc}}^{k-1|k-1}
   \end{align*}
   \]  \hspace{1cm} (N.38-41)
   (b) Construct process model Jacobian
   \[
   F = \frac{\partial x[k]}{\partial x[k-1]} \bigg|_{x[k-1]=\hat{x}^{k-1|k-1} \atop w[k-1]=0} = \begin{bmatrix}
   I_2 & \Delta t I_2 & 0_{2 \times 3} \\
   0_{2 \times 2} & I_2 & 0_{2 \times 3} \\
   0_{3 \times 2} & 0_{3 \times 2} & I_3
   \end{bmatrix}
   \]  \hspace{1cm} (N.43)
   (c) Compute apriori estimation error covariance
   \[
P^{k|k-1} = FP^{k-1|k-1}F^T + Q
   \]  \hspace{1cm} (N.44)

2. Sample measurements to time \( k \)

3. Correction step
   (a) Compute encoder difference measurement
   \[
   z_{\text{enc}} = \hat{i}_{\text{ticks}}[k] - \hat{i}_{\text{ticks}}[k-1]
   \]  \hspace{1cm} (N.45)
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(b) Construct measurement vector with measurements

\[
z = \begin{bmatrix} z_{\text{enc}} \\ z_{\text{IMU}} \\ z_{\text{acc}} \end{bmatrix}
\]  
(N.46)

(c) Compute predicted measurements

\[
\hat{z}_{\text{enc}} = \frac{n_{\text{ticks}}}{2\pi} \Delta t \bar{W} \Phi \left( \frac{\hat{\kappa}}{n} \hat{\tilde{q}} \right)^T \frac{1}{r_k} \begin{bmatrix} 0 \\ -\frac{1}{\tilde{y}} \\ \frac{1}{\tilde{x}} \end{bmatrix} - 2 \frac{\hat{k}}{n} \hat{\tilde{q}}
\]  
(N.47)

\[
\hat{z}_{\text{acc}} = \left( \nabla \Phi \left( \frac{\hat{k}}{n} \hat{q} \right)^T \Gamma \left( \frac{\hat{k}}{n} \hat{q} \right) \right) \begin{bmatrix} \frac{1}{\tilde{x}} \\ \frac{1}{\tilde{y}} \\ g \end{bmatrix} + \hat{b}_{\text{acc}}
\]  
(N.48)

(d) Construct predicted measurement vector

\[
\hat{z} = \begin{bmatrix} \hat{z}_{\text{enc}} \\ \hat{z}_{\text{IMU}} \\ \hat{z}_{\text{acc}} \end{bmatrix}
\]  
(N.49)

(e) Compute measurement model partial derivatives

\[
H_{ev} = \frac{n_{\text{ticks}}}{2\pi} \Delta t \bar{W} \Phi \left( \frac{\hat{k}}{n} q_k^{k-1} \right)^T \frac{1}{r_k} \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \end{bmatrix}^T
\]  
(N.50)

\[
H_{aa} = \left( \nabla \Phi \left( \frac{\hat{k}}{n} q_k^{k-1} \right)^T \Gamma \left( \frac{\hat{k}}{n} q_k^{k-1} \right) \right) \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}^T
\]  
(N.51)

(f) Construct measurement model Jacobian

\[
H = \frac{\partial \hat{z}[k]}{\partial \hat{x}[k]} \bigg|_{x[k] = \hat{x}_k^{k-1} v[k] = 0} = \begin{bmatrix} H_{ev} & 0_{3 \times 3} \\ 0_{3 \times 3} & H_{aa} \end{bmatrix} I_3
\]  
(N.52)
(g) Compute measurement noise partial derivatives

\[ T_{eq} = \frac{n_{ticks}}{\pi} \Delta t \bar{W} \left( \frac{1}{r_k} \Phi \left( \kappa \hat{q}^k|k-1 \right)^T \Phi \left( \begin{bmatrix} 0 \\ \frac{1}{2} \hat{y}^k|k-1 \\ \frac{1}{2} \hat{z}^k|k-1 \\ 0 \end{bmatrix} \right) - \Gamma \left( \kappa \hat{q}^k|k-1 \right) I^* \right) \]  
(N.53)

\[ T_{aq} = 2 \sqrt{\Phi \left( \kappa \hat{q}^k|k-1 \right)^T \Phi \left( \begin{bmatrix} 0 \\ \frac{1}{2} \hat{y}^k|k-1 \\ \frac{1}{2} \hat{z}^k|k-1 \\ g \end{bmatrix} \right)} \]  
(N.54)

\[ T_{eq} = -\frac{n_{ticks}}{\pi} \Delta t \bar{W} \Phi \left( \kappa \hat{q}^k|k-1 \right)^T \]  
(N.55)

(h) Construct noise Jacobians with respect to QEKF estimates

\[ T_q = \frac{\partial \hat{z}[k]}{\partial \hat{q}[k]} \bigg|_{\hat{z}[k]=\hat{x}^k|k-1, \hat{v}[k]=0} = \begin{bmatrix} T_{eq} \\ T_{aq} \end{bmatrix} \]  
(N.56)

\[ T_q = \frac{\partial \hat{x}[k]}{\partial \hat{q}[k]} \bigg|_{\hat{x}[k]=\hat{x}^k|k-1, \hat{v}[k]=0} = \begin{bmatrix} T_{eq} \\ 0_{3 \times 4} \end{bmatrix} \]  
(N.57)

(i) Compute measurement noise covariance with noise contribution from QEKF estimates

\[ R = \hat{R} + T_q \Sigma_q T_q^T + T_q \Sigma_q T_q^T \]  
(N.58)

(j) Compute predicted measurement covariance

\[ S = HP^k|k-1 H^T + R \]  
(N.59)

(k) Compute Kalman gain

\[ K = P^k|k-1 H^T S^{-1} \]  
(N.60)

(l) Compute aposteriori estimate

\[ \hat{x}^k|k = \hat{x}^k|k-1 + K(z - \hat{z}) \]  
(N.61)

(m) Compute aposteriori estimation error covariance

\[ P^k|k = (I - KH) P^k|k-1 \]  
(N.62)

The VEKF is implemented in the MATLAB file: `Kugle-MATLAB/Estimators/VEKF/VelocityEKF.m`

The VEKF is implemented in C++ using MATLAB Embedded Coder® with a wrapper library written here: `Kugle-Embedded/KugleFirmware/Libraries/Modules/Estimators/VelocityEKF/VelocityEKF.cpp`
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N.7.1 Covariances

The process covariance matrice is defined as:

\[
Q = \begin{bmatrix}
\sigma_v I_2 & 0_{2 \times 2} & 0_{2 \times 3} \\
0_{2 \times 2} & \Delta t^2 \sigma_a I_2 & 0_{2 \times 3} \\
0_{2 \times 2} & 0_{2 \times 2} & \Delta t^2 \Sigma_{bias}
\end{bmatrix}
\]

\[R = \begin{bmatrix}
\Sigma_{enc} & 0_{3 \times 3} \\
0_{3 \times 3} & \Sigma_{acc}
\end{bmatrix} + T_q \Sigma_q T_q^\top + T_q \dot{\Sigma}_q T_q^\top\]  

The process covariance of the kinematic relationship is set to zero, even though the model is discretized.

\[\sigma_v = 0\]  

The resulting aposteriori estimation error covariance is partitioned with the following identifiers:

\[
P_{k|k} = \begin{bmatrix}
\Sigma_v & \Sigma_{va} & \Sigma_{vb} \\
\Sigma_{va} & \Sigma_{a} & \Sigma_{ab} \\
\Sigma_{vb} & \Sigma_{ab} & b_b
\end{bmatrix}
\]

N.8 Test & results

The VEKF is tested and verified through two tests, one without the controller running and another one with the sliding mode balance controller running, where the balance is kept while the ballbot is pushed around.

N.8.1 Without controller

The test without the controller is the same test as in Figure 6.2, where it was used to verify the kinematics. In Figure N.1 the ballbot is moved manually while keeping it upright within \(\pm 5^\circ\).

The velocity estimation error, shown in Figure N.2, is mostly between \(\pm 0.05\) m/s when compared to the numerically computed velocity from Vicon, except for a few outliers with estimation errors up to \(0.125\) m/s.

N.8.2 With balance controller

In the second test, shown in Figure N.3, the sliding mode balance controller is enabled and given a zero quaternion reference, thus just to keep the balance of the ballbot but not stabilize the position nor velocity. The ballbot is then dragged around to excite different translational velocities.

With the controller running the estimation error, shown in Figure N.4, is kept below 0.2 m/s but is mostly within \(\pm 0.1\) m/s. Having the motors running do seem to affect the performance slightly but the estimates are still far better than the kinematics-based.
Figure N.1: Comparison of translational velocity during test where the ballbot is moved around manually. Note how the velocity estimate is far less noisy than the kinematics-based velocity.

Figure N.2: Velocity estimation error during test with manual movement
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Figure N.3: Comparison of translational velocity during test with the balance controller running and thus actuating the motors. Noise from the switching torque is not apparent in velocity estimate.

Figure N.4: Velocity estimation error during test with balance controller running
O Implementation Considerations

During implementation and test several observations and considerations have been made related to both tuning and implementation-specific modifications.

O.1 Tuning strategy

Since there are no real rule-of-thumbs for tuning a sliding mode controller the following section presents two common strategies for choosing the sliding surface gain, $K$, and the switching gain, $\eta$.

For easy tuning and testing the ROS driver developed in Kugle-ROS/kugle_driver includes several dynamic reconfigurable parameters which can thereby be modified using e.g., the rqt_reconfigure GUI [121] as shown in Figure O.1. When a parameter is modified it is automatically sent to the embedded firmware and updated accordingly. This has made testing a breeze since one could quickly evaluate different parameters without having to compile and upload a new firmware.

O.1.1 Sliding surface gain selection

According to Slotine [60] the gain in a first order linear sliding surface ends up defining the control bandwidth. This bandwidth should be chosen so that structural resonant modes, neglected time delays and the sampling rate do not affect the control performance. Hence these criteria infers an upper bound of $K$.

1. Structural resonant modes
   - $K$ must be smaller than the frequency $f_R$ of the lowest unmodeled structural resonant mode.
   - $K < K_R = \frac{2\pi}{3} f_R$

2. Neglected time delays
   - $K$ must be smaller than the largest/longest unmodeled time delay, $T_A$.
   - $K < K_A = \frac{1}{3T_A}$

3. Sampling rate
   - With a full-period processing delay from the sampling rate, $K$ should fulfil:
     - $K < K_S = \frac{1}{5} f_s$

O.1.2 Switching gain selection

Although large switching gains (theoretically) lead to extremely strong robustness properties, practical limitations rule out this choice. Large switching gains may lead to extreme wear in gear-boxes, extreme power consumption, and the excitation of unmodeled fast dynamics. Therefore, the switching gain should be chosen as small as possible while still guaranteeing the required robustness. Another possibility is to define an adaptive switching gain, which automatically tunes the switching gain to the actual circumstances.
Figure O.1: List of modifiable parameters with the rqt_reconfigure GUI
O.1.3 Optimal gains

The best working gains have been found through extensive tuning and practical tests. It is impossible to say what exactly lead to these specific gains and the reader should note that these gains are specific to the physical type and size of ballbot and especially motors and wheels, used in this thesis.

Two set of gains have been found, both intended for use with the quaternion derivative sliding surface. One set is tuned to be aggressive and intended for reference testing and tight tracking. The other set is tuned to be non-aggressive and has been tuned in the cascaded configuration with the velocity controller described in Chapter 14 and Appendix Q.

The aggressive gains are:

\[
K = \begin{bmatrix} 15 & 15 & 6 \\ 6 & 6 & 3 \end{bmatrix}^T \\
\eta = \begin{bmatrix} 0.5 & 0.5 & 0.2 \end{bmatrix}^T \\
\epsilon = \begin{bmatrix} 0.5 & 0.5 & 0.2 \end{bmatrix}^T
\]  

The non-aggressive gains are:

\[
K = \begin{bmatrix} 6 & 6 & 6 \end{bmatrix}^T \\
\eta = \begin{bmatrix} 5 & 5 & 6 \end{bmatrix}^T \\
\epsilon = \begin{bmatrix} 0.8 & 0.8 & 0.8 \end{bmatrix}^T
\]

O.2 Practical experiences

A few implementation-specific modifications have been made along the way. The list below summarizes some of the modifications which have helped to improve the overall performance and stability of the actual system. The list includes considerations and actions that have been applied to remedy discovered issues on the real system.

- **Low-pass filtering of the angular velocity estimate**
  - The controller is very sensitive to noise in the angular velocity estimate, $\hat{b}\omega_{\text{B-K}}$.
  - In the equivalent control part any noise present in the angular velocity propagates directly on to the computed control torque, causing an erratic behaviour.
  - Since the Madgwick filter does not smooth the quaternion derivative and thus the angular velocity estimate, a low-pass filter was initially put on the angular velocity estimate to remedy this issue.
  - Later the QEKF was modified to include this low-pass filter as part of the process model.

- **Removal of $b\omega_x$ and $b\omega_y$ in the equivalent control part**
  - Depending on the sliding manifold gain the controller would sometime go into an oscillating high frequency limit cycle.
  - This limit cycle seems to be caused by the angular velocity estimate kicking right through the equivalent control part.
  - The problem might be due to bandwidth, thus the controller gains set too high, causing instability.
  - Lowering the sliding surface gains was not an option since the system then became too slow to stay upright.
  - Instead the problem was solved by removing just the x- and y-axis components of the angular velocity estimate from the equivalent control part.
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- Rate limitation and/or low-pass filtering the reference input
  - With the sliding mode controller any step change in the reference will be seen as a sudden disturbance, causing the control torque to spike and saturate. These spikes are likely to cause wheel slip.
  - To avoid sudden spikes on the reference input, rate limitations are applied to all reference inputs and a low-pass filter is put on the angular velocity reference output of the velocity controller.

- Saturate torque to less than what the motors drivers can actually deliver
  - Large torque spikes are more likely to cause wheel slip and thus make the robot jump around on the ball.
  - The key principle of the sliding mode controller is the saturated switching torque, which is exactly what can cause these sudden torque spikes.
  - Any sudden disturbance or reference change would cause wheel slip and make the robot fall due to the torque spikes.
  - To reduce the problem the torque output is saturated at 80% of the max output torque, thus 1.6 Nm instead of 2 Nm
  - This does not solve the problem with wheel slip but reduces the likelihood.
  - The problem might also be related to an incorrect friction coefficient between the omniwheel and ball.

- Wheel slip detector
  - When wheel slip happens it causes an erratic behaviour of the robot, which it is sometimes able to recover from and sometimes results in several seconds of unrecoverable jumping.
  - Disabling the quaternion derivative completely slows down the system a lot, but thereby also makes it more tolerant and "bouncy".
  - The wheel slip detector uses the encoder measurements to detect a sudden wheel acceleration, greater than the expected acceleration when the wheel is on the ball.
  - If a wheel slip is detected the quaternion derivative and thus the angular velocity, is disabled from both the equivalent control and switching control, until the slip is no longer detected when the wheel velocity is back in a normal operating range.

- Using motor failure detection as lift detection
  - The ESCON motor drivers includes a protection mechanism for the motors if they run too hot, either reducing the output current or even turning them off completely.
  - To reset a motor failure, the commanded output has to be reset by setting it to zero.
  - If the ESCON motor driver shuts down during operation the ballbot falls erratically since full torque will be applied on the two other motors to correct.
  - Motor failure is detected by comparing the commanded control torque with the torque feedback from the ESCON driver.
  - At motor failure the controller is disabled and all motors are turned off
  - Similarly the ESCON drivers includes a maximum angular velocity limitation. Hence if the robot is lifted and a torque is commanded, the wheels will spin up until they hit the angular velocity limitation. In that case the torque feedback will decrease to zero while the commanded torque remains.
  - The angular velocity limitation is used to detect lifts, since the feedback torque quickly diverges from the commanded torque if lifted.
P Balance LQR

As a comparison to the sliding mode controller designed in Chapter 9 for balance control, a linear controller is developed. The controller is similarly developed on just the quaternion dynamics, (9.2), and neglects the translational dynamics, assuming it to be a disturbance.

The MATLAB code for computing the gains and testing the balance LQR can be found at: Kugle-MATLAB/Controllers/BalanceLQR. The C++ implementation of the balance LQR can be found at: Kugle-Embedded/KugleFirmware/Libraries/Modules/Controllers/LQR.

P.1 Error dynamics

When designing a linear controller a linearization point has to be chosen. One way to design a reference tracking LQR controller for a non-linear system, is to derive and linearize the error dynamics. The balance controller should take in a quaternion reference, \( B \tilde{q}_{\text{ref}} \), and an angular velocity reference defined in body frame, \( \hat{n}\omega_{\text{ref}} \). In Section 8.1 the quaternion error was defined as

\[
B q_e = B q_{\text{ref}} \circ B q_e
\]  

while the angular velocity error is just the Euclidean error:

\[
B \omega_e = B \omega_{\text{ref}} - B \omega_e
\]

Since the four-dimensional quaternion error contain redundant information due to the norm constraint, the vector part is extracted for the error dynamics. The vector part and the angular velocity error are stacked to form the 6-dimensional error state vector for the balance LQR.

\[
x_e = \begin{bmatrix} B q_e \\ B \omega_e \end{bmatrix}
\]

The benefit of using the vector part of the quaternion error is that the equilibrium point of the error state vector becomes the zero vector, which is also chosen as the linearization point.

\[
\dot{x}_e = 0_{6 \times 1}
\]

The error dynamics is defined as the derivative of the error state vector. Inserting the definitions from (8.25) and (9.7) yields:

\[
\dot{x}_e = \begin{bmatrix} \dot{B} q_e \\ \dot{B} \omega_e \end{bmatrix} = \begin{bmatrix} -\frac{1}{2} \nabla \hat{n} \omega_{\text{ref}} \circ B q_{\text{ref}}^{*} \circ B q + \nabla \hat{n} q_{\text{ref}}^{*} \circ B q \\ 2 \nabla \hat{n} q_{\text{ref}}^{*} \circ B \dot{q} - \hat{n} \omega_{\text{ref}} \end{bmatrix}
\]

Since the dynamics have to be defined by the error states, the quaternion and quaternion derivatives are substituted by

\[
\begin{align*}
\hat{n} q &= \frac{1}{2} B q_{\text{ref}} \circ B q_e \\
\hat{n} \dot{q} &= \frac{1}{2} \frac{1}{B q_{\text{ref}}} \circ B q_e \circ (\hat{n} \omega_e + \hat{n} \omega_{\text{ref}}) \\
\end{align*}
\]  
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Furthermore, the angular velocity reference is assumed to be slowly varying such that $\hat{\omega}_\text{ref} = 0_{3\times1}$. The error dynamics thus reduces to

$$\dot{x}_e = \begin{bmatrix} n_0 \bar{\hat{q}}_e \\ n_0 \hat{\omega}_e \end{bmatrix} = \begin{bmatrix} \frac{1}{2} \wedge n^0 q_e \circ n^0 \hat{\omega}_e + \frac{1}{2} \wedge n^0 q_e \circ \hat{\omega}_\text{ref} - \frac{1}{2} \wedge n^0 \hat{\omega}_\text{ref} \circ n^0 q_e \\ 2 \wedge n^0 q_e^* \circ K q^*_\text{ref} \circ K \bar{q}_e \end{bmatrix}$$ (P.7)

Note how the error dynamics depends on the quaternion dynamics, $\bar{q}_e$, which includes the controllable torque that the controller should actuate.

**P.2 Linearization**

We now want to linearize this system with regards to the error state vector by making a first-order Taylor series expansion.

$$\dot{x}_e = f(x_e, \tau) \approx f(\bar{x}_e, \bar{\tau}) + \frac{\partial f(x_e, \tau)}{\partial x_e} \bigg|_{x_e = \bar{x}_e, \tau = \bar{\tau}} \delta x_e + \frac{\partial f(x_e, \tau)}{\partial \tau} \bigg|_{x_e = \bar{x}_e, \tau = \bar{\tau}} \delta \tau$$ (P.8)

where $\delta x_e = x_e - \bar{x}_e$, $\delta \tau = \tau - \bar{\tau}$. $A$ constitutes the linearized error dynamics matrix and $B$ constitutes the linearized input matrix for the error dynamics. Note that due to the choice of linearization point, $\delta x_e = \bar{x}_e$.

The steady state torque, $\bar{\tau}$, should be chosen such that

$$f(\bar{x}_e, \bar{\tau}) = 0_{6\times1} \quad \rightarrow \quad 2 \wedge K q^*_\text{ref} \circ K \bar{q}_e = 0_{3\times1}$$ (P.9)

The steady state torque is found by inserting the dynamics from (9.2) and substituting the quaternion and quaternion derivative with (P.6), using the error states at the equilibrium point.

$$0_{3\times1} = 2 \wedge \Phi \left( K \bar{q}_\text{ref}^T \left( f_q( K \bar{q}_\text{ref}, K \bar{q}_\text{ref}, 1 \bar{x}, 1 \bar{y}) + g_q( K \bar{q}_\text{ref}) \bar{\tau} \right) \right)$$

$$\bar{\tau} = - \left( \Phi \left( K \bar{q}_\text{ref}^T g_q( K \bar{q}_\text{ref}) \right) \right)^{-1} \wedge \Phi \left( K \bar{q}_\text{ref}^T f_q( K \bar{q}_\text{ref}, K \bar{q}_\text{ref}, 1 \bar{x}, 1 \bar{y}) \right)$$ (P.10)

Note the similarities between this steady state torque and the equivalent control laws derived in Section 9.1.

Since the error dynamics in (P.7) includes the system dynamics where the states has been replaced with (P.6), a linearization point for the quaternion reference and angular velocity reference has to be chosen as well. We chose this to be the upright unit quaternion and standing still, thus no angular velocity.

$$\bar{q}_\text{ref} = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad \hat{\omega}_\text{ref} = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}$$ (P.11)
P.2. Linearization

The two linearized matrices are partitioned as follows:

\[
A_e = \frac{\partial f(x_e, \tau)}{\partial x_e} \bigg|_{x_e=x_e, \tau=\tau} = \begin{bmatrix} A_{q_e, q_e} & A_{q_e, \omega_e} \\ A_{\omega_e, q_e} & A_{\omega_e, \omega_e} \end{bmatrix} \quad (P.12)
\]

\[
B_e = \frac{\partial f(x_e, \tau)}{\partial \tau} \bigg|_{x_e=x_e, \tau=\tau} = \begin{bmatrix} B_{q_e, \tau} \\ B_{\omega_e, \tau} \end{bmatrix} \quad (P.13)
\]

with the sub-matrices derived below.

\[
A_{q_e, q_e} = \frac{\partial^{\ref{P.13}} q_e}{\partial^{\ref{P.13}} q_e} \bigg|_{x_e=x_e, \tau=\tau} = \frac{1}{2} \bigg( \Gamma \left( \begin{bmatrix} b \omega_e \end{bmatrix} \right) + \Gamma \left( \begin{bmatrix} \hat{b} \omega_{ref} \end{bmatrix} \right) - \Phi \left( \begin{bmatrix} b \omega_{ref} \end{bmatrix} \right) \bigg) \wedge \begin{bmatrix} x_e=x_e, \tau=\tau \end{bmatrix} = \begin{bmatrix} 0 & 3 & x \end{bmatrix} \quad (P.14)
\]

\[
A_{q_e, \omega_e} = \frac{\partial^{\ref{P.13}} q_e}{\partial^{\ref{P.13}} \omega_e} \bigg|_{x_e=x_e, \tau=\tau} = \frac{1}{2} \bigg( \Phi \left( \begin{bmatrix} b q_e \end{bmatrix} \right) \bigg) \wedge \begin{bmatrix} x_e=x_e, \tau=\tau \end{bmatrix} = \frac{1}{2} \bigg( I_4 \bigg) \wedge = \frac{1}{2} I_3 \quad (P.15)
\]

Where we have used the partial derivative trick

\[
\frac{\partial^{\ref{P.13}} q_e}{\partial^{\ref{P.13}} q_e} = \begin{bmatrix} 0 & 1 & 3 \end{bmatrix} = \wedge
\]

and similarly for \( \frac{\partial^{\ref{P.13}} q_e}{\partial^{\ref{P.13}} \omega_e} \).
Note that at the equilibrium point the quaternion dynamics is also zero due to the choice of steady state torque, $\dot{\mathbf{q}} = 0_{4 \times 1}$. Furthermore, the two right hand side partial derivatives are computed from (P.6).

\[
\frac{\partial K_{\mathbf{B}}}{\partial \dot{\mathbf{q}}} = \frac{\partial K_{\mathbf{B}}}{\partial \mathbf{q}} = 0_{4 \times 1}
\]

Furthermore, the two right hand side partial derivatives are computed from (P.6).

\[
\frac{\partial K_{\mathbf{B}}}{\partial \dot{\omega}} = \frac{\partial K_{\mathbf{B}}}{\partial \mathbf{q}} \frac{\partial \omega}{\partial \mathbf{q}} = \frac{1}{2} \Phi \left( \frac{K_{\mathbf{B}}}{\mathbf{q}_{\text{ref}}} \right) \Phi \left( \mathbf{q}_{\text{e}} \right) \wedge
\]

When evaluated at the linearization/equilibrium point the two sub matrices thus reduces to

\[
A_{\omega_e \mathbf{q}_e} = 2 \sqrt{\frac{\partial K_{\mathbf{B}}}{\partial \mathbf{q}}} \wedge = 2 \sqrt{A_{\mathbf{q}}} \wedge
\]

\[
A_{\omega_e \omega_e} = \sqrt{\frac{\partial K_{\mathbf{B}}}{\partial \omega}} \wedge = \sqrt{A_{\omega}} \wedge
\]

where $A_{\mathbf{q}}$ and $A_{\omega}$ come from the linearized model in Appendix J.

Similarly the sub-matrices for the input matrix is derived.

\[
B_{\mathbf{q}_e \tau} = \frac{\partial \mathbf{q}_e}{\partial \tau} \bigg|_{\mathbf{q}_e = \mathbf{q}_e, \tau = \tau} \begin{bmatrix} 0 \times 3 \\ 0 \times 3 \end{bmatrix}
\]

\[
B_{\omega_e \tau} = \frac{\partial \omega_e}{\partial \tau} \bigg|_{\mathbf{q}_e = \mathbf{q}_e, \tau = \tau} \begin{bmatrix} 2 \sqrt{\Phi \left( \mathbf{q} \right)^T \Phi \left( \mathbf{q}_{\text{ref}} \right) \wedge} \\ 2 \sqrt{A_{\omega}} \wedge \end{bmatrix}
\]

where $B_{\mathbf{q} \tau}$ come from the linearized model in Appendix J.

The evaluated sub-matrices are reassembled into the linearized error dynamics matrices.

\[
A_e = \begin{bmatrix} 0_{3 \times 3} & \frac{1}{2} I_3 \\ 2 \sqrt{A_{\mathbf{q}}} \wedge & \sqrt{A_{\omega}} \wedge \end{bmatrix}
\]

\[
B_e = \begin{bmatrix} 0_{3 \times 3} \\ 2 \sqrt{B_{\mathbf{q} \tau}} \wedge \end{bmatrix}
\]

### P.3 Controller gains

With the linearized error dynamics the LQR controller gains can be derived. It is chosen to use an infinite horizon LQR so that a static set of controller gains can be computed.

The gains for an LQR controller are found optimally based on the minimization of a quadratic cost function with the states and control output.

\[
J(\tau) = \int_{t=0}^{\infty} x_e^T Q x_e + \tau^T R \tau
\]

minimize $J(\tau)$

subject to $\dot{x}_e = A_e x_e + B_e \tau$

\[
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\]
In discrete time the cost function and minimization problem is

\[ J(U) = \sum_{k=0}^{\infty} x_e[k]^T Q x_e[k] + \tau[k]^T R \tau[k] \]  
(P.28)

\[ \text{minimize} \quad J(U) \]  
subject to \[ x_e[k+1] = A_{e,d} x_e[k] + B_{e,d} \tau[k] \]  
(P.29)

where \( U = \{\tau[0] \ldots \tau[\infty]\} \) is the set of control inputs from time \( k = 0 \ldots \infty \). For the infinite horizon problem the optimal solution ends up on a form where the optimal control output, \( \hat{\tau} \), can be determined from the current state:

\[ \hat{\tau} = K x_e \]  
(P.30)

The optimal gains are found as the solution to the algebraic Riccati equation. Due to the fast sample rate it is chosen not to discretize the continuous dynamics and instead solve the continuous time optimization problem. The solution is given by the continuous time algebraic Riccati equation [122].

\[ A^T X + X A - X B R^{-1} B^T X + Q = 0 \]  
(P.31)

where \( X \) is the unknown matrix with which the optimal control gain can be computed.

\[ K = R^{-1} B^T X \]  
(P.32)

The following weighting matrices are chosen to put most weight on the quaternion error related to roll and pitch, and make it less aggressive for yaw motion.

\[ Q = \text{diag}(1000, 1000, 1, 0.1, 0.1, 0.01) \]  
(P.33)

\[ R = 0.05 \cdot I_3 \]

This leads to the following gain matrix, computed with MATLAB using the \texttt{lqr} function, see \texttt{Kugle-MATLAB/Controllers/BalanceLQR/GainComputation.m}.

\[ K = \begin{bmatrix} 129.6 & 0 & -2.582 & 7.936 & 0 & -0.359 \\ -64.80 & 112.2 & -2.582 & -3.968 & 6.881 & -0.359 \\ -64.80 & -112.2 & -2.582 & -3.968 & -6.881 & -0.359 \end{bmatrix} \]  
(P.34)

The balance LQR is implemented in C++ in the embedded firmware within \texttt{Kugle-Etmented/KugleFirmware/Libraries/Modules/Controllers/LQR/LQR.cpp}. 
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One of the main issues when testing the balance controller, e.g., both the sliding mode controller, Chapter 9, and the balance LQR, Appendix P, is that the translational dynamics are left un-controlled. If the center of mass is just slightly misaligned compared to the calibrated upright reference quaternion, the ballbot will start to accelerate in a given direction while keeping the balance. To compensate for this and also to test the two balance controllers with other references than just the pre-programmed test references, a velocity LQR controller is developed.

The MATLAB code for computing the gains and testing the velocity LQR can be found at: Kugle-MATLAB/Controllers/VelocityLQR. The C++ implementation of the velocity LQR can be found at: Kugle-Embedded/KugleFirmware/Libraries/Modules/Controllers/VelocityLQR.

Q.1 Objective

The objective of the velocity LQR is to stabilize the translational dynamics of the ballbot by adjusting the quaternion reference and angular velocity reference to the balance controller. The controller should take in a desired velocity reference in the inertial frame, \( \dot{I}_x^{\text{ref}} \) and \( \dot{I}_y^{\text{ref}} \), as shown in Figure 7.2. Since a misaligned center of mass leads to an acceleration bias, the velocity controller should include an integral term to compensate for this. This integral term will also enable station keeping when the velocity reference is set to zero and thus keep the ballbot from drifting away. Thereby the velocity controller becomes a position controller at zero velocity reference.

Q.2 Error dynamics

The velocity LQR should track a given velocity reference.

\[
\begin{align*}
\dot{i}_xe &= \dot{i}_x - \dot{i}_x^{\text{ref}} \\
\dot{i}_ye &= \dot{i}_y - \dot{i}_y^{\text{ref}}
\end{align*}
\]  

An integral term on the velocity error is included, but should only be active when the velocity reference is zero since it is just supposed to compensate for miscalibrations of the center of mass and avoid causing oscillatory behaviour.

\[
\begin{align*}
\dot{i}_xe &= \int \dot{i}_xe \triangleq \dot{i}_x - \dot{i}_x^{\text{ref}} \\
\dot{i}_ye &= \int \dot{i}_ye \triangleq \dot{i}_y - \dot{i}_y^{\text{ref}}
\end{align*}
\]  

where the position references, \( i_x^{\text{ref}} \) and \( i_y^{\text{ref}} \), should not be used for position control but are rather floating references that moves with the ballbot when the velocity reference is non-zero.

One way of designing the velocity LQR would be to define the error state vector as

\[
x_e = \begin{bmatrix} i_x \\ i_y \\ i_x^{\text{ref}} \\ i_y^{\text{ref}} \end{bmatrix}
\]  
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whose derivative is defined as

\[ \dot{x}_e = \begin{bmatrix} \dot{t}_x e \\ \dot{t}_y e \\ \dot{t}_x - \dot{t}_x \text{ref} \\ \dot{t}_y - \dot{t}_y \text{ref} \end{bmatrix} = \begin{bmatrix} \dot{t}_x e \\ \dot{t}_y e \\ \dot{t}_x \\ \dot{t}_y \end{bmatrix} \]  

(Q.4)

Note how the derivative of the velocity reference is neglected since the reference is assumed to be slowly varying. The translational dynamics, \( \ddot{t}_x \) and \( \ddot{t}_y \), would then be replaced by the derived dynamics from Section 5.7 where the torque, \( \tau \), is replaced by the steady state torque from either Section 9.1 or Appendix P, and the quaternion and quaternion derivative are replaced by the quaternion and quaternion derivative reference, the latter computed from the angular velocity reference.

\[ \begin{bmatrix} \dot{t}_x \\ \dot{t}_y \end{bmatrix} = f_{xy}(K_B q, K_B \dot{q}, \dot{t}_x, \dot{t}_y) + g_{xy}(K_B q, K_B \dot{q}, \dot{t}_x, \dot{t}_y) \tau \bigg|_{K_B \dot{q} = K_B \dot{q} \text{ref}, K_B q = K_B q \text{ref}, \tau = \tilde{\tau}} \]  

(Q.5)

This design approach would, however, completely neglect the dynamics of the balance controller and the bandwidth of the velocity controller would thus have to be much lower to allow a cascaded control design.

Q.2.1 Error dynamics including balance controller

A better way is to take the dynamics into account by constructing an augmented error dynamics system with the inclusion of the closed balance controller loop. The augmented state vector for the velocity controller is chosen as

\[ x_{ve} = \begin{bmatrix} x_e \\ \hat{q} \end{bmatrix} \]  

(Q.6)

The reason for adding the quaternion reference to the augmented state space is due to the kinematic relationship between the quaternion reference \( \hat{q} \text{ref} \) and the angular velocity reference, \( \hat{\omega} \text{ref} \), which should be controlled by the velocity LQR. The velocity LQR is thus designed to compute a desired angular velocity reference, \( \hat{\omega} \text{ref} \), which is then integrated at each time step to yield the quaternion reference, \( \hat{q} \text{ref} \). This kinematic behaviour is included in the dynamics by the inclusion of \( \hat{q} \text{ref} \).

Q.2.2 Error dynamics with ignored heading

The augmented state space is modified even further, since the velocity controller should not care about controlling the heading. Instead of dealing with a velocity error in the inertial frame and setting quaternion references and angular velocity references between inertial to body frame, the linear velocity controller can be made globally stable by changing to the heading frame.

As described in Appendix R the reference quaternion can be decomposed into a desired heading quaternion, \( \hat{q} \text{ref} \), and a desired heading frame inclination quaternion, \( \tilde{q} \text{ref} \).

\[ \frac{\hat{q}}{\tilde{q}} \text{ref} = \frac{\hat{q}}{\tilde{q}} \text{ref} \tilde{q} \text{ref} \]  

(Q.7)

If we let the velocity controller control the heading frame inclination quaternion, \( \tilde{q} \text{ref} \), it will become heading independent.
The inertial frame velocity would just have to be rotated accordingly into the heading frame.

\[
\begin{bmatrix}
\dot{u}_x \\
\dot{u}_y \\
\end{bmatrix} = \mathbb{H} \begin{bmatrix}
\dot{i}_x \\
\dot{i}_y \\
\end{bmatrix} \tag{Q.8}
\]

The final augmented state vector is then composed by:

\[
x_{ve} = 
\begin{bmatrix}
\dot{u}_x - \dot{u}_{x\text{ref}} \\
\dot{u}_y - \dot{u}_{y\text{ref}} \\
\dot{u}_{\tilde{q}_1} \\
\dot{u}_{\tilde{q}_2} \\
\dot{u}_{\tilde{q}_{1\text{ref}}} \\
\dot{u}_{\tilde{q}_{2\text{ref}}} \\
\end{bmatrix} \tag{Q.9}
\]

Note that just the x- and y-axis elements from the vector part of the two quaternions are included, since both heading inclination quaternions can be represented approximately by

\[
\mathbb{H}_q \approx \begin{bmatrix}
\cos\left(\frac{\theta_{\text{tilt}}}{2}\right) \\
\mathbb{H}_{\tilde{q}_{\text{tilt}}} \sin\left(\frac{\theta_{\text{tilt}}}{2}\right) \\
0 \\
\end{bmatrix} \tag{Q.10}
\]

The resulting error dynamics for the velocity controller ends up on the form

\[
\dot{x}_{ve} = f_{ve}(x_{ve}, \omega_{\text{ref}}) = 
\begin{bmatrix}
\dot{u}_x - \dot{u}_{x\text{ref}} \\
\dot{u}_y - \dot{u}_{y\text{ref}} \\
\dot{u}_{\tilde{q}_1} \\
\dot{u}_{\tilde{q}_2} \\
\dot{u}_{\tilde{q}_{1\text{ref}}} \\
\dot{u}_{\tilde{q}_{2\text{ref}}} \\
\end{bmatrix} = 
\begin{bmatrix}
x_{ve,4} \\
x_{ve,5} \\
x_{ve,6} \\
x_{ve,7} \\
\end{bmatrix} \tag{Q.11}
\]

where

\[
\omega_{\text{ref}} = 
\begin{bmatrix}
\dot{\tilde{u}}_{\text{ref},x} \\
\dot{\tilde{u}}_{\text{ref},y} \\
\end{bmatrix} \tag{Q.12}
\]

and the system dynamics, \(\dot{u}_x\), \(\dot{u}_y\), \(\dot{u}_{\tilde{q}_1}\) and \(\dot{u}_{\tilde{q}_2}\) are replaced by the dynamics from Section 5.7 but with \(\tau\) replaced by the equivalent control law from Chapter 9 or the steady state torque from Appendix P. When linearizing the heading dynamics, \(\dot{u}_{\tilde{q}_1}\) and \(\dot{u}_{\tilde{q}_2}\), are extracted by linearizing the general quaternion dynamics at an operating point of zero heading.
### Appendix Q. Velocity LQR

#### Q.3 Linearization

The error dynamics is linearized around the zero equilibrium, $\bar{x}_{ve} = 0_{10\times1}$ and $\bar{\omega}_{ref} = 0_{2\times1}$.

$$\dot{x}_{ve} \approx f_{ve}(\bar{x}_{ve}, \bar{\omega}_{ref}) + \left[ \frac{\partial f(x_{ve}, \omega_{ref})}{\partial x_{ve}} \right] \delta x_{ve} + \left[ \frac{\partial f(x_{ve}, \omega_{ref})}{\partial \omega_{ref}} \right] \delta \omega_{ref}$$

where $\delta x_{ve} = x_{ve} - \bar{x}_{ve}$, $\delta \omega_{ref} = \omega_{ref} - \bar{\omega}_{ref}$, $A_{ve}$ constitutes the linearized model matrix and $B_{ve}$ constitutes the linearized input matrix.

The equilibrium point is chosen as the point where the balance controller tracks the zero reference inclination angle, given zero angular velocity reference. For a nominal system with a calibrated center of mass such that it is above the origin, the translational dynamics will at that point be zero as well.

$$f_{ve}(\bar{x}_{ve}, \bar{\omega}_{ref}) = 0_{10\times1}$$

The linearized matrices can be partitioned as shown below:

$$A_{ve} = \begin{bmatrix} 0_{2\times2} & 0_{2\times2} & I_2 & 0_{2\times2} & 0_{2\times2} \\ 0_{2\times2} & 0_{2\times2} & 0_{2\times2} & I_2 & 0_{2\times2} \\ 0_{2\times2} & \bar{A}_{eq} & \bar{A}_{qv} & \bar{A}_{eq} & \bar{A}_{eq} \\ 0_{2\times2} & \bar{A}_{qq} & \bar{A}_{qv} & \bar{A}_{qq} & \bar{A}_{qq} \\ 0_{2\times2} & 0_{2\times2} & 0_{2\times2} & 0_{2\times2} & 0_{2\times2} \end{bmatrix} \quad B_{ve} = \begin{bmatrix} B_{v\omega} \\ B_{q\omega} \\ B_{\bar{v}\omega} \\ B_{\bar{q}\omega} \end{bmatrix}$$

The closed loop dynamics of the sliding mode balance controller is linearized numerically in MATLAB/Linearization/ClosedLoopLinearization_SlidingMode_WithOmegaRef.m by the perturbation method, similar to the method used in Appendix J.

The resulting linearization for the velocity controller using the sliding mode controller gains from Appendix O.1.3 is shown in (Q.19) and (Q.20), computed with Kugle-MATLAB/Controllers/VelocityLQR/GainComputation.m.

#### Q.3.1 Poles and zeros

With the closed loop dynamics being a part of the error dynamics, it is possible to identify the closed loop poles of the balance controller. Furthermore, the expected right-half plane zeros in the closed loop from angular velocity reference input to velocity and position output can be identified.

The poles, $\lambda$, are computed as the eigenvalues of the $A_{ve}$ matrix.

$$\lambda = \text{eig}(A) = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & -6.00 & -6.00 & -6.25 & -6.25 \end{bmatrix}^T$$

The zeros from $\bar{\omega}_{ref,x}$ input to $\bar{v}_y$ velocity output is:

$$z_{\bar{\omega}_{ref,x} \rightarrow \bar{v}_y} = \begin{bmatrix} 2.91 & -2.91 & -3.06 \end{bmatrix}^T$$

Conversely for $\bar{\omega}_{ref,y}$ input to $\bar{v}_x$ velocity output:

$$z_{\bar{\omega}_{ref,y} \rightarrow \bar{v}_x} = \begin{bmatrix} 2.91 & -2.91 & -3.06 \end{bmatrix}^T$$

Notice the right-half plane zeros as expected. These are exactly the zeros causing the non-minimum phase behaviour the ballbot is known to have.
Q.3. Linearization

\[
A_{ve} = \begin{bmatrix}
0 & 0 & 0 & 0 & 1.00 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1.00 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1.00 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1.00 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1.00 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1.00 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1.00 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
B_{ve} = \begin{bmatrix}
\hat{\omega}_{\text{ref},x} & \hat{\omega}_{\text{ref},y} & \hat{\omega}_{\text{ref},1} & \hat{\omega}_{\text{ref},2} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
10.53 & 0 & 0 & 0 \\
6.13 & 0 & 0 & 0 \\
0.50 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(Q.19)
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Q.4 Controller gains

The velocity controller is designed to run at the same sample rate as the balance controller by including the closed loop dynamics. The LQR gains are computed based on the continuous model, similar to how it was done in Appendix P.3, even though the controller is implemented in discrete time at a sample rate of 200 Hz.

The following weighting matrices are chosen to put a lot of weight on the position and velocity states and on the angular velocity reference output to make the controller less aggressive.

\[
Q = \begin{bmatrix}
H_{\dot{x}_e} & H_{\dot{y}_e} & H_{\dot{\theta}_r1} & H_{\dot{\theta}_r2} & H_{\dot{x}_e} & H_{\dot{y}_e} & H_{\dot{\theta}_r1} & H_{\dot{\theta}_r2} & \hat{\omega}_{\text{ref},1} & \hat{\omega}_{\text{ref},2}
\end{bmatrix}
\begin{bmatrix}
20 & 20 & 0.01 & 0.01 & 10 & 10 & 0.1 & 0.1 & 0.01 & 0.01
\end{bmatrix}
\]

\[
R = 20 \cdot I_2
\]

This leads to the following gain matrix, computed with MATLAB using the lqr function, see Kugle-MATLAB/Controllers/VelocityLQR/GainComputation.m.

\[
K = \begin{bmatrix}
H_{\dot{x}_e} & H_{\dot{y}_e} & H_{\dot{\theta}_r1} & H_{\dot{\theta}_r2} & H_{\dot{x}_e} & H_{\dot{y}_e} & H_{\dot{\theta}_r1} & H_{\dot{\theta}_r2} & \hat{\omega}_{\text{ref},x} & \hat{\omega}_{\text{ref},y}
\end{bmatrix}
\begin{bmatrix}
0.00 & -1.00 & 9.29 & 0.00 & 0.00 & -1.56 & 3.51 & 0.00 & 4.78 & 0.00
1.00 & 0.00 & 0.00 & 9.29 & 1.56 & 0.00 & 0.00 & 3.51 & 0.00 & 4.78
\end{bmatrix}
\]

Q.5 Implementation considerations

The velocity LQR is implemented and tested in MATLAB, see Kugle-MATLAB/Controllers/VelocityLQR, and Simulink, see Kugle-MATLAB/Simulation/KugleSim_VelocityLQR.slx.

Other than just the LQR controller and the rotation of velocities into the heading frame, a few other features have been implemented to make a smooth behaviour.

1. Integral is only enabled the first time the system is balancing after the controller is turned on, and it is only enabled until the velocity or velocity reference goes above a certain threshold.

2. Automatic update of position reference which stays constant when the velocity and velocity reference is below the threshold.
   - This allows the robot to be dragged around, such as to move the position reference from one place to another.


4. First order low-pass filter on the angular velocity reference to avoid sudden jumps.

5. Integration of the angular velocity reference into a quaternion reference.
   - Small-angle approximation allows the quaternion reference integration to be carried out directly as integration of roll and pitch angles.

6. Saturation of inclination angles.

The controller and the above features have been implemented in C++ as part of the embedded firmware for testing on the actual robot, see Kugle-Embedded/KugleFirmware/ Libraries/Modules/Controllers/VelocityLQR/VelocityLQR.cpp.
R  Heading Independent Control

When pushing the ballbot around the heading control, as part of the balance controller, is indeed effective but very aggressive. With the balance controller enabled the ballbot can be pushed around and the controller ensures that it stays balanced even while driving. The motion when pushed seems almost levitational. Unfortunately the behaviour seems very dependent on whether or not the heading is disturbed. If the heading is disturbed the counteracting control seem to brake the translational motion and thus affects the levitational behaviour.

To test whether the braking is caused by corrections in heading, a heading independent control mode is developed. In the heading independent mode the reference setpoint to the balance controller and the state estimates are augmented to remove any influence from yaw.

R.1  Quaternion reference augmentation

The reference is augmented by extracting the desired inclination in the inertial frame and then recomputing the reference quaternion given the current heading. Thereby the desired heading is removed from the reference quaternion and the resulting reference quaternion will have its heading set to the current.

 Initially lets define how a reference quaternion can be decomposed. A reference quaternion can either be decomposed into a desired heading quaternion and a desired heading frame inclination quaternion as shown in (R.1).

\[
\hat{\hat{\hat{\omega}}}q_{\text{ref}} = \hat{\hat{\omega}}q_{\text{ref}} \hat{\hat{\hat{\omega}}}q_{\text{ref}} \text{ (R.1)}
\]

The heading quaternion, $\hat{\hat{\omega}}q_{\text{ref}}$, has zero x- and y-axis vector parts since it follows the definition

\[
\hat{\hat{\omega}}q_{\text{ref}} = \begin{bmatrix}
\cos\left(\frac{\psi_{\text{ref}}}{2}\right) \\
0 \\
0 \\
\sin\left(\frac{\psi_{\text{ref}}}{2}\right)
\end{bmatrix} \text{ (R.2)}
\]

Another way is to decompose the reference quaternion into a desired inertial frame inclination quaternion and a desired body z-axis rotation quaternion as shown in (R.3).

\[
\hat{\hat{\omega}}q_{\text{ref}} = \hat{\hat{\omega}}q_{\text{ref}} \hat{\hat{\omega}}q_{\text{ref}} \text{ (R.3)}
\]

The tilt frame, $\{\mathcal{T}\}$, is introduced as an intermediate frame of the rotated body after applying the inclination angle in inertial frame but before rotating around the body z-axis. $\hat{\hat{\omega}}q_{\text{ref}}$ should thus have a zero z-axis vector part.

If we want to make the reference quaternion heading independent we will have to extract the desired inclination in inertial frame. The inclination is given by the direction in which the body z-axis vector is pointing.
A tilt vector, $\vec{p}_{\text{tilt}}$, is constructed from the xy-projection of the z-axis body vector in the inertial frame.

$$\begin{align*}
\vec{k}_\text{B} &= \sqrt{\vec{q}_{\text{ref}} \circ \hat{K} \circ \vec{q}_{\text{ref}}^*} \\
\vec{k}_{\text{B,0}} &= 2(q_0q_2 + q_1q_3) \\
\vec{k}_{\text{B,1}} &= 2(q_0q_1 - q_2q_3) \\
\vec{P}_{\text{tilt}} &= \begin{bmatrix}
\vec{k}_{\text{B,0}} \\
\vec{k}_{\text{B,1}}
\end{bmatrix}
\end{align*}$$

(R.4)

The length of this vector is equivalent to the sine of the inclination angle.

$$\theta_{\text{tilt}} = \sin^{-1}\left(\|\vec{P}_{\text{tilt}}\|\right)$$

(R.5)

The direction vector of the inclination, given by the normalization of $\vec{P}_{\text{tilt}}$, can be combined with the inclination angle to form the inclination quaternion, $\vec{q}_{\text{ref}}$.

$$\vec{q}_{\text{ref}} = \begin{bmatrix}
\cos\left(\frac{\theta_{\text{tilt}}}{2}\right) \\
\frac{\vec{k}_{\text{B,1}}}{\|\vec{P}_{\text{tilt}}\|} \sin\left(\frac{\theta_{\text{tilt}}}{2}\right) \\
\frac{\vec{k}_{\text{B,0}}}{\|\vec{P}_{\text{tilt}}\|} \sin\left(\frac{\theta_{\text{tilt}}}{2}\right) \\
0
\end{bmatrix}$$

(R.6)

The above steps are similarly carried out for the current quaternion to extract the current inclination quaternion, $\vec{q}$, so that the current body z-axis rotation quaternion, $\vec{q}_{\text{B}}$, can be extracted.

$$\vec{q} = \vec{q}_{\text{ref}}^* \odot \vec{q}$$

(R.7)

Finally, the augmented reference quaternion, $\vec{q}_{\text{ref}}$, is constructed by combining the desired inclination quaternion and the current body z-axis rotation quaternion.

$$\vec{q}_{\text{ref}} = \vec{q}_{\text{ref}} \circ \vec{q}$$

(R.8)

The heading reference augmentation is implemented and tested in MATLAB, Kugle-MATLAB/Misc/HeadingIndependentReference.m, and has later been implemented in C++ for testing on the actual ballbot, Kugle-Embedded/KugleFirmware/Libraries/Misc/Quaternion/Quaternion.cpp#L464-L538.

### R.1.1 Small angle approximation

However, for small inclination angles the heading quaternion and body z-axis rotation quaternion will be almost equal.

$$\vec{q}_{\text{ref}} \approx \vec{q}_{\text{ref}} \bigg|_{\phi, \theta, \psi \ll 10^\circ}$$

(R.9)

The above augmentation could therefore be done simpler, by assuming these two rotations to be equal. In that case the z-axis rotation quaternions are replaced by the heading quaternions, formed from the heading angle, $\psi$ and $\psi_{\text{ref}}$, extracted according to (H.76).

$$\begin{align*}
\vec{q}_{\text{ref}} &= \begin{bmatrix}
\cos\left(\frac{\psi_{\text{ref}}}{2}\right) \\
0 \\
0 \\
\sin\left(\frac{\psi_{\text{ref}}}{2}\right)
\end{bmatrix} \\
\vec{q} &= \begin{bmatrix}
\cos\left(\frac{\psi}{2}\right) \\
0 \\
0 \\
\sin\left(\frac{\psi}{2}\right)
\end{bmatrix}
\end{align*}$$

(R.10)
R.2 Quaternion derivative state augmentation

The inclination quaternion is then computed similarly and the augmented quaternion is constructed in the same way.

R.2 Quaternion derivative state augmentation

With just the augmentation of the quaternion reference the balance controller will still try to counteract yaw motion, due to the tracking of the angular velocity reference and thus the yaw angular velocity component. To make the heading mode completely independent of heading disturbances, the quaternion derivative has to be augmented by removing the yaw angular velocity component. It is decided that it makes sense to remove the inertial frame yaw angular velocity, thus the z-component of (H.52).

\[
\begin{align*}
K_B \tilde{q} &= \left( \wedge \begin{bmatrix} I_2 & 0_{2\times1} \\ 0_{1\times2} & 0 \end{bmatrix} \right) \vee \left( K_B \tilde{q} \circ K_B^* \right) \circ K_B \tilde{q} \\
&= \Gamma(K_B \tilde{q}) \left[ \begin{array}{ccc} 0 & 0_{1\times2} & 0 \\ 0_{2\times1} & I_2 & 0_{2\times1} \\ 0 & 0_{1\times2} & 0 \end{array} \right] \Gamma(K_B^{T} \tilde{q})^{T} K_B \tilde{q}
\end{align*}
\]

(R.11)

The above augmentations enables the user to freely move and spin the ballbot around without the balance controller trying to counteract the yaw motion. The quaternion derivative state augmentation is implemented in C++ at /Kugle-Embedded/KugleFirmware/Libraries/Misc/Quaternion/Quaternion.cpp#L540-L571.
Model Predictive Controller

Due to time constraints the development of the shape-accelerated model predictive controller, feeding quaternion references, $\hat{b}_B q_{\text{ref}}$, and angular velocity references, $\hat{b}_B \omega_{\text{ref}}$, to the balance controller, has not been described within the thesis. A path-following MPC capable of controlling and stabilizing the translational dynamics of the ballbot has been developed in MATLAB and tested and verified with Simulink using the complete closed-loop dynamics, thus the non-linear model and sliding mode balance controller. Model predictive control is generally speaking an iterative control strategy where the control law is computed at each step from the result of solving an optimization problem, usually based on a receding horizon cost function [123] [124].

The MPC in this thesis is developed on a simplified linear steady-state shape-acceleration model of the ballbot but includes non-linear constraints, e.g., for obstacle avoidance, resulting in a non-linear optimization problem. The optimization problem is described and condensed with ACADO [125] [126] [127] which solves the NLP through a series of QP problems, so-called sequential quadratic programming (SQP), using the quadratic programming solver, qpOASES [128] [128], for each individual QP problem. The ACADO toolkit is written in C and C++ but includes wrappers and documentation for MATLAB [129] and Simulink [130]. The ACADO toolkit has the benefit of being able to generate efficient C++ code to develop receding horizon model predictive controllers [131] [132]. To get started with ACADO the following tutorials and slides offers a good introduction [133] [134] [135] [136]. Other mentionable slides that gives an introduction to optimal control and how ACADO can be used to solve optimal control problems include [137] [137] [138] [139]. Finally, the complete reference book for ROS from 2017 published by Springer [140] includes some examples on how to use the ACADO toolkit to export C++ code for the MPC.

S.1 Objective

The objective of the shape-accelerated model predictive controller is to follow a reference trajectory given from a high-level path planner by setting the quaternion reference, $\hat{b}_B q_{\text{ref}}$, and angular velocity reference, $\hat{b}_B \omega_{\text{ref}}$, to the balance controller. The MPC should thus be capable of controlling and stabilizing the underactuated translational dynamics of the ballbot. The reference trajectory is assumed to be given by a sequence of geometric reference points which the system should navigate through.

S.2 Trajectory tracking vs Path-following

When developing a controller to track a given reference trajectory, one would usually develop a trajectory tracking controller given a time-series of reference points to converges to [141].

$$\lim_{t \to \infty} \| x(t) - x_{\text{ref}}(t) \| = 0$$  \hspace{1cm} (S.1)

The objective of a trajectory tracking MPC with a horizon of $N$ steps is thus to minimize the Euclidean distance between the current robot state at step $k$, $(x_k(u), y_k(u))$ and the corresponding reference at step $k$, $(x_{\text{ref},k}, y_{\text{ref},k})$, by adjusting the controls, $u$, over the horizon. Note that the control vector, $u$, is a single vector that contains the control inputs over the full horizon.

$$J = \sum_{k=0}^{N-1} \left( x_k(u) - x_{\text{ref},k} \right)^2 + \left( y_k(u) - y_{\text{ref},k} \right)^2$$  \hspace{1cm} (S.2)
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For an underactuated system the reference given to a trajectory tracking controller might easily end up running ahead of the system if the system dynamics is not considered when generating the references. An example is illustrated in Figure S.1 where the robot starts from a stand-still and has to accelerate before proper tracking is achieved. A trajectory tracking controller would be punished unnecessarily and incorrectly since the system dynamics would not allow the reference to be tracked before the system has accelerated. In worst case this would lead to an infeasible optimization problem without any solution, thereby leading to a lack of convergence of the MPC.

One way to solve this problem is to describe the reference trajectory as a geometric path without any preassigned timing law and then add an extra degree of freedom to the optimization problem in terms of a path parameter, \( s(t) \), see (S.3) [142]. By using a distance-parametrized reference path, \( p_{\text{ref}}(s) \), the path parameter, \( s \), adds a degree of freedom to the timing law by linking the longitudinal velocity of the robot to the derivative of the path parameter. Depending on the dynamics the path parameter can be adjusted by the MPC accordingly such that the references used for computing the cost involves the lateral deviation from the path, see Figure S.1, which should be minimized to achieve tracking. Furthermore, strict forward motion can be ensured by enforcing \( \dot{s} > 0 \).

\[
\lim_{t \to \infty} \left\| x(t) - p_{\text{ref}}(s(t)) \right\| = 0 \quad \text{(S.3)}
\]

The objective of a path-following MPC with a horizon of \( N \) steps is thus a matter of minimizing the Euclidean distance to \( N \)-points along the geometric reference path, \( \left( x_{\text{ref}}(s_k(u)), y_{\text{ref}}(s_k(u)) \right) \), whose position along the path, \( s_k(u) \), can be varied with the extra degree of freedom added to the controls.

\[
J = \sum_{k=0}^{N-1} \left( x_k(u) - x_{\text{ref}}(s_k(u)) \right)^2 + \left( y_k(u) - y_{\text{ref}}(s_k(u)) \right)^2 \quad \text{(S.4)}
\]
S.3 Path parametrization

The MPC in this thesis is developed as a path-following controller rather than a trajectory-following controller. The extra degree of freedom through the space-time relationship with the path parameter, enables the MPC to choose when it is most optimal to accelerate and decelerate based on the cost function which punishes deviations from the path but also deviations from a desired velocity profile [143].

Examples of other path-following MPC problems are given in [144] [145] [146].

S.3 Path parametrization

It is assumed that the desired reference trajectory is given by an arbitrary sequence of geometric reference points in the inertial frame, since it is assumed that most global path planners returns some sort of connected graph with nodes of the references points to go to.

To simplify computation and complexity the MPC should not work on the global reference path but instead on a local path in the heading frame, extracted at each iteration.

It is decided to extract a local path as an approximate arc curve length parametrized 9th-order polynomial, ensuring continuous differentiability. Other common parametrizations include Bezier curves and splines [147] [148] which are basically several piecewise polynomials, and the most common parametrization for especially holonomic vehicles is the Dubins path [149].

The first step in every iteration of the MPC is therefore to compute this local distance-parametrized polynomial from the reference points. Initially a sequence of \( m \)-number of points are extracted from the current set of reference points with the first point being the nearest point to the robot and the following points are extracted until the accumulated Euclidean distance corresponds to 1.5 of the previous predicted horizon distance, \( s_{\text{end}} \).

Unfortunately closed-form expressions for the arc curve length [150] of a polynomial do not exist, making the path-parametrization difficult. The Euclidean distance between the reference points are computed to serve as a starting point for the arc curve length. Thereafter the reference path is parametrized with this Euclidean distance followed by a refinement using a closed-form approximation of the arc curve length [151] [152] [153].

The computation of the reference path polynomial is carried out through 4 steps as illustrated in Figure S.2.

The first step involves fitting two polynomials to the relationship between the accumulated Euclidean distance, \( d_0, \ldots, d_m \), used as an initial approximation of the path distance, and the x- and y-position of the extracted \( m \)-number of points.

The resulting polynomials, \( x_{\text{ref}}(d) \) and \( y_{\text{ref}}(d) \), are used in the second step to compute the actual arc curve length [152] at the accumulated Euclidean distance points, \( d_0, \ldots, d_m \), such that an inverse arc curve length polynomial, \( d(s) \), can be fitted.

This polynomial is used in the third step to compute the corresponding distance values for \( n \)-number of evenly spaced arc curve length values, \( s_0, \ldots, s_n \), such that the corresponding x- and y-reference positions can be looked up, giving the pairs

\[
\begin{align*}
x_{\text{pairs}} &= \left\{(s_0; x_{\text{ref}}(d(s_0))), \ldots, (s_n; x_{\text{ref}}(d(s_n)))\right\} \\
y_{\text{pairs}} &= \left\{(s_0; y_{\text{ref}}(d(s_0))), \ldots, (s_n; y_{\text{ref}}(d(s_n)))\right\}
\end{align*}
\]  

(S.5)

The reference pairs from (S.5) are used in the final step to fit two refined arc curve length approximated reference polynomials, \( x_{\text{ref}}(s) \) and \( y_{\text{ref}}(s) \).
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After parametrization the reference path is given as:

\[
\begin{align*}
H_{x \text{ref}}(s) &= \sum_{i=0}^{9} c_{x,i} s^i \\
H_{y \text{ref}}(s) &= \sum_{i=0}^{9} c_{y,i} s^i
\end{align*}
\]  

(S.6)

where \( c_{x,i} \) and \( c_{y,i} \) for \( i = 0, \ldots, 9 \) are the computed polynomial coefficients for the reference path.

An easy-to-use C++ library for polynomial fitting and arc curve length parametrization has been developed in `Kugle-Misc/libs/mpc/Path.cpp`.

S.4 Optimization problem

A 10-dimensional state space is used to describe the system within the MPC.

\[
\chi = \begin{bmatrix}
\hat{\eta}_1 & \hat{\eta}_2 & \hat{n}_x & \hat{n}_y & \hat{n}\dot{x} & \hat{n}\dot{y} & s & \dot{s} & \hat{\eta}_{\omega_{\text{ref},x}} & \hat{\eta}_{\omega_{\text{ref},y}}
\end{bmatrix}^T
\]  

(S.7)

where \( s \) is the path parametrization variable and \( \dot{s} \) is the velocity along the path.

Note how the position and velocity states are defined in the heading frame since the MPC is designed in a local heading frame to improve feasibility and to become heading independent similar to the velocity LQR described in Appendix Q. Thereby this leaves the heading angle and heading angular velocity as a degree of freedom.
The control variables of the MPC control problem are defined below.

\[
\mathbf{u} = \begin{bmatrix} \hat{\omega}_{\text{ref},x} & \hat{\omega}_{\text{ref},y} & \bar{s} & \gamma_v & \gamma_q & \gamma_o \end{bmatrix}^T
\]  

(S.8)

where \( \gamma_v, \gamma_q \) and \( \gamma_o \) are slack variables used in the constraints to help with feasibility. \( \gamma_v \) is related to the velocity constraint, \( \gamma_q \) is related to the quaternion constraint and \( \gamma_o \) is related to the obstacle constraint. Slack variables are added to the constraints to allow certain constraints to be slightly violated to keep the problem feasible even though the system might be started outside a feasible region, where constraints are voided, or goes out in an infeasible region during the horizon. This helps to ensure feasibility and convergence. Note that violation of the constraints through the slack variables are punished with a very high cost.

The angular velocity reference output is included in the state vector rather than being a part of the control variables, such that the derivative of the angular velocity reference can be included in the control variables instead. By lifting the control variables in this way, constraints and cost can be applied on the derivative of the angular velocity reference, equivalent to angular acceleration which is related to torque. Constraints on \( \hat{\omega}_{\text{ref},x} \) and \( \hat{\omega}_{\text{ref},y} \) are thus related to the torque saturations of the balance controller.

Instead of using the full non-linear closed-loop model with the sliding mode controller, a simplified model, based on the linearization from Appendix Q.3, is used within the MPC. This model describes the relationship between inclination angles and resulting translational acceleration and is equivalent to the steady-state behaviour of the ballbot dynamics given a certain inclination. The optimization problem is thus subject to the following dynamics

\[
\begin{align*}
\frac{d}{dt}q_1 &= \frac{1}{2} \hat{\omega}_{\text{ref},x} \\
\frac{d}{dt}q_2 &= \frac{1}{2} \hat{\omega}_{\text{ref},y} \\
\frac{d}{dt}u_x &= \hat{u}_x \\
\frac{d}{dt}u_y &= \hat{u}_y \\
\frac{d}{dt}u_x &= c_q \hat{u}_y q_2 \\
\frac{d}{dt}u_y &= -c_q \hat{u}_y q_1
\end{align*}
\]  

(S.9)

The coefficient, \( c_q \), is the steady state acceleration coefficient extracted from the linearized matrix in (Q.19) using the values from \( \mathbf{A}_{eq} \) and \( \mathbf{A}_{eq}, \) as shown in (S.10).

\[
\begin{pmatrix} \dot{u}_x \\ \dot{u}_y \end{pmatrix} = \left( \mathbf{A}_{eq} + \mathbf{A}_{eq,r} \right) \begin{pmatrix} \hat{u}_y q_1 \\ \hat{u}_y q_2 \end{pmatrix}
\]

\[
= \begin{bmatrix} 0 & c_{qx} \\ -c_{qy} & 0 \end{bmatrix} \begin{pmatrix} \hat{u}_y q_1 \\ \hat{u}_y q_2 \end{pmatrix}
\]

\[
= c_q \begin{pmatrix} \hat{u}_y q_2 \\ -\hat{u}_y q_1 \end{pmatrix}
\]

(S.10)

Note that \( c_q = 14.53 \) when based on the linearization from Appendix Q.3.
The optimization problem is formulated with a least squares cost function on error terms, states and control inputs during the horizon and a final horizon cost based on only error terms and states. The cost is computed as

\[
J = \sum_{k=0}^{N-1} \left( \| h \|_W^* + \| h_N \|_{W_N} \right) = \sum_{k=0}^{N-1} \left( h^T W h + h_N^T W_N h_N \right)
\]  

(S.11)

where the two cost vectors, \( h \) and \( h_N \), are defined below.

\[
h = \begin{bmatrix}
    e_{\text{lon}} & e_{\text{lat}} & e_{\text{vel}} & e_{\text{end}} & e_{\text{obs}} & \eta_1 & \eta_2 & \tilde{\omega}_{\text{ref},x} & \tilde{\omega}_{\text{ref},y} & \gamma_v & \gamma_q & \gamma_o
\end{bmatrix}^T
\]

\[
h_N = \begin{bmatrix}
    e_{\text{lon}} & e_{\text{lat}} & e_{\text{vel}} & e_{\text{end}} & e_{\text{obs}} & \eta_1 & \eta_2 & \tilde{\omega}_{\text{ref},x} & \tilde{\omega}_{\text{ref},y}
\end{bmatrix}^T
\]  

(S.12)

The cost is based on three different parts; error cost, state cost and control cost, separated with the vertical lines. Note that the control cost is not included in the final horizon cost, \( h_N \), since controls are only computed for each step within the horizon, \( k = 0, \ldots, N - 1 \).

### S.4.1 Longitudinal and Lateral error

A global tracking controller would normally be defined from the position tracking error

\[
e_x = \eta_x - \eta_{x_{\text{ref}}}(s)
\]

\[
e_y = \eta_y - \eta_{y_{\text{ref}}}(s)
\]  

(S.13)

However, since the MPC in this case should follow a geometric path and a desired velocity reference, the path-following error is defined by a longitudinal and lateral error as illustrated in Figure S.3.

**Figure S.3:** Definition of longitudinal and lateral error to the geometric reference path
The lateral error is defined as the perpendicular deviation from a given point on the reference path to a projection of the current position of the robot. This can be computed as the dot product between the tracking error and a lateral direction vector positive towards the right when driving forward.

\[
e_{\text{lat}} = \begin{bmatrix} \sin(\psi_{\text{ref}}) \\ \cos(\psi_{\text{ref}}) \end{bmatrix}^T \begin{bmatrix} e_x \\ e_y \end{bmatrix}
\]

The lateral direction vector is based on the direction angle of the path at the given point, \( \psi_{\text{ref}} \). Since the reference path is distance parametrized and it is a polynomial with continuous derivatives, this direction angle angle can be computed as

\[
\psi_{\text{ref}} = \text{atan2} \left( \frac{n_y_{\text{ref}}(s)}{n_x_{\text{ref}}(s)}, \frac{n_x_{\text{ref}}(s)}{n_y_{\text{ref}}(s)} \right)
\]

Constructing the lateral direction vector requires the cosine and sine of this direction angle and the \text{atan2} relationship can thus be replaced by

\[
\cos(\psi_{\text{ref}}) = \frac{n_x_{\text{ref}}(s)}{\sqrt{n_x_{\text{ref}}(s)^2 + n_y_{\text{ref}}(s)^2}}
\]

\[
\sin(\psi_{\text{ref}}) = \frac{n_y_{\text{ref}}(s)}{\sqrt{n_x_{\text{ref}}(s)^2 + n_y_{\text{ref}}(s)^2}}
\]

Conversely the longitudinal error is defined as the deviation in the same direction as the reference path and is thus related to how much the reference is either lagging behind or is in front of the system. This can therefore be computed as the dot product between the tracking error and a longitudinal direction vector positive forward.

\[
e_{\text{lon}} = \begin{bmatrix} \cos(\psi_{\text{ref}}) \\ \sin(\psi_{\text{ref}}) \end{bmatrix}^T \begin{bmatrix} e_x \\ e_y \end{bmatrix}
\]

**Figure S.4:** Longitudinal reference alignment ensures that the lateral error corresponds to the actual lateral deviation from the reference path
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Reference trajectory points should align with predicted horizon states and the longitudinal error should therefore be close to zero. Since the path parameter, $s$, can be almost arbitrarily adjusted over the horizon with the second derivative, $\ddot{s}$, the longitudinal alignment is enforced by applying a large weight on $e_{\text{lon}}$, e.g. $W_{\text{lon}} \gg 100W_{\text{lat}}$, as illustrated in Figure S.4.

This will ensure that the reference points, marked with the green dots, used for computation of the lateral error, is computed correctly according to the predicted locations of the robot.

S.4.2 Velocity error

A velocity error term is included in the cost to ensure velocity tracking of a desired longitudinal velocity while simultaneously ensuring progress indirectly. From the inertial frame velocity, the longitudinal velocity component is computed by taking the dot product with the longitudinal direction vector as used previously.

$$ v_{\text{lon}} = \begin{bmatrix} \cos(\psi_{\text{ref}}) \\ \sin(\psi_{\text{ref}}) \end{bmatrix}^T \begin{bmatrix} n_x \\ n_y \end{bmatrix} \tag{S.18} $$

Then the velocity error is defined as the difference to the desired velocity, $v_{\text{ref}}$.

$$ e_{\text{vel}} = v_{\text{lon}} - v_{\text{ref}} \tag{S.19} $$

S.4.3 Away-from-end error

An away from end error is added to ensure progress as well, even though it will easily affect the velocity tracking if the weight is within the same magnitude as the weight on the velocity error.

$$ e_{\text{end}} = s - s_{\text{max}} \tag{S.20} $$

The error pushes the system towards the end of the fitted trajectory by rewarding the driven distance related to the path parameter, $s$.

S.4.4 Obstacle avoidance

Obstacles are handled by incorporating them as constraints on the position in terms of a circular keep-out area. The obstacles are assumed to be circular and defined with a given center, $(n_{x_{o,i}}, n_{y_{o,i}})$ and radius, $r_i$, as illustrated in Figure S.5.

This enables a proximity metric, $p_{o,i}$, to be computed, indicating the current distance to an obstacle.

$$ p_{o,i} = \sqrt{(n_x - n_{x_{o,i}})^2 + (n_y - n_{y_{o,i}})^2} - r_i \tag{S.21} $$

Currently the MPC handles up to five nearby obstacles. The obstacle constraints are defined as:

$$ p_{o,i} \geq -\gamma_o \quad \text{for } i = 0, \ldots, 4 $$

$$ \gamma_o \geq 0 \tag{S.22} $$

An obstacle avoidance error term is also added to push the robot away from the obstacle, as the MPC would otherwise make the robot drive on the constraint boundary making the system very vulnerable to disturbances and noise.

$$ e_{\text{obs}} = \sum_{i=0}^{4} e^{k_p(-p_{o,i}+c_p)} \tag{S.23} $$

where $k_p$ and $c_p$ are the gain and offset that defines the exponential barrier function used to push the robot away.
The pre-processing algorithm takes care of extracting nearby obstacles and compressing them into a description of five circular obstacles that can be provided to the MPC. A real-time simulation of the MPC doing obstacle avoidance is made in `Kugle-Misc/src/MPC_Test`.

**Figure S.5:** Predicted horizon when doing obstacle avoidance around an obstacle defined by its origin and radius.

**Figure S.6:** 2D simulation of shape-accelerated path-following MPC performing obstacle avoidance.
The simulation includes a top-down view as shown in Figure S.6 with the ballbot drawn as a circle with a blue line pointing in the velocity direction and a green arrow indicating the inclination direction, and thus also the direction of acceleration.

The red dots marks the discrete points of the reference trajectory. At each iteration the MPC extracts a window of the nearest reference trajectory points, shown as the green points in the bottom left view. These points are then parametrized into a path polynomial, visualized as the green path in the bottom center view. Finally, the MPC predicts a horizon of 20 steps as shown in the bottom right view.

### S.4.5 Constraints

Finally, the constraints are defined as

\[
\begin{align*}
-q_{\text{max}} & \leq h_{\dot{q}_1} \leq q_{\text{max}} \\
-q_{\text{max}} & \leq h_{\dot{q}_2} \leq q_{\text{max}} \\
-\omega_{\text{max}} & \leq h_{\dot{\omega}_{\text{ref},x}} \leq \omega_{\text{max}} \\
-\omega_{\text{max}} & \leq h_{\dot{\omega}_{\text{ref},y}} \leq \omega_{\text{max}} \\
-\dot{\omega}_{\text{max}} & \leq h_{\ddot{\omega}_{\text{ref},x}} \leq \dot{\omega}_{\text{max}} \\
-\dot{\omega}_{\text{max}} & \leq h_{\ddot{\omega}_{\text{ref},y}} \leq \dot{\omega}_{\text{max}} \\
0 & \leq s \leq s_{\text{max}} \\
\dot{s} & \geq 0 \\
v & \leq v_{\text{max}} + \gamma v \\
p_{o,i} & \geq -\gamma o \\
\gamma v & \geq 0 \\
\gamma q & \geq 0 \\
\gamma o & \geq 0
\end{align*}
\]

(S.24)

where constraints are applied to both state and control variables. The maximum quaternion constraint helps to limit the maximum inclination to an angle of \(\theta_{\text{max}}\), which in return can be related to a maximum acceleration.

\[
q_{\text{max}} = \sin \left( \frac{1}{2} \theta_{\text{max}} \right) + \gamma q
\]

(S.25)

The velocity constraint is defined to limit the Euclidean velocity, as defined in (S.26), to an upper bound, \(v_{\text{max}}\).

\[
v = \sqrt{\dot{x}^2 + \dot{y}^2}
\]

(S.26)

The constraints on the angular velocity reference and the derivative smoothens the resulting trajectory. It was especially necessary to add \(\dot{\omega}_{\text{max}}\) to limit the maximum angular acceleration which is related to torque saturations in the balance controller.

As mentioned previously strict constraints do not work well with a system with disturbances and model uncertainties, resulting in a infeasible optimization problem. This is why the slack variables, \(\gamma v\), \(\gamma q\) and \(\gamma o\), are introduced to ensure feasibility even though the problem is initialized in or goes through an infeasible region.

The maximum path parameter value, \(s_{\text{max}}\), is set to bound the optimization problem to the valid range of the fitted polynomial, so that it does not go outside of the fitted region. Overall the fitted polynomials are bad at generalizing outside of their fitted domain, so the path parameter should generally be constrained to avoid the references exploding.

A set of terminal constraints are added to help ensure stability and feasibility. The quaternion elements, \(h_{\dot{q}_1}\) and \(h_{\dot{q}_2}\), should both be zero, corresponding to the ballbot being upright at the end of the horizon. Furthermore the angular velocity references, \(h_{\dot{\omega}_{\text{ref},x}}\) and \(h_{\dot{\omega}_{\text{ref},y}}\), should also be zero such that the upright quaternion remains, since the controls are zero.
Finally, the inequality constraints on the Euclidean velocity and the driven distance, which should be kept within the parametrized polynomial, are also required as terminal constraints.

\[
\begin{align*}
\dot{v}_{q1} [N] &= 0 \\
\dot{v}_{q2} [N] &= 0 \\
\dot{\omega}_{\text{ref},x} [N] &= 0 \\
\dot{\omega}_{\text{ref},y} [N] &= 0 \\
v [N] &\leq v_{\text{max}} \\
s [N] &\leq s_{\text{max}}
\end{align*}
\]  
(S.27)

S.5  Weights

The individual costs are defined by the entries in the weighting matrices, \( W \) and \( W_N \). The matrices are chosen to be diagonal matrices whose diagonal elements thus define the weight on each individual cost term from (S.12).

S.5.1  Weight considerations

A few considerations with regards to choosing the optimal weights have been observed during simulation and tuning.

- \( W_{\text{lat}}, W_{\text{obs}} \) and \( W_v \) limits how big avoidable obstacles can be.
- \( W_{\dot{\omega}} \) and \( W_{\omega} \) control aggressiveness.
- \( W_v, W_{\dot{\omega}}, W_{\omega} \) and \( W_q \) defines how fast the velocity tracking converges.
- \( W_{\text{end}} \) should be much smaller than \( W_v \) otherwise velocity tracking fails.
- \( W_{\text{end}} \) can even be set to zero as long as \( W_v \) is sufficiently large to avoid obstacles without stopping (related to the first bullet).

S.5.2  Chosen weights

The following weights, found during simulation with different test trajectories and randomly placed obstacles, are deemed the best.

\[
\begin{align*}
W_{\text{lon}} &= 9999 \\
W_{\text{lat}} &= 25 \\
W_{\text{vel}} &= 80 \\
W_{\text{end}} &= 0 \\
W_{\text{obs}} &= 20 \\
W_q &= 10 \\
W_{\dot{\omega}} &= 20 \\
W_{\omega} &= 100 \\
W_{\gamma_v} &= 99999 \\
W_{\gamma_{\dot{\omega}}} &= 9999 \\
W_{\gamma_{\omega}} &= 9999 \\
W_{\gamma_{q}} &= 9999 
\end{align*}
\]  
(S.28)
S.6 Implementation

The MPC is developed and generated using ACADO [125] [126] [127], as described in the beginning, and the MPC is run at a sample rate of $f = 10$ Hz and with a horizon of $N = 20$ samples.

The cost function and constraints are described with the ACADO language in MATLAB, see `Kugle-MATLAB/Controllers/MPC/GenerateMPC.m`. This MATLAB script exports the corresponding C++ code for real-time execution of the MPC while simultaneously compiling this into a MEX file for use in MATLAB.

This MEX file is used in both the independent simulation script at `Kugle-MATLAB/Controllers/MPC/SimulateMPC.m` and within the closed-loop Simulink simulation at `Kugle-MATLAB/Simulation/KugleSim_MPC.slx` which includes the balance controller, the estimators and the non-linear model.

The exported C++ code is furthermore tested in `Kugle-Misc/src/MPC_Test` with the corresponding wrapper library in `Kugle-Misc/libs/mpc/MPC.cpp`.

The individual parts of the MPC control loop, including the path-parametrization and how the MPC optimization problem is solved with the ACADO-generated code, is illustrated in Figure S.8.

S.7 ROS simulation

The MPC has been integrated within the ROS navigation stack [154] as a new local planner, see [43]. This allows the operator to set a navigation goal through standard ROS user interfaces, e.g., rqt, and the MPC will then follow the trajectory coming from the global planner by fitting local path polynomials to this in real-time. The MPC ROS code is implemented as a C++ library in `Kugle-ROS/kugle_mpc`.

To simulate and test the ROS implementation a Gazebo simulation environment of the high-level shape-accelerated dynamics of the ballbot has been developed, see Figure S.7.

![Figure S.7: Gazebo simulation of Kugle V1 within a model of the control lab at Aalborg University](image-url)
Figure S.8: MPC control loop

- Estimate states
- Global Geometric path (provided as discrete points in inertial frame)

**Trajectory fitting**
- Determine window position and orientation
- Extract trajectory points within window and for a certain approximate distance
- Fit trajectory polynomials, \( x_d(t) \) and \( y_d(t) \)
- Approximate arc length at trajectory points, \( d(p) \)
- Fit inverse arc curve length polynomial, \( d(p) \)
- Extract parameters \( d_0, ..., d_n \), corresponding to linearly spaced arc curve lengths \( s_0, ..., s_n \)
- Evaluate fitted polynomial at spaced parameters \( d_0, ..., d_n \)
- Use linearly spaced arc curve lengths and polynomial values to fit arc curve length parameterized polynomials, \( x(s) \) and \( y(s) \)

**MPC loop** (receding horizon control)
- Shift solution for initialization \( x(t+1) = x(t)[k+1] \)
- \( k \): horizon index
- State and input guess over horizon (for initialization/hot-start)

**SQP loop**
- Shoot trajectory discretization
- Nonlinear ODE
- Jacobians from Automatic Differentiation
- Constraints

**ACADO**
- Condense QP
- Solve QP (qpOASES)
- State and input solution over horizon
- Apply first control input, \( u(0) \)
Since the MPC has also been tested and verified in Simulink with the closed-loop dynamics, it is deemed more important to use Gazebo to simulate high-level behaviours and sensor measurements.

The Gazebo simulation uses the CAD model of Kugle V1 on which two simulated LiDAR sensors, a camera and IMU are placed. The Gazebo model of the ballbot takes in the same type of ROS messages as the ROS driver, 

\texttt{Kugle-ROS/kugle_driver}, running on the actual ballbot and is thereby developed to be a complete 1-to-1 test environment.

Note, however, that the Gazebo model does not include the rotational dynamics and thus takes in angular velocity references which are integrated kinematically leading to an exact angle of the robot, thereby assuming perfect tracking of the balance controller. The Gazebo simulation can be found in \texttt{Kugle-Gazebo}. An rviz view of the simulated ballbot running the MPC in real-time as the local planner, is shown in Figure S.9.

![Gazebo Simulation](image)

(a) Ballbot moving out through door passage  
(b) Notice how the ballbot tilts to accelerate, which is also visualized in the rviz view

**Figure S.9:** MPC running on the simulated Kugle robot. The visualized transforms shows the predicted horizon, including both position and orientation. Note how the ballbot tilts to accelerate after having passed through the door.
S.7. ROS simulation