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Summary

Proton exchange membrane fuel cells (PEMFC) are electrochemical devices that
convert the molecular energy from its fuel source (H2) into usable direct current
electricity. The overall chemical reaction that takes place within a fuel cell, while
accounting for enthalpy changes, is seen below:

H2(g) +
1
2

O2(g)→ H2O(l) + 286 kJ/mol (1)

Since the reaction is exothermic, energy is released. However, due to irreversible
processes only 237.34 kJ/mol of this amount can be converted into electricity. This
amount is called the Gibbs free energy of reaction, and sets a limit on the theo-
retical cell potential that can be achieved for each fuel cell. Theoretically, a fuel
cell potential of 1.23 V can be achieved. However, due to activation, ohmic and
concentration potential losses the measured voltage will be lower, usually < 1 V
depending on the operating current density of the fuel cell. From the 286 kJ/mol,
the amount not being used to power an electrical load is converted into heat which
heats up the materials of the PEMFC which further decreases efficiency, limiting
the current density and deteriorates the fuel cell materials. To overcome this prob-
lem of overheating the fuel cell, an effective cooling solution must be used.

One cooling solution that is gaining popularity due to its low cost and sim-
plicity is air-cooling of the fuel cell stack using a conventional fan. These fuel cell
systems are already commercialized in the range up to a few kW, in systems where
power density (W/kg) is of importance. A major drawback of air-cooled fuel cells
is the low maximum current density of around 0.3 - 0.4 A/cm2 that can be reached
due to the inherent limitation of air cooling.

A research group at Aalborg University has shown that placing a grid in front
of the cathode channel that induces turbulence, thereby increasing heat transfer
within the cathode flow channel, will increase the maximum power density that
can be achieved by over 30% [2].

In this thesis, a numerical model using Computational Fluid Dynamics (CFD)
is used to investigate this effect at a much higher resolution than what can be
achieved under laboratory conditions. For simplicity, only a single fuel cell channel
is modelled and symmetry conditions applied to model the stacking of several
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viii Summary

fuel cell channels in rows and layers. A mesh of 390.000 cells is used for the
steady state analysis, and 60.000 for the transient analysis due to limitations in the
computational time available. The k-ω SST turbulence model is used for the steady
state analysis, while Large Eddy Simulation is used for the transient.

Our results shows that a significant increase in turbulence intensity is seen
when a turbulence inducing grid was placed in front of the cathode channel. The
smaller the distance between the grid and cathode channel, the more turbulence
is produced in the cathode channel. In the best case, the average temperature of
the solid materials of the fuel cell could be reduced by 2.5◦C at the cost of an
additional pressure loss of 4 Pa. From the transient analysis, it is shown that a
further reduction in temperature between 0.3-2◦C can be achieved by using a time
varying sinusoidal velocity profile as the inlet velocity boundary conditions.



Nomenclature

Latin letters

Symbol Unit Description
A m2 Area
D m2/s Diffusivity
E V Cell potential
F C/mol Faraday constant (96485 C/mol)
G J Gibbs free energy
G m2/s3 Generation of k/ω
H J Enthalpy
i A/m2 Current density
I A Current
k W/m K Thermal conductivity
k m2/s2 Turbulent kinetic energy
n - Number of electrons transferred
p Pa Pressure
q C/mol Charge
Q W/m2 Heat flux
R J/mol K Universal gas constant (8.314 J/mol K)
S J/K Entropy
S - Source term
T K or ◦C Temperature
t s Time
u m/s Velocity
u m/s Velocity vector (u,v,w)
U m/s Mean velocity
V m3 Volume
W J Work
x - Mole fraction
x,y,z m Coordinate directions
Y m2/s3 Dissipation of k/ω
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x Nomenclature

Greek letters

Symbol Unit Description
β - Bounding factor
Γ m2/s Diffusion coefficient
δ - Kronecker delta (δij = 1 if i = j and δij = 0 if i 6= j)
Δ - Change in variable
ζ - Stochiometric coefficient
θ ◦ Angle
µ kg/m s Dynamic viscosity
ρ kg/m3 Density
τ Pa Shear stress
φ - Transported variable
ω 1/s Specific rate of turbulent kinetic energy dissipation

Indices, mathematical symbols and abbreviations

Symbol Description
f Face
i Index
j Dummy index
el Electrical
∇φ Gradient of φ

∇ · φ Divergence of φ

∇2 Laplace operator
CFD Computational Fluid Dynamics
PEMFC Proton Exchange Membrane Fuel Cell
MEA Membrane Electrode Assembly
GDL Gas Diffusion Layer
NS Navier-Stokes (equations)
PDE Partial Differential Equation
FVM Finite Volume Method
LES Large Eddy Simulation
RANS Reynolds Averaged Navier-Stokes (Equations)
CV Control Volume
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Chapter 1

Introduction

1.1 Fuel Cells

In this section, fuel cell fundamentals will be presented. First a brief overview of a
fuel cell its function and history in Sec. 1.1.1. Then a description of fuel cell oper-
ating principles in Sec. 1.1.2 which will lead to a thermodynamic analysis in Sec.
1.1.3. At the end of the section a more detailed description of the various compo-
nents within a fuel cell will be presented in Sec. 1.1.4. The components described
in Sec. 1.1.4 will have to be modelled in the Computational Fluid Dynamics (CFD)
model described in Ch. 2.

1.1.1 What Is A Fuel Cell?

Fuel cells are an electrochemical energy converter which converts electrochemical
energy from its fuel into usable Direct Current (DC) electricity. It accomplishes
this energy conversion in only one stage, which compared to conventional fuel to
energy converting processes, e.g. Rankine cycles, makes it very efficient. In simple
terms, a fuel cell can be viewed as a black box model where hydrogen and oxygen
enters and reacts, and the products are waste heat, water and DC electricity (See
Fig. 1.1). The first fuel cell was invented in 1839, attributed to Sir William Grove.
However, it was merely seen as a scientific curiosity until Francis T. Bacon started
work on developing a practical fuel cell in 1937, and by 1950 a 6kW fuel cell was
developed. Fuel cells were then used during the 1950’s and 60’s in the Gemini and
Apollo space programs to generate electricity aboard spacecrafts to power the life
support systems, guidance and communication hardware. [1]

1
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Fuel Cell

Hydrogen

Oxygen

Waste Heat

Water

+ -

V

I

Figure 1.1: Working principle of a fuel cell

Since then, fuel cells have found its way into many different industries. The
high power to weight ratio makes the technology suitable for the transportation
sector as zero emission fuels are becoming more desired. Fuel cells may also play
a role in developing high range drone aircrafts, as the energy density of hydrogen
fuel is much higher than what can be achieved with the current available elec-
trolytic batteries. A lightweight and cheap cooling solution would be required for
such applications, since cooling systems for fuel cells make up a significant per-
centage of its total weight. The air-cooled fuel cell using a turbulence inducing
grid, which will be presented in Sec. 1.2 may be a solution to this problem.

1.1.2 Fuel Cell Operation

The core component of a fuel cell is the Membrane Electrode Assembly (MEA)
which produces the electrochemical reaction needed to separate electrons for use in
an electric circuit. In the typical 5-layer MEA (MEA5) seen in Fig. 1.2, hydrogen gas
(H2) is split into protons and electrons in the anode catalyst layer. The protons can
then travel through the proton exchange membrane (PEM) which is impermeable
to gasses, while the electrons travel through a external circuit to reach the cathode
catalyst layer. Oxygen, electrons and protons combine in the cathode catalyst layer
to form liquid water or steam depending on the operation temperature.
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Gas Diffusion Layer

Gas Diffusion Layer

Cathode Catalyst Layer
O2+4H++4e-→ 2H2O

Anode Catalyst Layer

H2→2H++2e-

Membrane

MEA5

O2

H+

H2

+
-

e-

Figure 1.2: Operation of a fuel cell

Combining the two half reactions seen in Fig. 1.2 the overall fuel cell reaction
is seen in Eq. 1.1.

H2(g) +
1
2

O2(g)→ H2O(l) (1.1)

1.1.3 Fuel Cell Thermodynamics and Electrochemistry

As mentioned earlier, fuel cells are electrochemical energy converters and must
obey the laws of thermodynamics. This section will present a thermodynamic
analysis of fuel cell operations in order to determine the amount of heat that is
generated under operation. The heat generation will need to be modelled in the
computational fluid dynamics analysis presented in Ch. 2.

Heat of Reaction

The overall reaction seen in Eq. 1.1 is identical to the combustion of hydrogen.
Therefore, heat must be produced from this reaction since it is exothermic. The
heat generated is the difference between the enthalpy of formation between the
products and reactants:

∆H = ∆H f ,H2O −
(

∆H f ,H2 +
1
2

∆H f ,O2

)
(1.2)
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The enthalpy of formation of liquid water is −286 kJ/mol (At 25◦C) while for
elements in their standard state it is per definition equal to zero. The calculation
then becomes:

∆H = −286 kJ/mol− (0 + 0) = −286 kJ/mol (1.3)

The negative sign in Eq. 1.3 means that energy is being released and is there-
fore exothermic. The overall reaction in Eq. 1.1 can then be rewritten with heat
generation accounted for:

H2(g) +
1
2

O2(g)→ H2O(l) + 286 kJ/mol (1.4)

In a fuel cell, the waste heat generated must be carried out by the reactant air.
At least for an air-cooled system.

Gibbs Free Energy

Based on the enthalpy of formation, 286 kJ/mol could be released in the form of
heat for Eq. 1.4. However, the function of a fuel cell is to produce electricity, not
heat. Obviously, not all this energy can be converted into electricity. To calculate
the amount of electricity that can be generated, a Gibbs free energy calculation can
be performed:

∆G = ∆H − T∆S (1.5)

From Eq. 1.5 it can be seen that there are some irreversible losses due to the
creation of entropy. The entropy of formation can be calculated similarly to the
enthalpy of formation:

∆S = ∆S f ,H2O −
(

∆S f ,H2 +
1
2

∆S f ,O2

)
(1.6)

Using tabulated values for ∆S f at 25◦C ∆S can be calculated:

∆S = 0.069
kJ

mol ·K −
(

0.131
kJ

mol ·K +
1
2

0.205
kJ

mol ·K

)
= −0.165

kJ
mol ·K (1.7)

At 25◦C, Gibbs free energy then becomes:

∆G = −286 kJ/mol− 298.15 K · −0.165
kJ

mol ·K = 237.34 kJ/mol (1.8)

From Eq. 1.8 it can be seen that out of an available 286 kJ/mol of energy, only
237.34 kJ/mol can be converted into electricity and the remaining energy will be
converted to heat. These values will depend on the temperature of the reaction.
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Theoretical Fuel Cell Potential

Generally, electrical work is the product of charge and potential:

Wel = qE (1.9)

The charge transferred per mole of H2 in a fuel cell reaction is given by Eq. 1.10.

q = nF (1.10)

Where,
n is the number of electrons per molecule of H2 which is 2.

F is the Faraday constant
(

96 485 C mol−1
)

Electrical work for a fuel cell is then given by combining Eq. 1.9 & 1.10:

Wel = nFE (1.11)

As explained in Sec. 1.1.3, the maximum electrical work in a fuel cell reaction
is the Gibbs free energy, therefore:

−∆G = nFe→ E =
−∆G

nF
=

237 340 J mol−1

2 · 96 485 C mol−1 = 1.23 V (1.12)

As shown, the theoretical fuel cell potential is 1.23 V, however the actual voltage
during operation will be lower due to unavoidable losses as will be explained in
the next section.

Voltage Losses and Polarization Curve

The maximum theoretical fuel cell potential based on the laws of thermodynamics
was calculated to be 1.23 V. If a fuel cell has available reactants, but the external
electrical circuit is not closed (Fig. 1.3-a) then no current will be generated and you
would expect to measure 1.23 V on a voltmeter. However, in practice the measured
open circuit voltage for a fuel cell will typically be around 1 V, meaning that there
are voltage losses even when no current is generated. When current is generated
after closing the electrical circuit and connecting an electrical load (Fig. 1.3-b), the
voltage is expected to be even lower due to additional current dependent voltage
losses.
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Fuel Cell

+ -

V≈1

I=0

Fuel Cell

+ -

V<1

I>0

a) b)

Figure 1.3: Fuel cell potential for a) open circuit b) under resistive load

The three main factors that cause voltage losses in fuel cells are:

Activation losses: Due to the ’slowness’ of reactions taking place at both elec-
trode surfaces. This loss factor is dominant in the low current density region, and
becomes less dominant at higher current densities.

Ohmic losses: Due to the resistance to ion flow in the electrolyte as well as elec-
tron resistance within the electrically conductive fuel cell components. The resistive
losses can be modelled using Ohm’s law ∆V = iR and is therefore linear propor-
tional to the current density i.

Concentration losses: Due to the rapid consumption of reactants at the electrode
surfaces. At maximum current densities, the reactant concentration near the elec-
trode is practically zero so they are consumed as soon as they reach the electrode.
This ’starvation’ of reactants leads to a voltage loss that dominates at high current
densities.

When designing a fuel cell, one must consider all these voltage losses and try to
minimize them as much as possible. To visualize the fuel cell performance while
accounting for voltage losses, a polarization curve is used. A polarization curve
shows the cell potential (or voltage) as a function of current density. An example
of a polarization curve is given in Fig. 1.4.
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Figure 1.4: Fuel cell polarization curve with voltage losses. Source: [1]

The fuel cell that will be used to calculate heat generation for the CFD study
in Ch. 2 is the Mark1020 ACS™ fuel cell stack by Ballard Power Systems Inc. The
polarization curve for this fuel cell stack is given in Fig. 1.5.

3.6. Inlet Channel Velocity June 1st 2018

0 0.1 0.2 0.3 0.4
0

0.2

0.4

0.6

0.8

1

1.2

0

0.05

0.1

0.15

0.2

0.25

Cell voltage begin of life

Cell voltage end of life

Power density begin of life

Power density end of life

Figure 3.2. A graph of cell voltage and power density as a function of current density at the
beginning of life time and end of life time.

It is highly desirable to operate at higher current densities which leads to higher power
densities. In order to operate at higher current densities an effective cooling method needs
to be applied to the fuel cell stack. In this project forced air cooling method system is
incorporated in order to make the cooling more effective. A promising solution to increase
the power density and further making the cooling more effective, a turbulence inducing
grid will be incorporated in the cooling system [Torsten Berning and Shakhshir, 2018].
This turbulence inducing grid will be placed before the cathode inlet in order to create
turbulences. For effective cooling method a correct air flow needs to be determined. As
simulations is done with only one channel a proper inlet velocity must be calculated. This
will be introduced in the next section.

3.6 Inlet Channel Velocity

In this section the calculation of the inlet velocity of air in PEM fuel cell channel will be
introduced.

In order to determine the inlet velocity at the cathode, the corresponding formula needs
to be derived. First the velocity must be found from the equation of mass flow rate in a
duct:

u =
ṁ

ρ ·Ach
(3.29)

where Ach is the channel cross sectional area. From ideal gas equation density can be
found as [Barbir, 2013]:

ρ =
Mair · P
R · T (3.30)

13

Figure 1.5: Mark1020 ACS™ fuel cell stack polarization curve at beginning and end of service life.
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1.1.4 Fuel Cell Components

Commercially, fuel cells are typically arranged in a fuel cell stack in order to pro-
vide the electrical potential and power output required for applications in the
transportation, aviation and aerospace sectors. A fuel cell stack can be decom-
posed into fuel cell layers, and each layer contains several fuel cell channels (See
Fig. 1.6). For the CFD study in Ch. 2, only a single fuel cell channel will be sim-
ulated in order to keep computational time down. The fuel cell channels are in a
stacked symmetric arrangement within the fuel cell stack.

Membrane Electrode 
Assemblies (MEA)

Fuel Cell 
Stack

Fuel Cell 

Fuel Cell 
Channel 

Anode Flow Channel 

Bipolar Plates 

Symmetry Plane 

Cathode Flow 
Channel 

Figure 1.6: Structure of a fuel cell stack. [10]

Looking at Fig. 1.6, the fuel cell channel is made up of two primary compo-
nents, the MEA and bipolar plates. In Fig. 1.2 the structure of the MEA is seen to
consist of a cathode and anode electrode surface, a proton exchange membrane as
well as two gas diffusion layers. For simplicity only the cathode side gas diffusion
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layer will be modelled in the CFD analysis, since chemical reactions are not imple-
mented in the model only the resultant heat flux. The function and properties of
the two important fuel cell components will now be presented:

Gas Diffusion Layer

The GDL is the layer between the catalyst layer and the bipolar plates in the MEA,
and has the following functions:

• Pathway for reactant gases between the flow field channels and the catalyst
layer. Therefore, must be porous.

• Electrically connects the catalyst later and the bipolar plate.

• Conducts heat from the catalyst layer to the bipolar plate.

The GDL is made of Carbon-Carbon composite paper, which has the mechani-
cal strength, conductivity and porosity required to function as a GDL. The material
properties used for the GDL in the CFD case can be seen in Tab. 1.1 below.

Gas Diffusion Layer

Property Value Unit

Density 450 kg / m3

Specific heat 900 J kg−1 K−1

Thermal Conductivity 1.7 W m−1K−1

Surface Roughness 8 µm

Table 1.1: Gas Diffusion Layer Properties [11]

Bipolar Plates

The bipolar plates have several functions in an operating PEMFC [1]:

• Connects adjacent cells in a series electrical connection, therefore must be
electrically conductive.

• Separation of gases. Therefore, must be impermeable to gases.

• Structural support.

• Conduction of heat away from active cells. Therefore must be thermally
conductive.

• Houses the flow field channel.

The first material used for bipolar plates, which is still commonly used in lab-
oratory fuel cells is graphite. The material properties used for the bipolar plate in
the CFD case can be seen in Tab. 1.2 below.
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Bipolar Plates

Property Value Unit

Density 1970 kg / m3

Specific heat 720 J kg−1 K−1

Thermal Conductivity 20.5 W m−1K−1

Surface Roughness 0 µm

Table 1.2: Bipolar Plate Physical Properties [1]

1.2 Turbulence Inducing Grid

Grids have paradoxically been used to both produce and reduce turbulence in fluid
flow, by either creating or eliminating velocity or pressure nonuniformities [8]. For
this report, it is the turbulence creation aspect of grids that are interesting. The
function of a turbulence inducing grid (Fig. 1.7-b) is to turn a uniform upstream
velocity profile (Fig. 1.7-a) into a nonuniform velocity profile downstream (Fig. 1.7-
c) which will then allow the flow to transition from laminar into turbulent which is
dominated by swirling eddies (Fig. 1.7-d). It is well understood that turbulent flow
increases heat and mass transport, and therefore could be convenient to create on
demand. For certain applications however, the additional pressure loss will reduce
the effectiveness of a grid.

a) b) c) d)

Figure 1.7: Illustration of a) uniform upstream velocity profile b) turbulence inducing grid c) nonuni-
form downstream velocity profile d) swirling eddies



1.3. Problem Statement 11

Inside the cathode flow channel shown in Fig. 1.6 heat needs to be removed
by air when using an air-cooled fuel cell stack, in order to keep the temperature
of the MEA and bipolar plates below maximum operating temperatures. Heat is
created by the chemical reactions inside the MEA and travels through conduction
to the gas diffusion layer and bipolar plates. If a grid could be used to induce
turbulence into the air flow downstream of the cathode flow channel, it could be
expected that convective heat transfer would increase in some areas of the flow
channel. This would reduce the operating temperature of the fuel cell channel, as
more heat is transferred to the air from the GDL and bipolar plates, allowing for
an increase in current/power density (See Fig. 1.9).

1.3 Problem Statement

The objective of this report is to investigate the effect a turbulence inducing grid
has on the heat transfer within the cathode flow channel of a fuel cell channel. The
distance between the grid and the inlet of the cathode flow channel is a design
variable that must considered. Based on the stated objective, the following prob-
lem statement is proposed:

Will the presence of a turbulence inducing grid increase convective heat trans-
fer in a fuel cell channel resulting in lower operating temperatures, and will a
fluctuating velocity profile further improve heat transfer?

The following research questions will also be addressed in the report:

1. How should the expected turbulence that is induced by the grid be modelled?

2. How much does the distance between the grid and cathode flow channel
affect heat transfer in the channel?

3. Could you further improve heat transfer by continuously varying the speed
of the fan cooling the fuel cell?

The variables used to answer these questions will be the temperatures at vari-
ous locations of the domain, as well as the turbulence intensity (See Eq. 3.1)

1.3.1 Methodology

To answer the questions raised in the problem statement, an acceptable methodol-
ogy must be used. Several different methodologies could be used for this case:

Experimental: An experiment could be designed in order to analyze the effect
of the turbulence inducing grid on a commercial type fuel cell stack. However,
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such experiments have already been conducted previously [3]. The conclusions
made from these experiments was that the power density of a fuel cell could be
increased by up to 30%, due to the heat transfer increase between the cathode
channel layer and the air in the PEMFC. The disadvantage of such an approach, is
the limited amount of data points that can be obtained. In order to get a complete
understanding of the velocity and temperature field, another method would be
preferred.

Analytical: The equations that describe the motion of viscous fluids are the Navier-
Stokes (NS) equation. The NS equations are partial differential equations (PDE)
and consists of three momentum conservation equation and one for continuity
along with a energy equation. These equations will be discussed further in Sec.
2.2.1. An exact analytical solution to the NS equations exists only for a few de-
generate cases, and often relies on assumptions of non-viscosity, fully laminar flow
etc. For this case, an exact solution to the NS equations cannot be found so another
method must be used.

Numerical: The goal of a numerical study, is to give an approximate yet accurate
solution to complex flow problems where no analytical solution can be found. In
Computational Fluid Dynamics (CFD) this is usually accomplished using the finite
volume method (FVM) for representing and evaluating the governing PDE’s in the
form of algebraic equations. All relevant equations need to be solved at discrete
places in the defined geometry, dependent on the solving scheme used.

In order to apply FVM, the geometry of interest will need to be subdivided
into discrete defined volumes. This process is called ’meshing’. The number of
volumes used in a CFD analysis, will vary depending on factors such as accuracy
requirements, computational hardware availability and geometry complexity.

A numerical methodology, in the form of CFD and FVM is the considered to be the
best approach to answer the questions raised in the problem statement, and will
be used throughout this report.

1.3.2 Previous Work

Experimental work

Experimental work was performed by a research group at Aalborg University [3],
where a variety of turbulence inducing grids was placed in front of the cathode
flow channel of a Ballard Power Systems Mark 1020 ACS™ air-cooled proton ex-
change membrane fuel cell in order to study its effect on the fuel cell operation. A
diagram of the test setup used can be seen in Fig. 1.8.
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Figure 1.8: Experimental setup used to test the effect of a turbulence inducing grid

The experiments showed a drastic improvement in performance, when com-
pared to the performance with no grid. In the best case, an increase in power
density of over 30% was seen. Since the limiting performance factor for an air-
cooled proton exchange membrane fuel cell is the cooling, it was concluded that
this performance increase was solely due to presence of a turbulence inducing grid.
The polarization curve of the fuel cell with and without the grid, presented in their
paper, is seen in Fig. 1.9.

Figure 1.9: Polarization curve for the Ballard Power Systems Mark 1020 ACS™ air-cooled proton
exchange membrane fuel cell with and without a grid [3]



14 Chapter 1. Introduction

CFD study

As part of a master’s thesis at Aalborg University, two graduates made a CFD study
in order to try and replicate the drastic performance increase seen in the experi-
mental work described above [4]. However, the results showed only an negligible
impact on the maximum temperature of the PEMFC when using a turbulence in-
ducing grid (<1 K). On further review, it was found that some of assumptions used
for the study was unjustified, such as the assumption of constant density and heat
capacity of air.

Also, the mesh quality and fineness may not have been adequate to accurately
capture the flow structures within the cathode flow channel as well as properly
modelling the heat conduction in the solid region of the bipolar plates. A compar-
ison between the mesh used for the previous CFD study and the one that will be
presented in this report is given in Fig. 1.10.

Figure 1.10: Comparison of the mesh used for a) Previous CFD study [4] b) This report

The geometry of the fuel cell has been changed slightly for this report. This
was done in order to create a structured mesh of a higher cell quality. However,
steps were made to ensure that the hydraulic diameter of the new geometry is like
that of the old (≈1mm). It was decided that it was worth redoing the CFD study
using an improved mesh and modelling technique. This thesis is that attempt.



Chapter 2

Computational Fluid Dynamics

2.1 Case Presentation

In Ch. 1 the function and structure of a PEMFC were introduced. In summary,
a PEMFC converts the chemical energy stored in hydrogen bonds into electrical
energy that could be used to power a circuit, charge a battery etc. This process
is exothermic, so heat is released which increases the temperature of the PEMFC,
leading to a performance drop and increased deterioration of the PEMFC.

The implementation of a turbulence inducing grid, should increase the convec-
tive heat transfer inside the cathode channel and allow more heat to be transported
away from the PEMFC. The geometry used for the analysis, must be able to capture
both the downstream effect of the turbulence inducing grid as well as the entire
cathode channel domain, both solid and fluid.

2.1.1 Computational Domain

The full geometry that will be used in the CFD case, contains the bipolar plates,
gas diffusion layer, turbulence inducing grid as and the fluid domain. The full
geometry is seen in Fig. 2.1.

15
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Figure 2.1: Full geometry

Bipolar Plates

The geometry of the bipolar plates is seen in Fig. 2.2 below.

Figure 2.2: Bipolar Plate Geometry

Gas Diffusion Layer (GDL)

The geometry of the GDL is seen in Fig. 2.3 below.
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Figure 2.3: Gas Diffusion Layer Geometry

Turbulence Inducing Grid

The geometry of the turbulence inducing grid is seen in Fig. 2.4 below.

Figure 2.4: Turbulence Inducing Grid Geometry

The turbulence inducing grid will be introduced to the flow field at varying
distances from the flow channel and compared to the base case without any grid.
Previous studies have found that the critical Reynolds Number for a turbulence
grid to introduce downstream turbulence is Recr ≈ 175 [6]. According to the
authors, at Re < Recr the effect of the grid are indeterminate.

The physical properties of the grid is seen below in Tab. 2.1.
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Turbulence Inducing Grid

Property Value Unit

Density 2719 kg / m3

Specific heat 871 J kg−1 K−1

Thermal Conductivity 202.4 W m−1K−1

Surface Roughness 0 µm
Grid Fill Factor 54.8 %

Table 2.1: Turbulence Inducing Grid Properties

Symmetry

In order to minimize the number of cells in the computational domain, a symmetry
plane can be used on the geometry seen in Fig. 2.1 in the Y-Z plane. In order to
use a symmetry plane, a RANS based isotropic turbulence models must be used,
such as the k-ε and k-ω since resolved eddies are an-isotropic in nature. For un-
steady turbulent flow calculations, such as DNS and Large Eddy Simulation (LES)
a symmetry plane cannot be used without introducing an error. The geometry that
will be used when symmetry can be applied is seen in Fig. 2.5.

Figure 2.5: Full geometry with a symmetry plane
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2.1.2 Boundary Conditions

The location of the boundary conditions for the geometry is seen in Fig. 2.6. The
type of boundary condition used, and its value is listen in Tab. 2.2.

Figure 2.6: Placement of boundary conditions

Boundary Conditions

Name BC Type Value

A. Inlet Velocity Dirichlet 1.05 m/s
Temperature Dirichlet 20 ◦C
k and ω Dirichlet 0.0001

B. Outlet Pressure Dirichlet 0 Pa
C. GDL Heat Flux Neumann 2587 W/m2

Remaining Symmetry Neumann All fluxes = 0

Table 2.2: Boundary conditions

How the values for the velocity inlet and heat flux was found, will be explained
in the following sections.
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Calculation of GDL heat flux

For a fuel cell stack that combines hydrogen and oxygen with a by-product of water
in a gaseous state, the heat generated can be modelled as [1]:

Q̇ = (1.254 V− ECell)I · NCells (2.1)

Where, 1.254 V is the electrolyzer voltage. ECell is the cell voltage, NCells is the
number of cells in the fuel cell stack and I is the stack current. Since the CFD case
will only contain a single cell I · NCells will be substituted with the current density
i (A/m2). Eq. 2.1 then becomes:

Q̇ = (1.254 V− ECell)i (2.2)

For a fuel cell, there is a dependency between cell voltage and current density.
This dependency is related to the voltage losses in the fuel cell stack. A polarization
curve is used to show this dependency for a given fuel cell stack. This was further
explained in Sec. 1.1.2.

For the CFD case, a high current density of 0.385 A/cm2 will be used. This
value is assumed to give a cell voltage of 0.582 V, according to Fig. 1.5 in Sec. 1.1.2.
Using Eq. 2.2 and the values mentioned, the heat flux into the GDL is calculated:

Q̇ = (1.254 V− 0.582 V)0.385 A/cm2 = 0.2587 W/cm2 = 2587 W/m2 (2.3)

Calculation of velocity inlet value

The required inlet flow velocity for a fuel cell channel, in order to achieve a desired
stochiometric flow ratio, can be calculated using Eq. 2.4[4][2].

uin = ζ
i

4F
AGDL

R · Tin

xO2,in pin Ach
= 3.36 m/s (2.4)

This value is found using the parameters listed in Tab. 2.4.
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Name Symbol Value Unit

Stochiometry ζ 50 -
Current density i 3850 A/m2

Faraday Constant F 96485.33 C/mol
GDL surface area AGDL 3.78× 10−4 m2

Gas constant R 8.314472 J/K ·mol
Inlet temperature Tin 293.15 K
Oxygen Mole Fraction xO2,in 0.21 -
Pressure at inlet pin 101325 Pa
Cross sectional area
of cathode channel

Ach 6.82× 10−6 m2

Table 2.3: Parameters used for inlet velocity calculation

Since the inlet velocity value is specified on surface A in Fig. 2.6, a corrected
velocity must be calculated since the cross-sectional area of the channel is not equal
to the area of of surface A. This can easily be done using the following relation:

u1

u2
=

A1

A2
(2.5)

This relation is valid because with symmetry boundary conditions no air will
escape the volume seen in Fig. 2.1, due to the zero flux condition. Therefore, all
air entering from surface A must enter the cathode channel. The corrected velocity
will then be:

ubc = uch
Ach

Abc
= 3.36 m/s

6.82× 10−6 m2

21.87× 10−6 m2 = 1.05 m/s (2.6)

2.1.3 Mesh

Spatial discretization of the computational domain, is an important part of the
pre-processing of any computational fluid dynamics study. The equations that are
used to spatially discretize the domain was presented in Sec. 2.3.1. In this section
the meshes used to generate the results presented in Ch. 3, will be presented. The
general mesh generation procedure can be summed up by the flow chart seen in
Fig. 2.7 [9].
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Figure 2.7: General mesh generation methodology

The CFD software used in this report is the student version of Ansys Fluent
19.2. There is a cell limitation in this version, since it is freely available to en-
gineering students worldwide. The limitation of 512,000 cells requires cell usage
efficiency.

The process of generating meshes can broadly be categorized into two cate-
gories with their own advantages and disadvantages:

Structured: A structured mesh consists of defined sets of hexahedral elements
with point-to-point connectivity. This type of mesh has a defined, and therefore
predictable, neighborhood arrangement. Structured meshes usually give a better
convergence rate and better resolution, but can be difficult to implement on com-
plex geometries.

Unstructured: An unstructured mesh has non-repeating irregular connectivity
between nodal points. It usually consists of tetrahedral elements. Neighborhood
arrangements are unique and must therefore be stored in memory. An unstruc-
tured mesh can easily be generated on complex geometries, and is therefore the
method of choice for automatic meshing algorithms.

An example on the difference between a structured and an unstructured mesh
can be seen below in Fig. 2.8.

interpolation error is provided for a mesh element, Xe, under the L1
norm (Frey and Alauzet, 2005). In practice, areas with a high curva-
ture of a field (large second-order derivatives) and therefore larger
eigenvalues, will demand refinement of the mesh, Eqs. (5)–(7).
Reducing the solution field weight will also promote more mesh
refinement. Conversely, lower curvature and/or a larger solution
field weight will demand coarsening of the mesh.

The second metric, MR, has the form

MRðxÞ ¼
1
�ðxÞ

jHðxÞj
maxðjf ðxÞj; fminÞ

¼ M1

maxðjf ðxÞj; fminÞ
; ð8Þ

(Castro-Díaz et al., 1997) is obtained through similar consideration
of a relative interpolation error, with fmin specified by the user to
avoid division by zero. The refinement or coarsening of the mesh
is still guided by the curvature of the field. However, a scaling by
the local magnitude of the field is now included in the metric.

The final metric is obtained by consideration of the interpola-
tion error in the Lp norm, p 2 ½1;1Þ. The general metric, denoted
Mp, has the form

MpðxÞ ¼
1
�ðxÞ ðdetðjHðxÞjÞÞ�

1
2pþnjHðxÞj ¼ ðdetðjHðxÞjÞÞ�

1
2pþnM1; ð9Þ

(Chen et al., 2007; Loseille and Alauzet, 2011b), where n is the spa-
tial dimension of the problem. Since det jHj ¼

Q
ijkij, a scaling by a

measure of the magnitude of the curvature of the field is included
in the metric. The extent to which det jHj influences the metric is
determined by the choice of p. As p is reduced, smaller scales are gi-
ven more weight in the metric and as a result are better represented
(Loseille and Alauzet, 2011b). In the limit p!1, M1 is recovered.
The work of Loseille and Alauzet (2011b) shows that the influence
of smaller scales in the metric rapidly decreases as p increases
and their good results for p ¼ 2 motivates the use of this value here.
Hence, the third and final metric is given by

M2ðxÞ ¼
1
�ðxÞ ðdetðjHðxÞjÞÞ�

1
6jHðxÞj ¼ ðdetðjHðxÞjÞÞ�

1
6M1: ð10Þ

In Fluidity-ICOM, the user chooses which solution fields a met-
ric will be formed for and, therefore, which fields the mesh will
adapt to. If the user chooses to adapt to multiple solution fields,
a metric, Mf , is formed for each chosen solution field, f. The final
metric, M, is then obtained from a superposition of the metrics
for individual fields M ¼

T
f Mf (Castro-Díaz et al., 1997). The user

must also specify minimum and maximum edge lengths and this
information is included through a restriction on the eigenvalues
of jHj (e.g. Pain et al., 2001). In addition, the user can provide an
upper and/or lower bound on the number of mesh vertices. If the
adaptive algorithm is configured appropriately, this bound should
not be reached.

3.3.2. Mesh optimisation
Given a metric, the aim of the mesh optimisation step is to sat-

isfy the criteria, Eq. (5) and thereby optimise the mesh for the cur-
rent system state. The mesh is modified through a series of local
topological and geometrical operations which, in two dimensions
in Fluidity-ICOM, are performed using the algorithms of Vasilevskii
and Lipnikov (1999). The operations include edge-collapsing, edge-
splitting, edge-swapping and vertex-movement. More details and
diagrams can be found in Pain et al. (2001), Piggott et al. (2009)
and Vasilevskii and Lipnikov (1999).

3.3.3. Interpolation from the pre- to post-adapt mesh
Once the mesh optimisation stage has been performed, solution

fields have to be interpolated between the pre- and post-adapt
meshes. The interpolation methods available in Fluidity-ICOM fall
into two categories. The first is referred to as consistent interpola-
tion (Applied Modelling and Computation Group, 2011). With this
method, for each vertex in the post-adapt mesh, the element in the
pre-adapt mesh in which it would be contained is identified. The
solution field is then evaluated at the vertex in the post-adapt
mesh using the finite-element basis functions of the containing
element in the pre-adapt mesh. Consistent interpolation is
bounded (for linear basis functions) but is non-conservative and
is only well-defined for continuous function spaces. The second
method uses the intersection of the pre- and post-adapt meshes
to form a supermesh. The fields are then interpolated via the
supermesh using Galerkin projection (Farrell et al., 2009; Farrell
and Maddison, 2011). By construction, it is conservative, but is
not necessarily bounded. Any overshoots or undershoots in the
solution field that occur are corrected, essentially by diffusing
the deviation from boundedness. The diffusion introduced in this
approach is minimal when compared with consistent interpolation

Fig. 1. Example of a structured triangular mesh and an unstructured triangular mesh in a unit box.

Table 2
Number of vertices in the fixed meshes with the horizontal and vertical element edge
length jvj.

jvj Vertices Reference

0.002 2:0451� 104 F-coarse

0.0005 3:21801� 105 F-mid

0.00025 1:283601� 106 F-high1

0.000125 5:127201� 106 F-high2

H.R. Hiester et al. / Ocean Modelling 73 (2014) 30–44 33

Figure 2.8: Example of a structured and unstructured triangular mesh
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Steps were taken to ensure a relative simple geometry for this case, therefore
a structured mesh is used for all calculations to increase numerical accuracy and
convergence rate. A good convergence rate is especially important for the transient
analysis that will be conducted in order to reduce the amount of iterations required
per time-step.

Skewness

Cell skewness is an important quality measure for a generated mesh, since highly
skewed cells will cause convergence instabilities. The reason for the instability,
is that face fluxes are calculated under the assumption that the vector between
cell centers are normal to their common face. If a cell is skewed, this criterion
is not fulfilled and wrong variable values are calculated, preventing numerical
convergence.

The difference between an ideal equiangular cell and a skewed cell is seen in
Fig. 2.9.

Equiangular
Quad Cell

Skewed
Quad Cell

θe θmin
θmax

Figure 2.9: Ideal and skewed quad cell

The skewness values for the generated meshed presented in the next section is
calculated in the following manner:

Skewness = max
(

θmax − θe

180◦ − θe
,

θe − θmin

θe

)
(2.7)

Generated meshes

Not all meshes are created equally. Therefore, certain properties related to the
mesh quality must be tracked in order to avoid numerical and convergence issues.
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This section will contain a brief account of some of these properties for the meshes
used for both the steady-state as well as the transient analysis.

For the steady-state solutions, a mesh of high resolution is desired. A high
mesh resolution allows resolving small flow structures within the computational
domain, as well as ensuring a good numerical accuracy. The highest volumetric
cell density is found in the region near the turbulence inducing grid, to ensure
the flow structure is resolved in its wake. In order to conserve cells, due to cell
limitations and available computational time, high aspect ratio cells are used in the
downstream region of the cathode channel, as well as the region between the inlet
and turbulence inducing grid.

The structure of the mesh within the cathode flow channel and turbulence in-
ducing grid for the steady state analysis can be seen in Fig. 2.10.

Figure 2.10: Structure of the mesh inside a) Cathode flow channel a) Turbulence inducing grid

Number of
Cells

Max Skewness Average Skewness
Maximum

Aspect Ratio
Average

Aspect Ratio
Cell Height

(Viscous Region)

394,209 0.693 0.00187 253.19 14.883 0.04375 mm

Table 2.4: Mesh properties for steady-state analysis

In the transient analysis, unlike the steady-state, the solution field must be com-
puted in each time step of the analysis. Using the method of calculating a time step
shown in Eq. 2.35, a time step of 0.00004 sec is calculated. To achieve a 15 seconds
flow time, it requires 375 000 time steps with multiple iterations each time-step. To
do this with a mesh similar to the one in the steady-state analysis, several months
of computational time would be needed with the available hardware. This would
simply not be feasible within the allocated time frame. To reduce the computa-
tional time from months to days, a coarser mesh is used for the transient analysis.
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Figure 2.11: Structure of the mesh inside the cathode flow channel

A mesh region in the Z-Y plane used for the transient analysis is seen in Fig.
2.12.

Figure 2.12: Mesh near turbulence grid region used in transient analysis

Number of
Cells

Max Skewness Average Skewness
Maximum

Aspect Ratio
Average

Aspect Ratio
Cell Height

(Viscous Region)

59,837 0.8677 0.0442 122.29 9.1556 0.175 mm

Table 2.5: Mesh properties for transient analysis

2.2 Governing Equations and Models

In order to use Computational Fluid Dynamics, the equations that describe the
fluid motion must be implemented in a correct manner. Which equations are cho-
sen and how they are treated and solved will define the numerical method for the
case.

Also, the conditions that validates the usage of certain equations must be ful-
filled. Some of the most important conditions to consider, will be listed here:
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• Lagrangian or Eulerian framework.

Lagrangian: Individual fluid elements are tracked through time and space.
Meshfree method in a CFD case.

Eulerian: Fluid properties is a function of time and space u = f (x, t).
Fixed mesh in a CFD case.

• Compressible or incompressible flow.

If the variation in density for a flow has a significant effect on the gov-
erning equation, it must be accounted for. A good rule of thumb is that if
umax > Mach 0.3 then the air is treated as compressible.

• Steady or unsteady flow.

If flow variables are time dependent, the flow is unsteady and a transient
simulation must be performed. Otherwise, a steady-state solution can be
found.

• Viscous or non-viscous.

If the stresses caused by the fluids viscosity has a significant influence on
the solution, it must be accounted for. Otherwise it can be neglected.

• Turbulent or laminar flow.

The existence of turbulence within fluid flow has a significant impact on
important parameters, such as fluid mixing, heat transfer, pressure loss etc. A
compatible turbulence model must be used to account for these contributions.
The existence of turbulence can be predicted by evaluating the local Reynolds
number to the critical Reynolds number for the relevant flow scenario.

2.2.1 Governing Equations

The purpose of this report is to investigate the effect of a turbulence inducing grid
on heat transfer, so energy must be accounted for in the governing equations. In
Sec. 2.4, the velocity within the cathode channel was calculated to be 3.36 m/s,
so, air incompressibility can be assumed. Furthermore, a Eulerian framework is
used since there is only one fluid phase. Viscosity will be accounted for, although
viscous heating as well as gravity forces will be neglected.

Incompressible Navier-Stokes Equations

The equations describing the type of fluid flow mentioned above, is the incom-
pressible Navier-Stokes equations. In conservation form, using Einstein notation,
these equations are seen in Eq. 2.9 & 2.8 [7].
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Continuity:
∂ui

∂xi
= 0 (2.8)

Momentum: ρ
∂ui

∂t
+ ρ

∂

∂xj
(ujui) = −

∂p
∂xi

+
∂

∂xj
(2µsij) (2.9)

(2.10)

Where, sij is the strain-rate tensor:

sij =
1
2

(
∂ui

∂xj
+

∂uj

∂xi

)
(2.11)

In steady-state solutions, there is no change in variables with respect to time so
the term ρ ∂ui

∂t in the momentum equation will be equal to zero.

Energy Equation

Since the CFD problem contains heating and cooling of the fuel cell channel, the
energy equation in Eq. 2.12 is applied to both solid and fluid volumes.

Energy: ρCP

(
∂T
∂t

+ (u · ∇)T
)
= ke f f∇2T + SE (2.12)

Here, the variable ke f f denotes the effective conductivity of the material. For
the fluid phase, this variable will be the sum of both air conductivity k as well as
the additional conductivity due to turbulence kt, which will be calculated based on
the turbulence model implemented.

Incompressible RANS Equations

The Reynolds-averaged Navier-Stokes (RANS) equations is the time-averaged equa-
tions of the Navier-Stokes equations describing fluid flow. In order to obtain the
RANS equations, a Reynolds decomposition is performed.

The velocity and pressure term is decomposed into a mean and fluctuating
part.

ui = Ui + u′i, p = P + p′ (2.13)

Where, the mean and fluctuating velocities must satisfy:

ui = Ui, u′i = 0 (2.14)

p = P, p′ = 0 (2.15)
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Here, the overbar denotes that it is a time averaged value.

Using Eq. 2.13 in Eq. 2.8 & 2.9, the incompressible RANS equations are formulated:

Continuity:
∂Ui

∂xi
= 0 (2.16)

Momentum: ρ
∂Ui

∂t
+ ρ

∂

∂xj
(UjUi) = −

∂P
∂xi

+
∂

∂xj
(2µSij − ρu′iu

′
j) (2.17)

(2.18)

Where, Sij is the strain-rate tensor:

Sij =
1
2

(
∂Ui

∂xj
+

∂Uj

∂xi

)
(2.19)

The −ρu′iu
′
j term on the right side of Eq. 2.17, is known as the Reynolds stress

tensor, and contains six components in three dimensions. By decomposing the
Navier-Stokes equations into the RANS equations, six additional unknown vari-
ables are introduced. Since no additional equations have been gained, the model is
open and will need additional equations in order to become a closed set of equa-
tions. Several approaches to achieve this exist and is the turbulence model used
to close the RANS equations. The approaches that will be used for this case, are
introduced in the following section.

2.2.2 General Transport Equations

Looking at Eq. 2.8, 2.9 and 2.12 there is some obvious commonalities between the
equations. If a general variable φ is introduced to represent all scalar quantities
such as velocity, temperature etc. A general transport equation can be written in
the following form:

∂ρφ

∂t
+∇ · (ρuφ) = ∇ · (Γφ∇φ) + Sφ (2.20)

Rate of
increase of φ

+
Flow of φ out
of element

=
Increase of φ

due to
diffusion

+
Increase of φ

from sources
(2.21)

Where, Γφ is the diffusion coefficeient for φ. Eq. 2.20 is the transport equation
for φ and clearly highlights the various transport processes within an arbitrary
fluid or solid volume. This equation will need to be discretized with respect to
both time and space, in accordance to the finite volume method.
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2.2.3 Turbulence Modelling

The existence of turbulence for a fluid flow problem leads to complex interactions
at a wide range of time and length scales due to turbulent eddies. These effects
will need to be accounted for using a numerical method. The numerical methods
used for this purpose can roughly be divided into three categories.

RANS turbulence models: By taking the time averaged solution of the Navier-
Stokes equations, extra terms appear. These extra terms must be modelled using
additional equations. Classical turbulence models typically used are the k-ε, k-ω
and Reynolds Stress Model (RSM). A comparison of RANS turbulence models is
given in Tab. 2.6.

Large Eddy Simulation: Here the unsteady Navier-Stokes equations are space
filtered so that larger eddies are resolved while rejecting smaller eddies. The un-
resolved small eddies are included using a sub-grid scale model. This method
is more computationally demanding than RANS turbulence modelling since un-
steady equations need to be computed.

Direct numerical simulation: This approach requires computing both mean aswell
as fluctuating flow velocity due to turbulence. Unsteady Navier-Stokes equations
are solved with a mesh sufficiently fine to resolve even the smallest length scales.
The time step also needs to be small enough to capture even the highest frequency
fluctuations. This is the most computationally demanding approach that can be
used.

A preliminary turbulence model study was conducted. The steady flow veloc-
ity and temperature field was compared using a variety of the turbulence models
available in Ansys Fluent 19.2. The purpose of this study was to compare results
between turbulence modelling methods and rule out any method that produces
nonphysical or unrealistic results for this specific fluid flow problem.

In Fig. 2.13 velocity contours near the turbulence inducing grid and cathode
channel inlet is seen for every turbulence modelling method investigated. The
laminar results are used for comparison, since no turbulence modelling is used.

It should be mentioned that the k-ε model is the most widely used turbu-
lence model for industrial applications. However, k-ε models perform best at
high Reynolds number problems with fully turbulent flow structures. The local
Reynolds numbers within the cathode channel is in the range of 100-400 depen-
dent on the analysis. Therefore, k-ε is not well suited for this type of low Reynolds
number study and is excluded from the preliminary study.
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Eddy viscosity: Advantages: Disadvantages:

One equation
models:

Spalart-Allmaras µt = ρν̃ fv1

Very economical model
with good accuracy for
wall-bounded flows and
with mild seperation and
recirculation

Developed for
aerodynamic flows and
not general industrial
flows. Produces large
errors in some free shear
and jet flows.

Two equation
models:

k-ε µt = ρCµ
k2

ε2

Very robust model, most
commonly used model for
industrial flows. Good
accuracy for a wide range
of flows.

Inaccurate for many flows
with strong streamline
curvature, rotations and
low Re numbers.

k-ω µt = α∗ρ
k
ω

Can accurately model the
near wall region without
modifications, better than
k-ε for low Re
flows.

Sensitive to boundary values
of ω. Requires finer
mesh near wall boundaries.

k-ω SST µt = ρ
k
ω

Uses a blending function
to combine the advantage
of k-ε in the
outer layer and k-ω
in the inner layer of wall.
Not as sensitive to
boundary values as k-ω.
Considered the best RANS
model for bounded
aerodynamic flows and
heat transfer prediction.

More difficult to converge
than k-ε and k-ω.

Seven equation
models:

Reynolds Stress
Model (RSM)

µt = 0.9
k2

ε

Does not rely on isotropic
turbulence assumptions.
Each component of the
Reynolds stresses have a
transport equation.
Considered the most
general applicable
turbulence model available.

Less economical. 50-60% more
CPU time required per iteration
and more iterations needed for
convergence.

Table 2.6: Comparison of RANS turbulence models.
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Figure 2.13: Velocity contour plots near turbulence inducing grid using different turbulence models

From Fig. 2.13 similarities are seen between the k-ω SST, LES and Laminar
velocity contours. In the Reynolds stress model, the expected near wall velocity
gradient is not present in the turbulence inducing grid or the cathode channel.
The Spalart-Allmaras model produces some obvious unrealistic flow structures
downstream of the turbulence inducing grid.

Since heat transfer is the primary objective of this study, a directional tempera-
ture profile of the GDL can be seen in Fig. 2.14.

Fig. 2.14 also shows the Reynolds stress and Spalart-Allmaras model producing
significantly different temperature profiles than the other models. Based on what
is seen from both Fig. 2.13 & 2.14, the turbulence model that will be used for
the steady state analysis is k-ω SST and Large Eddy Simulation will be used for
transient analysis, in order to resolve some of the larger eddy formations.
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Figure 2.14: Directional GDL temperature plot using different turbulence models

Bousinessq Approximation

Joseph Bousinessq proposed in 1877 that the Reynolds stress tensor ρu′iu
′
j is pro-

portional to the mean rates of fluid deformation. This is expressed mathematically
as: [12]

τij = −ρu′iu
′
j = µt

(
∂Ui

∂xj
+

∂Uj

∂xi

)
− 2

3
ρkδij (2.22)

Where, k is the turbulent kinetic energy (TKE) equal to
1
2
(u′2 + v′2 + w′2), µt is

the eddy or turbulent viscosity and δij is the Kronecker delta (δij = 1 if i = j and
δij = 0 if i 6= j).
A commonly used non-dimensional variable used to quantify the amount of tur-
bulence is the turbulent viscosity ratio µt/µ which is simply the ratio between the
turbulent viscosity calculated under Bousinessq approximation and the molecular
dynamic viscosity of the fluid.

k-ω SST

The k-ω Shear Stress Transport (SST) model was developed to combine the strength
of the k-ω model in the near-wall region with the k-ε in the turbulent far field re-
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gion. To achieve this, both models are multiplied with a blending function and
added together. This blending function is 1 in the near-wall region and activates
the k-ω model, while approaching zero away from the walls. Furthermore, the tur-
bulent or eddy viscosity is modified to account for any transport of any turbulent

shear stress. The eddy viscosity is calculated as µt =
ρk
ω

in the k-ω SST model. ω

here is the specific dissipation rate of turbulent kinetic energy (k).
The transport equations for k and ω are seen in Eq. 2.23 & 2.24:

ρ
∂

∂t
(k) + ρ

∂

∂xi
(k · ui) =

∂

∂xj

(
Γk

∂k
∂xj

)
+ Gk −Yk (2.23)

ρ
∂

∂t
(ω) + ρ

∂

∂xi
(ω · ui) =

∂

∂xj

(
Γω

∂ω

∂xj

)
+ Gω −Yω + Dω (2.24)

In these equations, G is the generation, Y the dissipation and Γ is the effective
diffusivity of k or ω.

Large Eddy Simulation (LES)

In fluid flow problems where large eddies interact significantly with the mean flow,
the Bousinessq Approximation is no longer valid due to the anisotropic nature
of large eddy formation. The best option for such problems would be a Direct
Numerical Solution (DNS) approach, where all length and timescales of turbulent
eddies are resolved. However, due to the computational power this would require
this is often not feasible. Large eddies are dependent on the flow and geometrical
conditions, whereas small eddies are universal and mostly independent of flow or
geometry. Therefore, large eddies are directly resolved, while small eddies and
their effect on the large eddies are modeled using a sub-grid scale model.

In LES a spatial filter function G(x, x′, ∆) is applied to the unsteady Navier-
Stokes equation in the defined domain:

φ(x, t) =
∫

Domain
φ(x′, t)G(x, x′, ∆)dx′ (2.25)

Where,
φ(x, t) is the filtered funtion (overbar means spatial filtering not time averaging)
φ(x′, t) is the unfiltered function

The variable ∆ defines the filter cutoff width which can take any user defined
value. However, when using the finite volume method, it does not make sense to
choose a value smaller smaller than the cell size used in the mesh, meaning that
FVM applies an inherent filtering to the LES method. This inherent filtering due to
cell size is commonly the only filtering method used, and is also what is used for
this case.
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2.3 Numerical Method

2.3.1 Spatial Discretization

The integral form of Eq. 2.20 for an arbitrary control volume is as follows:

∫
CV

∂ρφ

∂t
dV +

∮
(ρuφ) · d~A =

∮
(Γφ∇φ) · d~A +

∫
CV

SφdV (2.26)

Eq. 2.26 is applied on each cell in the computational domain. An example cell
is given below in Fig. 2.15. Cell discretization of Eq. 2.26 yields the following
equation:

∂ρφ

∂t
V +

N f aces

∑ (ρ f ufφ f ) · ~A f =
N f aces

∑ (Γφ∇φ) · ~A f + SφV (2.27)

C0

C1f
𝒓𝒓𝟎𝟎 𝒓𝒓𝟏𝟏

𝑨𝑨𝒇𝒇

Figure 2.15: Control volume example for spatial discretization

φ is only calculated and stored at cell centers, but in Eq. 2.27 the value φ f is
evaluated at the face and is required for the convection term. To evaluate these val-
ues, an interpolation scheme must be used. A computational cheap and common
scheme to use is the first order upwind scheme, were φ f is simply equal to the cell
center value upstream. For further numerical accuracy, the second order upwind
scheme will be used. Face values are hence evaluated according to the expression
in Eq. 2.28:

φ f = φ +∇φ ·~r (2.28)

2.3.2 Temporal Discretization

During transient simulations, the general transport equation must be discretized in
both space and time. The spatial discretization for transient simulations is identical
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to what was described above, temporal discretization however requires integration
of every term in the general transport equation over a time step ∆t. The time
evolution of φ can be expressed:

∂φ

∂t
= F(φ) (2.29)

Where, F(φ) is any spatial discretization as the one seen in Eq. 2.15. A first order
implicit temporal discretization, using a simple backward difference approach, will
then be expressed:

φn+1 − φn

∆t
= F(φn+1) (2.30)

For more numerical accuracy, a bounded second order implicit time integration
will be used. "implicit" integration means that φn+1 in any given cell is related to
φn+1 in neighboring cells through F(φn+1). This allows for iteratively solving each
time step, before moving on to the next. It also makes the solution unconditionally
stable for any step size. The temporal discretization that will be used is expressed
as:

∂φ

∂t
=

φn+ 1
2
− φn− 1

2

dt
(2.31)

φn+ 1
2
= φn +

1
2

βn+ 1
2
(φn − φn−1) (2.32)

φn− 1
2
= φn−1 +

1
2

βn− 1
2
(φn−1 − φn−2) (2.33)

Where, β is a bounding factor at that time level for turbulent flow parameters
i.e. turbulence kinetic energy, dissipation rate and specific dissipation rate.

Calculation of time step

As mentioned above, when using implicit time integration, the solution is uncondi-
tionally stable for all time steps. However, in order to get realistic results, there are
some good practices to follow. It is important that the temporal resolution matches
or exceeds the spatial resolution. Based on the Courant–Friedrichs–Lewy or CFL
condition, this statement can be expressed: [5]

∆t ≤ ∆x
U

(2.34)

Where, ∆x is the largest edge length of a cell and U is the local average velocity.
To account for deviations from the average velocity, a good approximation for ∆t,
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which will be used to calculate the time step, will be:

∆t ≈ ∆x
2U

(2.35)

The quite strict restriction on the time step in Eq. 2.35 is only required for LES.
Unsteady RANS equations have different time step requirements. However, only
transient LES will be performed in this report so this restriction will be applied to
calculate the time step.

2.3.3 Solution Algorithm

In Sec. 2.2.1 the incompressible Navier-Stokes equation were introduced, and in
three dimensions they would yield four equations with four unknowns u, v, w and
p. Intuitively this should be an easy set of equations to solve. However only equa-
tions for u, v, w exists since the continuity equations is more a restriction on the
momentum equation than an equation that can be solved. To overcome this prob-
lem, a solution algorithm can be used which has the following two key functions:

1. Derive an equation for the pressure p from the momentum and continuity
equations.

2. Make a corrector for the velocity field, in order to satisfy the continuity equa-
tion.

Several popular algorithms exist such as SIMPLE, SIMPLEC, PISO and COUPLED,
which each have their own advantages and disadvantages dependent on the appli-
cation. For this study, the ANSYS Fluent default solver will be used, which is the
SIMPLE algorithm.

SIMPLE Algorithm

SIMPLE or Semi-Implicit Method is an iterative solving algorithm used for pressure-
velocity coupling. Essentially, it functions as a guess and correct procedure for
pressure calculations. The full explanation and derivation of the processes used in
the SIMPLE process will not be presented in this report, but the general idea of the
algorithm is seen in Fig. 2.16.



2.3. Numerical Method 37

START

1. Solve discretized 
momentum 
equations

2. Solve pressure 
correction equation

3. Correct pressure 
and velocities

4. Solve all other 
discretized 

transport equations

Update initial guess 
with calculated 

values

Solution 
converged?

STOP

Initial 
Guess

Figure 2.16: Flowchart of the SIMPLE algorithm used





Chapter 3

Results and Discussion

In this chapter the results from the conducted CFD studies will be presented and
discussed. The presentation of results will be divided into two main sections,
steady-state results in Sec. 3.1 and transient results in Sec. 3.2. Due to limited
amount of computational time available, the same mesh could not be used for
the transient simulations as for the steady-state, so a direct comparison between
steady-state and transient solutions will not be performed.

Results will be presented using three key parameters: velocity, temperature and
turbulence intensity. The turbulence intensity is the fraction of the velocity fluctua-
tions with respect to a reference velocity, and is a common way of normalizing the
turbulence level into a non-dimensional parameter. Turbulence intensity is defined
as:

I =
u′i

Ure f
(3.1)

Where, u′i is the root mean square of the velocity fluctuations and Ure f is a reference
velocity set in the ANSYS Fluent reference values task page. This value was left
unaltered at its default value of 1 m/s. When performing a steady-state analysis,
u′i can be estimated from the turbulent kinetic energy k in the following manner:

u′i =

√
1
3
(u′x2 + u′y2 + u′z2) =

√
2
3

k (3.2)

Combining Eq. 3.1 & 3.2, we get the expression for turbulence intensity used in
the calculations that will be presented:

I =

√
2
3

k

Ure f
=

√
2
3

k

1 m/s
(3.3)
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3.1 Steady-state

Steady-state results were obtained in order to determine the effectiveness of a tur-
bulence inducing grid and its location in relation to the inlet of the cathode flow
channel. The mesh, boundary conditions and method used for the analysis was
presented in Ch. 2. A tight convergence criterion was used, meaning that the
variation for all residuals was below 10−4 before calculations were stopped.

3.1.1 Effect of Turbulence Inducing Grid and Its Location

To evaluate the effect of the turbulence inducing grid and its distance from the
cathode flow channel, contours are shown in the planes seen in Fig. 3.1. Ad-
ditionally, XY-plots are shown to better evaluate the directional development of
important variables within the cathode flow channel.

Figure 3.1: Location of contour planes in the computational domain
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Contours in the Z-X plane

Figure 3.2: Velocity contours in the Z-X plane in fluid domain (y=1 mm)
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Figure 3.3: Turbulence intensity contours in the Z-X plane in fluid domain (y=1 mm)

Figure 3.4: Temperature contours in the Z-X plane at GDL solid-fluid interface (y=0.175 mm)



3.1. Steady-state 43

Contours in the Z-Y plane

Figure 3.5: Velocity contours in the Z-Y plane (x=0.85 mm)

Figure 3.6: Turbulence intensity contours in the Z-Y plane (x=0.85 mm)
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Figure 3.7: Temperature contours in the Z-Y plane (x=0.85 mm)

Contours in the X-Y plane

Figure 3.8: Temperature contours in the X-Y plane along the length of the cathode channel (L=70mm)
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X-Y Plots
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Figure 3.10: Development of turbulence intensity and turbulent viscosity ratio at y=1 mm along the
symmetry plane in cathode channel
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3.1.2 Results Summary

The effect of the turbulence inducing grid is clearly seen as an uneven velocity dis-
tribution in the wake of the grid which produces turbulent kinetic. This results in a
better heat conduction away from the solid surfaces, which lowers the temperature
of the solid while increasing the air temperature. The lower temperature in the
cathode channel entrance region is clearly seen in Fig. 3.4 & 3.7.

The temperature profile for both solid and air is better seen in Fig. 3.8 where
a cross-section in the X-Y plane of the cathode flow channel is shown at various
length of the channel for the no grid base case and with a 2.5 mm distance tur-
bulence inducing grid. It is clearly seen that the temperature gradient of air is
reduced by the grid until around halfway into the cathode flow channel (z=L/2).
The basic relation for heat transfer by convection is: Q̇ = hA∆T where h is the
convective heat transfer coefficient, A is the surface area and ∆T is the temperature
difference between the wall and the air layer adjacent to the wall. The turbulence
inducing grid is expected to increase both the convective heat transfer coefficient
as well as the temperature difference due to increased fluid mixing in the cathode
channel.

To summarize the results using some key variables, the maximum and average
temperature measured in the computational domain is presented in Tab. 3.1.

Maximum temperature
(Solid)

[◦C]

Average temperature
(Solid)

[◦C]

Pressure loss
[Pa]

Relative difference from
No Grid case

No Grid 86.42 71.06 38.13 0.00% / 0.00% / 0.00%
10 mm 86.29 71.08 41.24 -0.15% / +0.03% / +8.16%
5 mm 85.75 70.43 41.22 -0.77% / -0.88% / +8.12%
2.5 mm 84.90 68.53 42.00 -1.75% / -3.57% / +10.14%

Table 3.1: Steady state results

From Tab. 3.1 both the maximum and average temperature decreases when a
turbulence inducing grid is used. However, a pressure loss of around 3 to 4 Pa is
seen for all cases with a grid. The effectiveness of the grid with a 10 mm distance
between the grid and cathode channel inlet is very low since only a negligible
decrease in temperature is seen while still increasing the pressure loss. The 2.5 and
5 mm distances lowers the average operating temperature by around 2.5◦C and
0.5◦C respectively.

In conclusion a turbulence inducing grid, located 2.5 mm away from the cath-
ode flow channel produced the most significant decrease on operating temperature
of around 2.5◦C at an increased pressure loss of around 4 Pa.
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3.2 Transient

Based on the results from Sec. 3.1 a measurable difference in operating temperature
was seen between the no grid and 2.5 mm case. In this section, these two cases will
be compared in transient operation. A total of 15s flow time was calculated, and
was initiated from a steady-state solution using the k-ω SST turbulence model. The
mesh used for the transient simulation is significantly coarser than what was used
for the steady-state solution, in order to achieve a feasible computational time since
375000 time steps was needed (See Sec. 2.1.3).

The reasoning behind the transient study is to investigate the hypothesis that a
fluctuating velocity profile within the cathode channel will lower the thermal resis-
tance between the wall and fluid, which has been observed in other studies. Two
sinusoidal velocity profiles is used as the inlet boundary conditions and calculated
for both no grid and 2.5 mm cases. Both profiles has a period of 10s but with
varying amplitudes (See Fig. 3.11).
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Figure 3.11: Velocity profiles used for the transient analysis

Time dependent velocity and temperature contours will be presented, as well
as time series data from points at the inlet and outlet of the cathode channel. The
locations where data will be obtained is seen in Fig. 3.12.
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(a) Cathode channel outlet (b) Cathode channel inlet

Figure 3.12: Locations where transient time series data will be evaluated

Four points are seen in Fig. 3.12, two at the cathode channel inlet and outlet.
The point marked with a yellow ball is placed at a height of 0.175 mm, which means
it will measure variables at the solid interface between the GDL and fluid domain.
The cyan ball is placed at a height of 1.4375 mm, placing it in the geometric center
of the cathode flow channel in the fluid domain. These four points should give
an accurate representation on the effect on both the entrance and outlet region of
the cathode channel. Intuitively, it is expected that the highest temperatures will
be at the outlet region since fluid will be gradually heated as it passes through
the cathode channel, reducing the temperature difference and by extension the
convective heat transfer from solid to fluid.

Results from the transient analysis are presented below.
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3.2.1 Effect of Time Dependent Velocity Inlet Under Transient Operat-
ing Conditions

Time dependent velocity contours

Figure 3.13: Velocity contours near the cathode channel inlet in the Y-Z plane at x=0.85 mm
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Time dependent temperature contours

Figure 3.14: Temperature contours near the cathode channel inlet in the Y-Z plane at x=0.85 mm
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Temperature time series at Cathode Channel Inlet
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Figure 3.15: Temperature time series at cathode channel inlet for a) GDL b) Air

Temperature time series at Cathode Channel Outlet
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Figure 3.16: Temperature time series at cathode channel outlet for a) GDL b) Air

3.2.2 Results summary

In the transient analysis two cases with two unique velocity profiles were simulated
with a flow-time of 15s. In Fig. 3.13 & 3.14 the changing velocity and temperature
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is seen at different times of the simulation. At 2.5s the velocity is at its highest and
should result in the lowest temperatures, which is seen for both velocity profiles
but more pronounced for velocity profile 2. The effect of the fluctuating velocity
profiles is better seen in the time-series plots of Fig. 3.15 & 3.16. The effect of
the grid is clearly seen in Fig. 3.9b where the temperature fluctuates significantly
when a grid is used due to rapid mixing in the entrance region of the cathode
channel. For the no grid case, the temperature is constant at 20◦C since no fluid
mixing has occured at that point. In general, temporal temperature fluctuation are
much higher when a grid is used compared to the no grid case.

At the inlet of the cathode channel, the time averaged temperature of the GDL
is 2◦C lower than the steady-state solution when using velocity profile 2. At the
outlet this effect is not as strong, and the time averaged temperature is only 0.3◦C
lower. In Tab. 3.2 the maximum, minimum and time averaged temperature of the
GDL at both inlet and outlet are listed for both velocity profiles, as well as the
steady state temperatures.

Maximum
temperature

(GDL)
[◦C]

Minimum
temperature

(GDL)
[◦C]

Time-averaged
temperature

(GDL)
[◦C]

Steady-state
temperature

(GDL)
[◦C]

Inlet 46.74
Vel. Profile 1 46.74 45.4 45.39
Vel. Profile 2 47.22 42.15 44.71

Outlet 84.94
Vel. Profile 1 85.05 84.51 84.7
Vel. Profile 2 86.13 83.8 84.66

Table 3.2: Maximum, minimum and time averaged temperature of the GDL at the inlet and outlet of
the cathode channel

In conclusion, the effect of a fluctuating velocity profile has an impact on the
average operating temperature of the fuel cell channel. Based on the results seen
in Tab. 3.2, velocity profile 2 outperforms velocity profile 1 in terms of lowering
the time-averaged temperatures. A decrease of 2◦C is seen at the inlet and 0.3◦C at
the outlet.
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Conclusion and Future Work

4.1 Conclusion

This thesis is about the cooling strategy feasibility of using a turbulence inducing
grid on an air-cooled PEM fuel cell stack. Heat is released because of the irre-
versible polarization losses and internal resistances in the fuel cell stack. Using
the known polarization curve of a fuel cell stack, the heat flux during operation
at a current density of 0.4 A/cm2 was calculated to be 2587 W/m2. This release
of heat increases the temperature of the membrane electrode assembly (MEA) and
bipolar plates, resulting in a loss of energy efficiency and the deterioration of fuel
cell materials.

In an air-cooled PEM fuel cell, heat is removed by air in the cathode flow chan-
nel. The airflow inside the channel is usually laminar in nature with a Reynolds
number in the range of 100-400. It is well known in fluid mechanics that the con-
vective heat transfer is increased when the fluid is in a turbulent state, due to
the presence of eddies which increases mixing and by extension heat and mass
transfer. Previous experiments have shown that a turbulence inducing grid, could
increase the power density of a fuel cell stack by over 30% as a direct consequence
of the increased convective heat transfer.

A CFD study was conducted to see if the increase in heat transfer seen in ex-
periments could be replicated numerically. Results showed that the average tem-
perature of the Gas Diffusion Layer (GDL) inside the MEA, and the bipolar plates
could be reduced by 2.5◦C by installing a turbulence inducing grid at a distance
of 2.5 mm from the cathode channel inlet. However, a additional pressure loss of
approximately 4 Pa is added to the system, which is a relative pressure increase of
10% compared to not using a grid. It was also investigated whether a fluctuating
velocity profile, would further reduce the thermal resistance between the cathode
channel walls and air and result in a lower operating temperature. Results showed
a further reduction of 2◦C in the time-averaged temperature of the GDL near the

53
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entrance region of the cathode channel and 0.3◦C at the outlet, when compared to
the steady-state solution. A sinusoidal wave velocity profile with a mean value of
1.05 m/s with a ±50% amplitude and a period of 10 seconds was used as the inlet
boundary condition to achieve this reduction in operating temperature.

4.2 Future Work

Based on lessons learned from this thesis, the following points could be incorpo-
rated into any future work dealing with a similar problem:

• Heat flux as a function of average temperature in the solid domain could
be used as a user defined boundary condition for transient simulations. A
function for this relationship would need to be developed.

• Periodic boundary conditions could be applied to better model the stacked
nature of fuel cell channels.

• Anode flow channel could be added to the computational domain using,
since this also functions as a heat sink for the fuel cell channel. However,
there is only a low flow rate of hydrogen compared to air at a stoichiometry
of 50, so it would be a minimal effect.

• If an entire fuel cell stack is modelled, the convective and radiating heat
transfer to the surroundings should be modelled. This would result in higher
temperatures in the center of the stack.

• The GDL could be more accurately modelled as an an-isotropic porous me-
dia.

• Contact resistances between the GDL and bipolar plates should be modelled.

• If computational time and hardware allows, a more refined mesh should be
used for transient simulation.

• An experiment could be performed in order to calculate the amount of tur-
bulent kinetic energy in the wake of a turbulence inducing grid. This would
help verify and calibrate the CFD model.

• The Reynolds Stress Model of turbulence, showed the largest differences in
temperature between a grid and no grid. The model was deemed inaccurate
for this case due to the appearance of unrealistic flow structures near wall
boundaries. More time could have been used in examining this turbulence
models validity for the flow problem. The Stress-ω version is probably the
best candidate for this type of flow.
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