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Abstract

Geodita has become ottee fundamental foreein the world today, valuable to all industries
and government bodies. Just like any product or asset, its value or usefutaiestige of

its quality or validity.The field of remote sensing is continually growing, the data it previde
is utilised in a multitude ofapplicationsacross all sectorsThis thesis focuses on
Geographical spatialata, specifically water bodie$his data can be usdd various land
management operatiosachasdisaster responsprecision farmingnd even used to inform

government policy decisions, to name a few.

This study explores the subjeat data quality.Denmark is one of the leaders in open
geogaphical data, its quality or accuracy is relatively unknown and subject to scrutiny. This
thesis examines the o6l aked or water body da
framework for cooperatio between municipalities arel Data Security and Enhancemnt

Board (SDFE) on the establishment and maintenance of ianwade publicsector

geographic data.

The method used in assessing the quality of data is the combination of remotely sensed data
provided by ESAO6s recentl ymmauacdhedasaecaxdneh

developed machine learning algorithm Catboost.

The results proved to be interesting, with a 28% of the sample data set to be Mrisng.

figure is subject to bias, due to the seasonal chafgester bodiesCatboost was shown to

be an effective tool for assessing the quality of geo spatial dathsetsclusiorthis isa
significant result and opens the doopen for fu

datasets.
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1 Introduction

The Quality of Data n an information age is essentia¢ing aware of thievel of quality is
a necessarparameter in determining the overall significance of a dataset. Errors in spatial
data can result in a number of problems depending on the utilisation of therdata

inaccurate land management practices to flawed disaster prevention methods.

The field of machine learning provides boundless opportunity for the manipulation, editing
and analyss of largedata sets, a machine learning approach to assessing the quspbiyialf

data may provide a significant development within the afespatial analysis.

The following chapter of this report will provide the background theory and research in the
fields of remote sensing and machine leagnielevant to this thesis stydconcluding with

the projects problem statement and research questions.
1.1 Background

Generally described, remote sensing is a met
information about an object without the instrument used to collect thebdetg in direct
contact wit h,nd) &emotb sepsors acquife El&aAby recording the energy

that is reflected or emitted from Earth. These sensors can be installed on multiple platforms

from satellites to aircraffFigure 1)

Remote sensorsan either be active or passive. Passive sensors measure external stimuli.
They detect natural energy that is reflected or emitted from the Earth's surface. The most
common source of radiation detected by passive sensors is reflected sunlight,(NOAA

In contrast, active sensors use internal stimuli for earth data collection, precipitation radars



are a form of active sensor systems. The precipitation radar measures the radar echo from
rainfall to determine the pPNARACNd) Thisprojecon r at e

will only use passively sensed data.

Remote sensing has a unique advantages over other forms of environmental measurement
methods. These advantages include the estimation of parameters and surface/subsurface
properties without dect contact with the area of measurement (i.e.;ineasiveness); the
capability of making remote observatiqfigure 1) thereby preventing risks for the operator

and reducing costs of in situ measurements; the possibility to revisit in time anadwaarry
iterative workflows of data analysis for the purposes of monitoring and condition assessment

(e.g., multitemporal change detection) (Tapete 2018).

The number of fields applicable to remote sensing are many, from coastal, Oceanic, Hazard
assessmentsid natural resource management. The technology is constantly advancing and

provides the bas for copious amounts of advancemant analysis.

o

e =N ] g “»
Figure 1 Remote sensing platforms. An instrument (i.e., sensor or scanne
mounted on an aircraft or satellite that records data about the target scer

object, usually electromagnetic datéhorram, 2012)
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1.2 The Electromagnetic Spectrum

Electromagnetic radiation (EMR) is defined aselergy that moves witthé velocity of

light in a harmonic wave pattern (i.e., all waves are equally and repetitively spaced in time).
Visible light is just one category of EMR; other types include radio waves, infrared, and
gamma rays. Together, all of these types compriselécad@magnetic spectrum (Figure 2).

As illustrated by Fig2, the different forms of EMR vary across the spectrum in terms of both

wavelength and frequengiKhorramet al, 2012).

Wavelengths the distance between the positions in two wave cyalee frequency is the
number of wave cycles passing the same point in a given time period (1 cycle per s = 1 Hertz,
or Hz). The mathematical relationship between wavelength and frequency is expressed by
the following equation: C = km, where k is wavelength, fr@guency, and C is the speed

of light (which is constant at 300,000 km per s in a vacuum). Visible hgbtesentsnly a

small portion of theelectromagnetic spectrum, it rangesvavelength from about 3.920°

"m (violet) to 7.5 x 10’ m (red), ad hascorresponding frequencies that range from 7.9 x

10"to 4 x 16*(figure 2).

In remote sensing, an instrument (i.e., sensor or scanner) is mounted renadinagisatellite

that documentgsformation about objectsr@reas on the ground. Usualthe data records

the levelof electranagnetic energy thdhe targethas. The extendf the geographic area

capturel depends on t he s enandthéallitude ehie traftinavlich s peci f

it is mounted.

When EMR comes into contagith matter(i.e., any object or material, such as trees, water,

or atmospheric gasesihere are a number of interactions that can ocabgsorption,



reflection, scattering, or emission of EMR by the matter, or transmission of EMR through

the matter. Remote s&ng typically is concerned with theecording and detectioof

reflected and emitted EMREvery object or material has particular enmassiand/or
reflectance propertycollectively known as its spectral signature, which distinguishes it from

othe objects and materials. Emot e sensors are attuned to

signaturesoo

Spectral data can be recorded in two formetalog (i.e., aerial photographs, popular before
the digital erqaor, more commonly, digital format (i.e., a tdgnensionalmatrix, or image,

composed of pixels that store EMR values recorded by a satetitated array) (Jensen

2005).
THE ELECTROMAGNETIC SPECTRUM
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Figure 2 Electromagnet spectrum(NASA,n.jl



Furthermore,sensors can be put into two categories; passive oreaséinsorsPassive
sensors ;ite more populacategoy of sensors presently in operation around the gleoerd
naturally occurring EMR that is either reflected or emitted from areas and objects of interest.
In contrast, active sensé@such as microwavg.e., RadioDetection and Rangingy radar)
system8 send artificial EMRtoward the features of interest and then record how much of

that EMR is reflected back to the system (Jensen 2005).

1.3 Data Resolutions

Remotely sensed data is primarily describedduy fypes of resolutian

1.3.1 Temporal Resolution

The temporal resolutiostipulatesthe revisiting frequency of satellite sensor for a target

location.The following is an example of the temporal resolution categories.

A High temporal resolution: < 24 how8 days
A Medium temporal resolution: 416 days

A Low temporal resolution: > 16 days

The revisit value refers to the periofitime it takes a satellite to complete @oenpleteorbit

of the earth. The revispgeriod can rang&dom 24 hours to over 16 dsyconsequentlyhe
completetemporal resolution of a remote sensing systethasequivalento the periodt
takes the satellite to recotige exacidenticalarea at the same angle a second.tiiigh an
increase in overlaplue toincreasing latitudesra the amounof overlap n the imaging
swaths of parallel satellite orbits, specdieas of the earth can be monitored more regularly

Satellites cancorrespondingly focus their sensors to the tam@yeia between different



satellitespathsdividedby peiods from one to five days. The tempbresolution depends on

multiple factors, including swath overlap, satellite capabilities and latitude.

Thetime of day or season has a large influence on sateli#tges. Specific target bodies can
vary swiftly over time, for instance the tideseffect the sea, constantly expandiagd
withdrawing or alternativelydeciduous forests may logeetr leaves during winter causing

it to be hardeto accuratelyistinguishgreen vegetation.

1.3.2 Spectral Resolution

The sensos spectral resolutiodetails the amoundf spectral bands (red, green, blue, NIR,
Mid-IR, thermal, etc.)n which the sensor can record EMRoweverthe number obands
is not the only fundamentaharacteristiof spectral resolutianThe frequency ofhe bands
in the electromagnetic spectrumngportant as mentioned in section 1he following are
examples of three spectral resolution levefsgh spectral resolution with 220 bands,

Medium spectral resolution containiBg15 bandsndLow spectratesolution with 3 bands.

The sensitivity of sensors to minor alterations in electromagnetic energy. The greater the
radiometric resolution of a sensor, the more sensitive it is to detecting small variances in

reflected or emitted energy.

1.3.3 Spatial resolution

The spatial resolution detaithe pixeldimensionsof satellite images covering the earth
surface(figure 3) In aerial photography, is associatetb the image detail and the level at
which minor objects can be detectedthin the imag. The spatial resolutioof black and

white (1 Band) aerial photographs ranges from 40 to 800 lines pairs pef henhighetthe



resolution of asensing system, the more effectiviig outline of objects on the ground can

beobservedThe spatial resolution of an image depends on

The image scale facteispatial resolution decreases as the scale factor increases.

Thevalueof the optical system

The grainassemblyof the photographic film

The contrast of thaniqueobjects

Atmospheric scattering effeciscan causeeduced comast and resolution

Image motioni the relative motion between the ground and sensor can cause

To o To o To I

misrepresentation

The mostinconstantfactor beng the atmosphere, which is difficuti forecast and varies

commonly(Jensen 2009)

Pixel Size (Resolution)

130 Meters | ~5 Meters l1 Meter

Pixel Output (Display)

Figure 3. Pixel size illustration $akllite Remote Sensing Systems,)

30 Meters




1.3.4 Radiometric resolution

Radiometric resolution ifieamountof data in a pixel and measunedunits of bits. A single
bit of informationsignifiesa binarydeterminatiorof yes or nowith a numericalvalue of 1
or 0 (Tempfli et al., 2009Black and white images fno digital cameras are usuaity8 bits,
with a valuerangeof 0-255 todenotethe information. Colour imageggularlyhave three
channels in 8 bits, each channel has a value for red, green anthhloessonthey create the
observedcolour and thestrergth of each channetontrolsthe shade, it is &echniqueof

additive colour mixing.

A radiometric resolution of 11 means the pixel has 2048 possible intensities of bhie, 12
resolution represents 4,096 shades of blue, and 14 bits represents 16,&34o$Hzde.
While increasing radiometric resolution equals a larger range for the pixel, it does not

automatically mean that it is the best choice.

When designing a camera tequilibrium of thequality of the image against how many
images you will be able store,due to limited storage. The same balancgesiredwhen
determining the desired radiometrisotution for a satellite image, so that the image quality

is balanced with itsaformationcapacity



1.4 Earth Observation Satellite systems

Earth olservation satellites vary according to itherbit path, the payload, and from the
perspectiveof the imaging istrument, the data typespectracharacteristics and the swath
width of the sensors. All of these pareters are seht the beginning of the igsion

depending on the applicatiarf the satellite.

For example,n order to monitor the weather at large scales and high frequency, it is
convenient for a satellite to be in a geostationarit.dénabling a continuougew of almost

an entire hemismre. Havever, as the orbit is a considerable distance above the earth
(approximately 3®00 km) a high spatiaésolution is difficult to obtain. But for applications
suchas the tracking of clouds over continents, a highiagp&solution is not requiredESA,

n.d.)

For tasksrequiring high resolution imagery ofspecific area, such as the monitorirfgao
glacier lake, or thesurveyingof buildings destroyed by a natural disasegrhighspatial
resolution instrumenwould be required. Such a sensauld typicallyhave a narrow swath

and be on a sdtige at Low Earth Orbit oLEO (such asheQuickBird satellitevhich 600km
above the earjhIn such an orbit it is not possible to continuously monitor the same area,
because of theonstant motiorof the satelliterelative tothe Earth. Imges can only be

acquired over the satellites path.

This analyssfocuses on the study of land observatgpecifically water body detectioRor
example, mderateresolution Imaging Spectroradiometer (MODIS) imades/e been
widely used to map water bodies both global and regional seal. Carroll et al(2009)

developed global raster water mask at 250resolution frora MODIS dataset.Feng egl



(2012 used MODIS images between 2000 and 2010 to estimatietitechanges of Poyang
Lake.Huang et al(2012) monitored water surface changesing longterm MODIS data
time series For regional studies, images provided by the Thematic Mapper (TM), the
Enhanced Thematic Mapper Plus (ETM+) and the latest Operatiandlmager (OLIfrom

theLandst series satellites are widely used

Using multitemporal Landsat TM and ETM+ imageui et al (2008)nodelled the spatial

and temporal change of Poyang Lakandsat OLI images were used Dy et al (2014)to

extractwater body maps at subareas over the Yangtze River Basin and Huaihe River Basin

in China Additionally Rokni et al (2014)extracted water features amwnitored differences

using LandsaT™, ETM+ and OLI imagesWhen ompared to MODIS, the Landsat TM,

ETM+ and OLI images have much highgpatial resolutions (30 m) and can extract open

water bodies with greater detaihd accueicy Ho we v e r Landsatdos spati al
are still not highenough toadequatelyidentify smallersized open watebodies, sug as

narrow drains and small pools. Commercial satellite syssemsisas SPOT6/7, IKONOS and

Quick-bird, enablethese smaikized water bodies toe mappedBut come at a substantial

cost.

ESA launched a new optical higdpatal resolution satellite, Semiel 2 on 23 June 2015.

Sentinel2 can provide systematic global acquisitions of fine spatial resolomidispectral

images with a high temporal resolutjoneeting the requirementtsr the next generation of

operational products, such as land cover méps] cover change detection maps and
geophysical vaables (Drush et al., 2012, Pesaresi et al., 2016 & Immitzer)20hé

Sentinel 2 images has the potentiabte o f great significance for

mapping, due to its appealing properiies., the 10m spatial resolution for four bands and

10



the 10day revisit frequency) and freely available dats shown in Table 1, the Sentirel
multispectral image has 13 bands in total, in which four bands (blue, green, red and NIR)

have a spatial retution of 10 m and six bands have a spatial resolution of 20 m.

Tablel Spectral bands for the SENTINELsensors (S2A & S2BSA 2018)

Band Central Bandwidth Central Bandvidth Spatial
Number wavelength (nm) (nm) wavelength (nm) (nm) resolution (m)
1 443.9 27 442.3 45 60
2 496.6 98 492.1 98 10
3 560 45 559 46 10
4 664.5 38 665 39 10
5 703.9 19 703.8 20 20
6 740.2 18 739.1 18 20
7 782.5 28 779.7 28 20
8 835.1 145 833 133 10
8a 864.8 33 864 32 20
9 945 26 9432 27 60
10 1373.5 75 1376.9 76 60
11 1613.7 143 1610.4 141 20
12 2202.4 242 2185.7 238 20

11



1.5 Water bodies and remote sensing

Waterbodyextraction has become a very important part of remote sensing science as water
monitoring plays an importanble in water resource management. Duth&r basic ability

to retain store, clean and evenly provide water, as well as their distinctive features such as
still-water bodieslakes, reservoirs and wetlandsnstitute essential components of the
hydrologcal and biogechemical water cycles influencing significaaspects of ecology,
economy and humamelfare.Knowledge of the distribution of lakes, reservoirs and wetlands

is therefore of great interest to many scientific disciplines (Alderman et al., BObA et

al., 2008, Sun et al., 2012).

Remote sensors have become a routine approdeindsurface water monitoring because

the acquired data can provide macroscopic, -treed, dynamic and co#ffective
information, which is considerabdifferent fran conventional in situ measurements (Chen

et al., 2004). Different methods, including sirbknd density cutting (Jain et al, 2005)
unattended and monitored classification (Sivanpillai, 2010; Sheng et al., 2008) and spectral
water indices (Ding, 2009; Fisp et al., 2014; McFeeters, 10& Yuanzheng et al., 2016),

weredeveloped to extract water bodies frgarious remotely sensed images.

Among all existing water body mapping methods, the spectral water-ba@dmnethodis
considered a reliable methdakcause it is conveniergfficient am has low computational

cost (Du et al, 2016Different water indexes have already been proposed ipabefew
decadesMcFeeters (1996) proposed the Normalizetiddence Water Index (NDW|[using

the green and Ne#nfrared (NIR) bands of remote sensing images based on the phenomenon
that the water body has strong absorbability and low radiation in the range from visible to
infrared wavelengths

12



Indices minimize the problem ofisleading information, caused bypographic shadows,
cloud shadows, bia-up areas, snow and ice. This misinformatomes from the difficulty
in distinguishing water from other surfaces with a low albedo. Although the indexes have
been improved over the years, there is still a need foe ®fforts in water body extraction

(Li, Zhang & Xu, 2014).

In a recent study, a method that uses NDWI (McFeeters, 1996) and land surface temperature
was developed, improving the results by manhan 80% (Kaplan & Avdan, 2016)
Highlighting the significane of temperature as a distinguishing characterddtiovater

bodies Abdouet al., (2016) uses NDWI to visualise soil water content, pre and after flood.
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Figure 4 llustrate Soil Moisture and Ocean Salinity (SMOS) satellite data aedju
before, during and after #iood-storm t shows the soil moisture variability ovitre
Guelmim regiorusing NDWI Abdouet al., 2016)

13



1.6 Machine learning

Machine learning is quicklpecoming one of the most criticalreas of gneral practice,
research andevelopmenactivity within computing science. This is amplified by the scale
of academiaesearch devoteid the subject and the active recruitmehtnachine learning
specialists by major international companies such asostét, Google and Amazon (Rogers

& Girolami 2017).

Learning through knowledge and personal experiembe&eh propagates fromeneration to
generation, created the fundamentaishumanintelligence. Also, at the centref any
scientific field lies tle development of models (or theor)eis order to explain the available
experimemal evidence at each period of time. In shast always learn from data. Daffent

data and different approaches tite data give rise to different scientific disciplines

(Theodordis & Sergios 201k

Machine learning is an intalisciplinary collation of widelydistributedsubbranches of
fundamental sciences: it incorporates countlesagigms of mathematicédgic, multiple
approaches to computational learning theory, aifigitelligence models and algorithm
formalizaion methods; it has connectiotts statistics and mathematical optimizationsilt i
often hard to determingvhich fundametal scientific discipline machine learning truly

belong to.

Machine learning is employedn numer ous i ndustries in toda
computer network packet routing, system security aspects, digital search, spam filtering,
autonomous car industry, big data analysis, optical character recognition, pattern matching,

iris and humanvoicerecognitionto name a few. Remote sensed data analysis is no exception
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to the lately growing adoptionsf enachine learning application ibig data and image

analysis.

1.6.1 Machine learning in remote sensing

Remote sensing first utilized machine leaghimethods in the 19904t was initially
introduced to remote sensing as a way to automate knowhedgel buildingThe study
authored by Huang and Jensen (1997) described how a knowlddge was constructed

with minimal input from human experts, arrebh decision trees were developed to infer the
rules from the human input for the expert system. The generated rules were used at a study
site on the Savannah River. Huang and Jensen (1997) concluded that the machine learning
assisted approach, providedhigher accuracy when compared to conventional methods at
the time Subsequently similar developments in machine learning were made and was quickly
adopted as an important tool by the remote sensing community. It is presently being used in
a range of diffeent projects, from an unsupervised satellite image scene classification (Li, et

al. 2016) to the classification of Australian native forests (Shang & Chisholm, 2014).

1.6.2 Machine learning categories

Machine learning can be assigned to three categories@bsw in figure 4.

1 Supervised machine learning,
1 unsupervised machine learning and,

1 Reinforced learning.

The difference between supervised and unsupervised learning is that when using supervised
models, the user has created aqgwéned label with aet of characteristics. Whereas the

unsupervised algorithm, it interprets the data set by clustering the data into different classes
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based upon the relation it has recognized between different records. Reinforcement learning
is moderately different, the es provided the algorithm with an environment and the
algorithm makes decisions within that environment. It is continually improving itself with

each decision based on the result of the previous decision.
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Rotiot Navigation Skill Acquisition
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Figure 5 Machine learnng and its three main categories Techleer (2017).

1.6.3 Gradient Boosting

Gradient boosting is a machine learning technique for regressionlassification tasks.
Commonly atask that appears in different machine learning apptins is to construa
nonpaametric modefrom the data .When designing the modwmie strategy is to build a
model from theory and adjust its parameters based on the observed data. Unforaudtely,
models are not available most realife situations(Natekin & Knoll, 2013) The lack of a

model can be circumvented if one applies-panametric machine learning techniques like
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neural network or support vector machines to develop a model straight from the data. These

are supervised learning algorithiidatekin & Knoll, 2013)

Oneof the most common methotts datadriven modellingis to build only a single stry

predictive model. An alternaipproach woulde to construcan ensemle of models for

some specifidearning task. Hypotheticaljp ui | di ng

a

S dets like heurdt st r on g

networks, whictcan be further combinetb produce a better predictigRigure 6)

Original
D Training data

Classifiers

Step 1:
Create Multiple D, D, =e=- D,, D,
Data Sets '
Step 2:
Build Multiple C, 4 C,

4—>

Step 3:
Combine
Classifiers

Figure 6 Ensemble learning basic concéfrivastava, T.2016

In theory, the ensemble method depemascombining a sizableumber ofrelatively weak

models to obtain a stronger ensemble predicttmme of the most prominent examples of

machindearning ensemble techniguagemote sensingre random forests (Breiman, 2001)

and neual networqdHansen & Salamori,990)
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The common ensern®tediniques like random forests depemr the averaging of models
within theensemble. The family of boosting methods isduhon a different, step by step
strategy of ensemble structuring. The main conoépbosting is to add new models to the
ensemb# sequentiallyt each particular iteration, a new weak, besegner model is trained
with respect to the error of the whole ensemble learnt sgN&tekin & Knoll, 2013). The
first popular boosting methods were sol@lgorithmdriven, which made the teled
analysis of their properties and performance rather difficult (Sch&@62). This led to a
number of speculations as to why these algorithms either out performedtharynethod,

or in reversewere inapplicable due to severe overfitting (Sev2©11).

To createa connection with the statistical fn@work, a gradienlescent founded
formulation of boostingystemswvas derived (Freund and Schapire, 1997; Friedman et al.,
2000; Friedman, 2001). Thilesignof boosting metbds and theorrespondig models were
namedgradient boosting machines. Thisucturealsodeliveredthe necessaryustifications

of the model hypegparameters and edtlished the methodological foundation for subsequent

gradient boosting model development.

In gradient boostingnachines, or GBMs, the learnimqgocesssequentially placesew
models todeliver a moretruthful estimate of the response variabldée primary concept
behird this algorithm is to structurthe newly createdaselearners to be mamially
correlated wittlthe negative gradient of the loss functioonnectedvith theentireensemble.
The loss functions applied can tadom but to give a bettansight if the error function is
the classic squaregtror loss, the learningrocessvould endin successiverror-fitting. In

overall, the decisiomf the loss functions determined by the usewith together a high
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diversityof loss functiongesultingso far and with th@ossibilityof applying the userswn

taskspecific loss.

This high flexibility makes the BMs highly customizable tonany datadriven task. It
introduces a levedf autonomyinto the moel design thus making the selectiwinthemore
suitablelossfunction a matter of trial and error. However, boosting algorithms are relatively
simple to implenent(Natekin & Knoll, 2013) whichpermitstheexperimeration ofdifferent
model designd-urthermorehe GBMs hav@resente@xtensivesuccessi not only practical
applications bu also innumerousmachinelearning and datanining trials (Bissacco eal.,

2007; Hutchinson et al., 2011; Pittman and Brown, 2011; Johnson and Zhang, 2012).

1.6.4 Catboost

Catboostis a new opensourced machinéeaming algorithm from YandexCatboostis
intended forfi o peeur ce gr adi ent boostingitsd&iHud eci si o
repositorieREADME. It deliversameando perform classifications and rankings of data by

using a assemblyf decisioamakingmodels or @Al earner s, 0 rather th
producedby the learners are weighted and classified basdtie strengths and weaknesses

of each learne By joining many learners, Catboasinproduce greateesults than decisien

makingsystemshat rely onsinglelearners.

Catboostomes with support for Python and R, as well as a comsnaadhterface tarive

the machine learning librari)dlumerousmachine learning libraes already implement some

degreeof gradient boosting algoriten Pyt honés Sci ki tl earn pack
XGBoost is available foseverallanguages and data platforms; and Micrbsws the

LightGBM library as part of its Distributed Machine Learning Toolkit project.
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Catboosts intended to be astep up fromtherprojects, according to Yandex, by beimgp

designed to operate in parallel witha n d e x 0 s ces.Wandeslsorstatethat it uses

Catboosto generat@redictions for its weather services, and thatbooshas beemsedat

the European Organization for Nuclear Research (CER®tivate value$rom the particle

experiments conducted thef@atboost, n.d.)In figure 7 a table fromat bbost 6 s webs
compares performances on popular dataagtsnst other similar algorithms. Decimal values

in this table represent Logloss values (lower is better) for Classification mode. The

Percentages is the metric difference mesgagainst tune@atboostesults.

CatBoost LightGBM XGBoost H20
L* Adult 0.26974 ).2729 27602 2871¢ 27542
L2 Amazon 0.13772 ).13811 163¢ 1671¢ 163 1653¢ 16264
L2 Click prediction 0.390%90

L* KDD appetency 7151 0.07138

L2 KDD chu 0.23129

Figure 7 Table comparing lodpss values against alternative machine learning algoritf@atBoost, n.d.)

The results in figure 7 suggeSatboostto be overall the more efficient algorithm whe

compared to its competitors.
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1.7 Open Government Data

The majority of the data in this thesis is opened sourced. Open Government Data (OGD),
Public participatory geographic information systems/science (PPGIS) and Volunteered
geographic information (VGlhave emerged as important data contributors over the past
decade (Hansen et al, 2013). These data sources provide the place component for built and
natural environment data, however due to the methods by which this data is generated

challenges arise regand data reliability and therefore usefulness.

OGD is spatially referenced data made available for open use and can be freely used, reused
and redistributed. Production is taxpayer funded and does not follow traditional pricing
models where revenue is geaied by selling data; therefore, benefits are realized through
improved efficiency and cost savings to society (Hansen et al, 2013). It is the most reliable
data source in most developed nations due to open data initiatives such as the INSPIRE
directive ad the EU Directive for the Rese of Public Sector Information according to

Hansen et al, (2013).

Open data consumers manipulaed utilise data in multiple ways, rangifiggm data
integration to classification, agepending on the auxiliary assetsytheayobtain(Ferro &
Osella, 2013). Considering this, legal and technical openness oétdatasot sufficient, on

its own, to creat@n efficientreuse ecosystem (Helbig N. &t 2012): failures in supplying
sufficientquality information might impainot only the reuse of the data, but also the usage
of the institutional portals (Detlor at., 2014). Attempts to maximize qualdapd reusability

of public sector data implieeepresenting and exposing data so that they can be easily
accessed, queriegrocessed and linked with other data with ndriggons (Sharon D.J.,
2010).
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1.8 Data Quality

The American Standard SDTS (Spatial Data Transfer Standard, 1997) has bemdbe

to suggest series ofjuidelineghatdetailsand documestGIS data quality, statinipe basic
scheme of the data quality reportarfive parameters: genealogy, posital accuracy,
thematic accuracy, logical coherence and completeness (ihar2001). Data quality is
subjectto the scale, the accuracy, and soepeof the data set, as well as the quality of the
other data sets that have to be u3dw Open Geospatial Consortidedefinition of data
accuracy is as follow8ndications of the degree to which data satisfies stated or implied
needs. This includes information about lineage, completehagisal consistency and
accuracy of the datdOGC, n.d.) SDTSdefinesthesefive data qualityelements, which are

describedn the rest of this section.

The datdineagerefers to source materials, method®wdin and transforrations applied to

a databaselt Includes temporal information (date that the infororatrefers to on th
ground) and isntended to be precise enough to identify the sources of individual objects (i.e.
if a database was derived from different source, lineage information is to be assigned as a

additional attribute of objects or as a spatial over{&gregin1999.

PositionalAccuracyis the accuacy of aspatial componenSplitinto horizontal ad vertical
accuracy element¥aluationmethods are baseh assessmentith thesource, compasbn
to adata sebf greateraccuracy, deductivapproximationsor internal dataDifferencesin
accuracy can beescribedas quality layersor supplementanattributes(Veregin,1999)
Attribute accuracyleals with theaccurag of athematic componengpecific testdiffer as
a function of measurement scalAttribute accuracyassessment methods abpailt on
inferentialestimates, sampling or map overlay.
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The logicalconsistencyf a datasetefers tothe reliability of the relationkips encoded in
the databaseThis includesvalid value testdor attributes, and detectionf topological

discrepanciebased on graphical grecisetopologicalassessments

The completenesss the relationshigconcerningdatabase objects and the abstraiverse
of all such objectsin the cluster Completenesse Data completeness is handlitige
completeness of an image, operatingexample the effect @shadowing obje¢sun flares
on water surfaces or masking out by an ol{j@atini et al, 2017. This Study will only assess

the positional accuracy of the dataset.

1.9 Problem statement

Quality assessmeunf currentGeoDanmark lake datet quality will be solely represented
as by thepositionalaccuracy of the data sd@te method wilusemulti spectral satellite data
and machine learning classificatityols This datas open government data adelineates

the location and boundaries of the lakes in the country of Denmark.

Lakes have several benefits especially environmental, in aofardormation, reliable
geographical data is essentiathe efficient management of our land masses. Geodanmark
has creted this lake datetmost likely byusing several forms of lidation data one of
which could behe digitization of oldlata sources such as mapsisTis not the most accurate
approach ageographical objects such as lakes are constantly chamgmguomated
machine learning application of probabilities basedoptical pixel valuesfrom sentinel
imagery has the potential fwovide a detailedjuality assessmemtf GeoDanmarksakes

data set fronthe year of 2017

23



This analysis couldlentify a numbeof errorsin Geodanmarks lakes data SBhis machine
learning approach could be applied to any other geographic objects or fdatutes study
lakes are a more thaadequate data type for this theslise to their unique spectral signature

and high mmber within Denmark
1.10Research Questions

The poject will focus on the implementation of a machine learning algorithm in assessing
the quality ofa current geographic datasetd the significance of the resuli$ie following
research gestions are intended eequatelyconfrontthe problem stated in the previous

section

1. How accurate is Geodanméslopen governmenake data set?
2. How effective isCatboosin classifying lake features in a geographic data set?
3. When implementing a machine learning approach to optical and geographical data,

which features are the most influential?

1.11Report Structure

This report has been structured to address a problem. Research questions have been identified
based on the problem
The report has beerrsttured in the following way:

1 Chapter 1lintroduction theory,problem statement and research questions

1 Chapter 2: @taand nmaterials

1 Chapter 3: Methods

1 Chapter 4: Rsults and findings

1 Chapter 5: Discussion and conclusion.
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2 Data

In this Chapter the dataeinganalysed utilized andpreparedwill be discussed in Detail.

This thesis aims to review open government geographical data provided by the board of
geographical data In Denmark: Geebmark.Optical satellite 10m imagemaluesfrom the
sentinel 2A ad 2B missiongwill provide the characteristics for each la@oss the sample
areafor use within the machine learning modehis Chapter will review and describe this

data; including h e d at ,a 0sructsime,and pumposeavithin this quality asessment.

2.1 GeoDenmark& SDFE

Geodanmark is the framework for cooperation betwelemahicipalities in the country of
Denamarkand the Board of dataforsyning and Efficiency Strategy (SDFE) on the
establishment and maintenance of a coumide open govamment geographicaldata.
Geodanamarkepen sourcgeographicatlata consists db9 object types classified in the
following categories: buildings, construction, traffic, engineering, nature, hydro,
administrative, topography and sundriBsta is freely azilable to download on th€he
Ministry of Environment (KMS): the Map Supply (kortforsyning@&rgbsite The data object

type that will be used in this thesis is a subset of hydro; lakes.

25



2.2 Sanple area

The sample area will cover an area equal to thahefsentinelile covering the miekasern
region of Jutland Denmark as seen represented by the red box ingfiJurearea covers
total of 12,056.0km2 containing 3F77 lakes, sizes ranging from 20.3®2 to
16,541,268.89 mZ he areas Topographyfarly flat and low lying like the rest of Denmark,

minimising the chance of any topographic shadows or areas of snow or Ice.

50 0 50 100 150 -- 200km
N E——] ]

Figure 8 Sample area representedried
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The average lake size is 5244.67m2 far below the med@mdling a very uneven size
distribution (Figure 9. 30% of the lakes arainder 500m2 and a maximum size of
16,541,268.89 mZThis uneven distribution should be taken into account especially when
working with limited resolution imagery such as sentifidlereare 794akes &#ove 10,000

m2, figure 9elow illustrateghe distribution frequency of the lakes different sjzeih the

794 or 2.5% of the total lakesmoved allowing for a more descriptive interpretation

Lake size distribution frequency up to 10,000 m2
25000

20430

20000

15000

Count

10000

5000

1825 s0s
540
-_ 366 288 192 138 110

(1017, 2014] (3011, 4008] (5005, 6002] (6999, 7996] (8993, 9990]
[20,1017] (2014, 3011] (4008, 5005] (6002, 6999] (7996, 8993]

Lake sizes

Figure 9 Lake Ste distribution from 20 to 10,000 m2

Even with the extremely large lakes removed it is still hard to see any lakes above 7000 m2
compared tesmaller sized lakes in figure $he majority of lakes being in the 20.00
1017.34 m2 size rangkakes below 5@Mm2 may be too small for sentinel to provide an
accurate representationhe medium size lakes between 500m2 and 10,000m2 are still the

majority at 55%(Figure 10) The smaller lakes under 500m2 size distribution (Figure 11).
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Figure 10 Lake size distributiobetween 500 and 10,000m2 (Medium size lakes)
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Figure 11 Lake size distribution between 20 and 500m2 (smaller lakes)
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2.3 Sentinel

Sentinel 2 imagery has been chosen due to the images being freely available and easy to
download from the European Space Agency webElte.Sentinel 2 tiles covering Dmark
can be seen in figure 9. Tile 32VNH was used as the boundary for our saegbkean in

figure 12

Figure 12 Sentinel 2 tile coverage of Denmark
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