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Nomenclature

Notations
Vectors used have a bold typeface.

v
Matrices are underlined.

A

The identity matrix is denoted as:
1

Cross product operations can be evaluated by taking the skew symmetric matrix of the
left vector and executing a matrix multiplication. The skew symmetric matrix of v is
denoted as v×. The 4 × 4 skew symmetric matrix of quaternions are denoted as q× in a
similar fashion.

w = u× v = u×v

Matrix transposition is denoted as
AT

If a non-square matrix has to undergo an operation similar to inversion, Moore-Penrose
pseudoinverse is used. Pseudoinverse matrix is indicated as A†. If the matrix satisfies
rank(A) = min(m,n) and m < n, the left pseudoinverse is used as follows

A† = (ATA)−1AT

If n < m, the right pseudoinverse is used as follows

A† = AT (AAT )−1

The majority of equations are expressed in satellite body reference frame (SBRF). Unless
it is not explicitly noted, the matrices and vectors are expressed in SBRF. In case the
expression is in Earth centered inertial frame (ECI), it is noted in the superscript as

XY[I]

The rotation quaternion and angular velocity between frames use the subscript to denote
the frame where the transformation is done from, the superscript is the symbol of the
frame being transformed into. In case the frame symbols are not present, it should be
interpreted as a transformation from inertial frame to satellite body reference frame.

s
i q(t)
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Rotation matrix corresponding to rotation matrix s
i q(t) is denoted as

R(s
i q(t))

A subarray of an array is denoted as a4:7. When only the vector part of a quaternion is
used, it is denoted as

q1:3

The scalar component of a quaternion is denoted as

q4

The complex of a quaternion is denoted as

q∗

In sections using linearization, operating points of variables are denoted as

v̄

Deviations from the operating point are denoted as

ṽ

When discussing control schemes, a d in the superscript denotes the variable referring to
a control demand. If the d is not present, the variable refers to the actual value. An e (as
in error) in superscript denotes the difference between demand and actual value.

Nd

Faults in magnetorquers or reaction wheels are denoted as

FMT or FRW

Acronyms
AAUSAT The name of the satellites developed at Aalborg University

ADCS Attitude Determination and Control System

AIS Automatic Identification System

COM Center of Mass

DaMSA Danish Maritime Safety Administration

ECEF Earth Centered Earth Fixed Frame

ECI Earth Centered Inertial Frame
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FDI Fault Detection and Isolation

FMEA Failure Mode and Effects Analysis

LEO Low Earth Orbit

OI Occurrence Index

SBRF Satellite Body Reference Frame

SI Severity Index

SMC Sliding Mode Control

SO Severity and Occurrance

UIO Unknown Input Observer

Symbols
AM,fi Transformation matrix between axis oriented reaction wheel

torque and torques in 3 dimensional body frame in case of faulty
ith reaction wheel

AM Transformation matrix between axis oriented reaction wheel
torque and torques in 3 dimensional body frame

B local geomagnetic field in body fixed frame

d Disturbance input

FMT The fault vector for the magnetorqers

FRW The fault vector for the reaction wheels

href The reference angular momentum vector of the reaction wheels

hrw The angular momentum vector of the reaction wheels

hT Total angular momentum of the satellite

hsat Angular momentum of the satellite

Is Satellite inertia matrix

Iw Reaction wheel axial moment of inertia

mmt The magnetic dipole moment

mmt Magnetorquer magnetic moment
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NM 4×1 vector containing the reaction wheel motor motor torques
parallel to their axes

Nrw Reaction wheel torque in body frame

Nctrl The torque from magnetorquers and the reaction wheels

Ndist Disturbance torque

Nmt The torque from magnetorquers

qω The angular velocity quaternion

ωo Orbit angular velocity

q̄ The operating point of the quaternion
s̃
i q(t) The error quaternion
s
i q̇(t) The rotation from ECI to SBRF using the quaterion q

u Control input

ω(t) Angular velocity

ω̄(t) The operating point of angular velocity

ω̃(t) The error in the angular velocity

Terminology
Nadir The axis pointing towards Earth’s center of mass

Picosatellite Picosatellites are small satellites with mass between 0.1 and 1
kg.

Precession A rotating body can experience a change in the orientation
around the rotational axis.

Vernal Equinox The vernal equinox is the vector pointing towards the Sun’s
center during the equinox (20th of March in 2018). The x
vector also keeps its direction relative to the stars.
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Chapter 1. Introduction

1 | Introduction
Satellites are no longer the privilege of just a handful of economic powerhouses such as
nations or mega companies. There are currently 1738 active satellites orbiting Earth,
129 of it is categorized as having civil uses, created mostly for educational purposes [2].
The ongoing AAUSAT project at Aalborg University is part of this educational effort.
AAUSATs are mostly student built low-cost picosatellites, 5 of them already in orbit, the
next one is currently in development [1]. The mission goal of each of them include taking
pictures of Earth and celestial objects and downlink them, or even tracking objects on
Earth’s surface. These require precise attitude control of the satellite.

Satellite attitude control differs fundamentally from the attitude control of earthbound
objects, and is more challenging, as there is no direct mechanical connection available to
other objects. Thus attitude control can be achieved using different interactions, such as
transferring angular momentum between components of the satellite, utilizing the mag-
netic field of Earth or solar sails, or in some cases rocket propellants.

While the satellites themselves can be chosen to be engineered relatively cheaply, there
is no way of avoiding the high cost of putting the satellite into orbit. Many efforts were
made recently to reduce this cost. Since the cost is highly dependent on the weight of the
satellite, by minimizing the weight, a lot of money can be saved. The per kilogram cost of
putting an object to Low Earth Orbit (LEO) in the case of Falcon Heavy, 1655 USD [24],
however this price only applies for 54400 kg payload. There are rockets missions with
the purpose of putting several satellites into orbit, thus reducing the cost for individual
satellites. The sizing unit of the satellites involved in such missions is standardized. One
unit is 10× 10× 10 cm and 1 kg. AAU CUBESAT fits into one unit, thus costing 49000
USD to put in orbit [8].

The weight constraint had to be taken into account when designing each component of
the satellite. For the attitude control system it means that using propellants excessively
is not an option. To make quick attitude control possible, reaction wheels are used as
actuators, supported by magnetorquers for desaturation.

Since putting satellites into orbit is quite costly, a lot of effort is made to prevent system
failures. It is imperative to design the satellite in such a way that a fault in one of the
modules does not lead to mission failure. The satellite is designed to withstand extreme
temperature changes, large accelerations during launch etc. Every part is made to last as
long as possible. Attitude estimation schemes are outside the scope of the thesis. In order
to be able to handle faults in actuators, a fault-tolerant control scheme is implemented.
This thesis explores several fault detection and fault handling schemes involved in fault
tolerant attitude control.
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Chapter 1. Introduction

Figure 1.1: AAUSAT on Duty. An Illustration. [imref]

1.1 Problem statement
The objective of the present thesis is to implement a fault-tolerant attitude control scheme
for a pico-satellite equipped with magnetorquers and reaction wheels. The fault tolerant
control scheme isolates actuator faults.

1.2 Use-case
To further expand the problem statement stated above, a use case is conceived. In order to
achieve the mission task, the use case is constructed for proving the system requirements.

The mission of AAUSAT-3 is used as a reference for establishing the use-case. One of
the tasks of the pico-satellite is to track ships in arctic regions. This steams from the
desire of the Danish Maritime Safety Administration (DaMSA) to improve naval safety
by monitoring the ships. The test area would be around Greenland, where monitoring is
lacking.

In order to achieve this objective, a Low Earth Orbit satellite is deployed and Automatic
Identification System (AIS) signals are used for exchanging information with a ground
station. As secondary mission the satellite has to gather pictures of the Arctic regions.

If the requirement for the satellite is tracking objects on Earth, the tracking torque de-
mand can be calculated using knowledge about satellite altitude, orbit shape and the
corresponding satellite speed, and satellite moment of inertia. For a circular orbit at
600 km altitude, the satellite speed would be 7.56km/s according to [22]. Appendix D
presents the graphs used in deriving the torque demand for Earth station pointing. A
maximum torque of 2.388 · 10−7Nm was calculated, which acts as a requirement for the
actuators torque output.
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Chapter 2. System Description

2 | System Description
This chapter presents a description of the system configuration, which includes mechanical
properties, sensors and actuators description and Attitude Determination and Control
System (ADCS) approaches.

The satellite used as a reference in this thesis is a CubeSat, depicted in figure 2.1, a pico-
satellite that has been designed by California Polytechnic State University. This concept
of satellite impose a few constrains. The dimensions of a 1U CubeSat is 10× 10× 10 cm
with a mass of 1kg, giving the advantage of having a light weight leading to a low power
consumption, and a drawback of limited space. In order to enlarge the space within the
satellite, the dimensions could be changed when designing it, such that a 3U design might
be suitable for a satellite that will contain solar arrays or thrusters.

From figure 2.1 it can be seen that the satellite contains three magnetorquers shown as
an example, but for the scope of the current thesis a pico-satellite equipped with three
doubled and orthogonal magnetorquers is used. Also the CubeSat image shows the solar
panels with on board electronics.

Figure 2.1: CubeSat exploded view [9]

The satellite is equipped with two types of attitude actuators, magnetorquers and reaction
wheeels. In order to keep the reaction wheels controllable, desaturation is performed using
magnetorquers.
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Chapter 2. System Description

ADCS approaches
The objective of the ADCS system illustrated in figure 2.2 will be to control the angular
velocity of the satellite and also to point to a specific target located on Earth. Therefore,
a few procedures can be taken into account:

Detumbling is the phase right after the satellite is deployed from the device called P-POD.
The control goal during this phase is to decrease the angular velocity of the satellite.

Desaturation means decreasing reaction wheel angular velocity in order to keep the wheels
from saturation, thus keeping the wheels controllable in both directions.

Pointing pointing involves keeping the satellite attitude stabilized at the reference atti-
tude.

Figure 2.2: ADCS system description [11]

2.1 Sensors
This section presents an overview about the various types of sensors the satellite contains
on board and has been used for attitude determination.
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Chapter 2. System Description

Magnetometer
The orbit of the satellite is predictable, the satellite’s location can be described as a func-
tion of time. Earth’s magnetic field can also be quite accurately modeled. This means
that by using magnetometer, the orientation of the satellite can be approximated by com-
paring Earth’s magnetic field model at the satellite’s current location and the direction of
the magnetic field in the SBRF attributed to Earth following the magnetometer measure-
ments. To address the noise in the measurement, including the noise arising from inside
the satellite, Kalman or particle filtering, along with sensor fusion can be used, however
this is outside of the scope of the thesis.

Sun Sensor
Sun trackers can be much easier to develop than star trackers. They measure the Sun’s
orientation in relation to the satellite frame. By using it alongside other sensors, higher
accuracy attitude estimation can be achieved. However when Earth is obstructing the
sun rays, it is unable to provide attitude data, thus it is not sufficient to only use a sun
tracking sensor.

Gyroscope
The gyroscope is another type of attitude determination sensor, used for measuring the
rate of change of the satellite orientation. Thus, a gyroscope is measuring the angular
velocity of the satellite.

2.2 Actuators
This section describes the attitude actuators that the satellite is equipped with.

Reaction Wheels
One method of controlling a spacecraft’s attitude is by using either reaction or momentum
wheels attached to the spacecraft’s body. The difference between momentum and reaction
wheels is that the nominal angular velocity of momentum wheels is high in order to store
angular momentum, while for reaction wheels, low. By controlling the wheel’s angular
velocity using a motor, the amount of angular momentum stored in the wheel can be
controlled. If there are no external forces involved, the sum of angular momentum in
the system made up by the spacecraft’s body and the reaction wheels is constant. This
means that by increasing the angular velocity of the wheels, the satellite body’s angular
momentum can be reduced. This angular momentum transfer can be used to control
the attitude of the satellite. If the goal is to change the angular momentum of the
whole satellite, actuators that are capable of external interaction should be used, such as
magnetorquers or solar sails.
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Chapter 2. System Description

In some satellites, the reaction wheels nominal speed is set higher than zero in order
to avoid static friction in the bearings. Reaction wheels usually make up only a small
fraction of a satellite’s weight. They rely on being able to run at high speeds, making
their angular momentum significant. The small weight ratio makes precise controlling
easier.

Reaction wheels have an angular velocity limitation. This means that if a reaction wheel
reaches its maximum angular velocity, it can no longer generate a torque on the satellite’s
body in one direction. In this scenario the system’s controllability decreases, thus it
should be avoided. An angular momentum unloading strategy should be designed to
avoid it. Instead of returning the angular momentum to the satellite’s body, unloading
the angular momentum through other methods is preferred. Magnetorquers can be used
for such purposes.

Moving parts are usually prone to failures. Reaction wheels are expected to occasion-
ally run at high angular velocities, which wears down the lubrication and the bearings.
Reaction wheels equipped with active magnetic bearings are in development [16]. These
can eliminate friction from the system and by controlling the bearing, can even reduce
micro-vibrations, increasing the durability of the system. AAUSAT-II itself however uses
mechanical wheel bearings.

Magnetorquer
Magnetorquers are special coils that can control the satellite’s attitude by creating a
magnetic momentum that interacts with Earth’s magnetic field. It is capable of changing
the total angular momentum of the satellite. Magnetorquers can only exert torque in
two dimensions at any given moment, however over one orbit, three dimensional control
can be achieved. In the investigated satellite they function as secondary actuators, with
their purpose being the desaturation of the reaction wheels. Precise torque control can be
achieved by setting up coaxial magnetorquers, one of which equipped with an iron core
for larger magnetic field, the other lacking an iron core for finer magnetic field control.
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Chapter 3. Requirements

3 | Requirements
Based on the use-case introduced and the available system, a set of requirements are
formulated.

System requirements
1. The satellite shall track the nadir within 1°.

2. The satellite should be able to track the Earth station within 1°.

3. The satellite shall detect certain actuator faults.

4. The satellite should be able to reconfigure the control scheme in order
to handle faults.
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Chapter 4. Satellite Modeling

4 | Satellite Modeling
In the following chapter the modeling of the satellite is described. First, different reference
frames are introduced for describing the attitude of the satellite. Next, the equations
governing satellite rotation dynamics and kinematics are derived and linearized for the
purpose of designing a linear controller. Finally, the main disturbances that a satellite
can encounter in LEO are identified.

4.1 Reference Frames
Using different reference frame for different calculations can simplify equations. Values in
one reference frame can be converted into the other by using the proper transformations.
Inertial frames of reference are frames where Newton’s three laws of dynamics apply.
The most used reference frames for Earth-orbiting satellites are Earth Centered Inertial
Frame (ECI), Earth Centered Earth Fixed Frame (ECEF), Orbit Frame, Satellite Body
Reference Frame (SBRF) [7] [14]. Figure 4.1 provides a visualization of the frames.

iz

iyix

Oy

Ox

Oz

Sx
Sz

Sy

Figure 4.1: Reference frame axes. Superscripts: i - ECI, o - Orbital, s - Satellite Body Frame [21].
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Chapter 4. Satellite Modeling

Earth Centered Inertial Frame (ECI)
Earth is rotating and is orbiting the Sun, it accelerates in the direction of the Sun’s center
of mass, the Sun is orbiting the center of the Milky Way, etc. Thus there is no frame
fixed to Earth’s center that is an inertial frame per definitionem. But in the case of earth
orbiting satellites, there exists a coordinate system attached to Earth’s center that out of
practical considerations can be treated as one, the Earth Centered Inertial Frame (ECI).
As the name suggests, the origin of the coordinate system is the center of earth. Inertial
means that the frame does not rotate, the direction of stars remain the same. ECI is a
cartesian coordinate system. Its iz vector points in the direction of the northern axis of
rotation, while the ix axis towards the vernal equinox. The iy axis completes the triad of
the right-handed Cartesian coordinate system.

Earth Centered Earth Fixed Frame (ECEF)
ECEF, similarly to ECI is centered at the Earth’s origin. Its z vector points towards the
north parallel to the rotational axis. Its x axis points at 0 deg latitude and 0 deg longitude
on the Earth’s surface, thus following Earth’s rotation. This makes ECEF non-inertial.
y axis completes the right-handed triad.

Orbital Frame
The Orbital Frame is centered at the center of mass of the satellite. The oz axis points
towards the center of Earth, ox points in the direction of the satellite’s velocity, while oy
is the normal vector for the orbital plane. The 3 axes make up an orthogonal triad.

Local Vertical, Local Horizontal Frame (LVLH)
The lvlhx axis is parallel to the vector pointing from the center of the Earth to the
satellite. lvlhz is parallel to the orbit normal. lvlhy is assigned to complete the right-
handed orthogonal triad.

Satellite Body Reference Frame (SBRF)
Body-fixed frames are attached to the satellite’s body, but the orientation of the frame in
relation to the body is arbitrary. Due to practical considerations the axes of the SBRF
are chosen to line up with the principal axes of inertia of the body.

4.2 Satellite equations of motion
The satellite equations of motion is split into a kinematic and dynamic model. The
kinematic model describes the relation between the orientation of the satellite and the
time derivative of the orientation using the rotation of the ECI and SBRF frame. A
dynamic model is established in order to relate the torques which influence the satellite
and the angular velocity.

14



Chapter 4. Satellite Modeling

The derivation of the satellite equations of motion is presented in appendix C, therefore,
putting together both dynamic and kinematic equation derived in the appendix, the
system equations of the satellite will be non-linear and can be combined into one equation
as follows:s

i q̇(t)

ω̇(t)

 =

 1
2ω
×s

i q(t)

−I−1
s ω×Isω(t)− I−1

s ω×hrw + I−1
s [Nrw(t) + Nmt(t) + Ndist(t)]

 (4.1)

where,
- s

i q(t) = [q1 q2 q3 q4]T is the attitude quaternion
- ω(t) = [ω1 ω2 ω3]T is the angular velocity vector relative to the ECI
- hrw is the angular momentum of the reaction wheels
- Is is the inertia matrix
- Ndist is the disturbance torque
- Nrw is the torque from reaction wheels
- Nmt is the torque from magnetorquers

Linearized equation of motion
For the purpose of designing a linear controller as can be seen in section 5.3 the equations
of motion of the satellite need to be linearized. The whole process of linearization is
presented in appendix C.

Using the results from appendix C the linear equation of motion can be combined in a
state-space form as: ˙̃s

i q(t)
˙̃ω(t)

 =

−ω̄× 1
21(3×3)

0(3×3) I−1
s (Isω̄)× − I−1

s ω̄×Is


q̃(t)

ω̃(t)

−
0(3×3)

I−1
s

 Ñctrl (4.2)

where,
- Ñctrl is the torque from magnetorquers and the reaction wheels and is defined as:
Ñctrl = Nmt + Nrw
- s̃

i q(t) is the error quaternion
- ω̃ is the error in the angular velocity
- ω̄ is the operating point of angular velocity

4.3 Environmental disturbances
The environmental disturbances can cause a change in the total angular momentum of the
spacecraft. The following section will elaborate on the main environmental disturbances
that includes aerodynamic, solar radiation, gravity gradient and magnetic disturbance
torque, as well as the J2 orbital perturbation due to oblateness of the Earth. The order
of the magnitudes is 10−9.
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Chapter 4. Satellite Modeling

Orbit perturbation - J2

Due to Earth’s spin, its shape is oblate rather than spherical. This non-spherical mass
distribution of the Earth affects a satellite motion in LEO. The gravitational potential is
corrected using spherical harmonics which depend only on the latitude. These harmon-
ics affect the satellite, determining its orbit difference compared to ideal mathematical
models. An approximation of the gravitational potential of the Earth is [28][21]:

U ≈ −µ
r

[
1−

∞∑
n=2

(
Re

r

)n
JnPncos(θ)

]
= µ

r
[U0 + UJ2 + ...] (4.3)

describing deviations of the potential to the South and North direction, with µ = GM ,
G being the gravitational constant and M the Earth’s mass, Pn be Legendre polynomial,
θ be a spherical polar coordinate, Re = 6.3781 · 106m is the mean radius of the Earth
at the equator, r is the distance between the earth and the satellite, U0 = -1, UJ2 =(
Re

r

)2
J2

1
2(3cos2θ − 1) and J2 = 1.0826 · 10−3 be a zonal numerical coefficient and the

other terms (J3, J4, ...) been discarded since are less significant compared to J2. The force
caused by the J2 term is written as

FJ2 = −m∇U (4.4)

with the vector FJ2 expand to the force components [26][21] :

Fx = −∂U
∂x

= µ

[
− x
r3 + AJ2

(
15xz

2

r7 − 3 x
r5

)]
(4.5)

Fy = −∂U
∂y

= µ

[
− y

r3 + AJ2

(
15yz

2

r7 − 3 y
r5

)]
(4.6)

Fz = −∂U
∂z

= µ

[
− z

r3 + AJ2

(
15z

3

r7 − 3 z
r5

)]
(4.7)

where AJ2 = 1
2J2R

2
e.

Aerodynamic disturbance torque
Gas molecules, in a Low Earth Orbit collide with the surface of the satellite causing a force
which direction opposes the direction of the satellites velocity vector. This Aerodynamic
force can be modeled as [28, 21]

FA = −1
2ρ CD A⊥v2 (4.8)

where ρ is the atmospheric density is chosen to be constant and equal to 1.454·10−13Kg/m3

based on the Committee on Space Research[19], v is the satellite velocity vector, A⊥ is
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Chapter 4. Satellite Modeling

Figure 4.2: Aerodynamic disturbance force action on a orbiting satellite

the area perpendicular to the velocity and CD is the drag coefficient and is chosen to
be equal to 1.5 [28][21] for simulation purposes. If the calculation of the lifetime of the
satellite is of great importance a more accurate drag coefficient should be used.

Using the equation 4.8, the aerodynamic torque acting on the satellite can be written as

Ndrag = rs × FA (4.9)

where rs is the vector from the center of mass of the satellite to the geometric center of
the exposed area

Solar radiation disturbance torque
Solar radiation pressure is caused by photons coming from various sources, such as reflec-
tion from the Earth’s atmosphere, from solar wind and direct radiation from the Sun to
the surface of the satellite[28][21] . Direct radiation is larger and only this source will be
taken into account.

Incident
ray

Reflection
ray

Satellite surface

Frad

Figure 4.3: Solar radiation acting on satellite surface

The solar flux is given as

P = Fs
c

(4.10)
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Chapter 4. Satellite Modeling

where Fs is the intensity or mean energy flux given as 1358 [W/m2] and c is the speed of
light. The solar radiation force Frad can be expressed as

Frad = CaPA Ŝ (4.11)

where Ca ∈ [0, 2] is the absorption coefficient which depends on the material of the satellite
with 2 be the value of totally reflected beam and for simulation purposes is chosen to be
1.5, P is the solar flux, A is the radiated surface area, and Ŝ = rsun,sat

||rsun,sat|| is the unit vector
from the satellite to the sun. The solar radiation torque can be computed as

Nrad = rs × Frad (4.12)

where rs is the vector from the center of mass of the satellite to the center of pressure.

Gravity Gradient disturbance torque
Contrary to J2 effect, in order to derive an expression for the gravitational torque exerted
about the mass center of the satellite, it is assumed symmetrical and spherical Earth’s
mass distribution [28]. The gravity gradient effect about the center of mass of the satellite
is a consequence of the non-uniform gravitational field of the Earth. If the gravitational
field was uniformly distributed no such torque would be present. The force to an infinites-
imal element dFi at a distance Ri from the center of the Earth can be written

dFi = −µRidmi

R3
i

(4.13)

as it can be seen in figure 4.4. The torque about the geometric center of the satellite can
be written as

Ni
gra = ri × dFi (4.14)

Assuming that the center of mass is aligned with the geometric center, the torque about
the center of mass of the satellite can be expressed as[28][21]

Ngg = 3µ
R3
sc

[R̂sc × (Is R̂sc)] (4.15)

where R̂sc is the unit vector from center of mass the Earth to the satellite’s center of
mass, µ = Gmearth with G be the gravitational constant 6.674010−11 [m3kg−1s−2] and Is
is the inertia matrix of the satellite.
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Figure 4.4: Gravity gradient torque computation using the coordinate system

Magnetic residual
When the satellite orbits the Earth, due to the interference of the magnetic field of
the Earth and the satellite magnetic residual, an extra disturbance torque is generated.
Because the magnetic residual can not be perfectly decreased to zero, the actuators and
sensors will produce a residual magnetic moment. Similarly like magnetorqers, the torque
generated by the magnetic residual can be computed using:

Nmr = m×B (4.16)

where m is the magnetic moment and B is the magnetic field of the Earth.

The magnetic field of the Earth can be approximated using [29]:

B = 2M
R3 (4.17)

where M is the Earth magnetic moment and R is the distance from the Earth to the
center of the satellite.

The International Geomagnetic Reference Field (IGRF) consists of a selection of data
added by different observatories. It represents an approximation of the Earth magnetic
field compared with the measured magnetic field.
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5 | Control Schemes
The satellite control schemes are introduced starting from the top of the hierarchy. The
chosen reaction wheel desaturation control scheme determines the overall control structure,
while allowing modification of other control blocks, making the system modular. Three
different main attitude controllers are discussed.

When developing complex systems, using a modular design, setting up a hierarchy between
elements, and using abstractions can be very helpful in keeping the complexity at a
manageable level. They can also prove to be useful during debugging or finding faults in
the system. The proposed control scheme utilizes these tools. Figure 5.1 introduces the
high-level control scheme used in the thesis. The scheme is inspired by the control scheme
proposed by Trégouët et al. in their paper concerning a new desaturation control scheme
[27].

The main attitude controller outputs a torque reference for the actuators, which is then
distributed by lower level controllers. This means that the attitude controller can be
swapped without having to modify the lower level controllers. The desaturation controller
distributes the torque between the reaction wheels and magnetorquers. The reaction wheel
subsystem executes local fault detection and fault isolation. It receives a three dimensional
torque demand and distributes it between the individual reaction wheel motors. The
reaction wheel subsystem checks fault residual signals and adjusts torque distribution
between reaction wheels accordingly. These will be elaborated in subsequent sections.

Satellite 
Dynamics

Main Attitude
 Controller

Desaturation
 Controller

Reaction
Wheels

Magnetorquers

Figure 5.1: Main Control Loop.

Isω̇ + ω×Isω = −ḣrw − ω×hrw + Nmt + Ndist = −ω×hrw + Nrw + Nmt + Ndist (5.1)
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5.1 Desaturation
The reaction wheel DC motors and bearings have a limited angular velocity range they
can operate in. When the velocity reaches the limit, the motor can no longer accelerate
the wheel further in one of the two directions, thus reducing controllability. To avoid this,
the wheel velocity should be kept near a small reference angular velocity. Usually the
speed is above zero to avoid static friction in the bearings. Decreasing the reaction wheel
speed by transferring its angular momentum is called desaturation. Desaturation also
decreases the reaction wheels’ gyroscopic term’s effect on the overall satellite dynamics.

Reaction wheels are used to control the attitude of the satellite by controlling its angular
momentum. This is done by transferring angular momentum between the reaction wheels
and the satellite body. This leaves the sum of the satellite body’s and wheels’ angular mo-
mentum unchanged. Desaturation, i.e. decreasing the angular momentum of the reaction
wheels can be done by transferring the angular momentum back to the satellite, however
this would jeopardize the satellite attitude control goal. Angular momentum should be
discarded in a different way. Magnetorquers are capable of desaturation since they can
interact with the Earth’s magnetic field and are able to transfer angular momentum of
the satellite system to Earth. Since the Earth’s magnetic field is quite weak, the torque
produced by magnetorquers are small compared to the torque of the reaction wheels. A
further drawback of magnetorquers is that even if they are set up in an orthogonal con-
figuration, they can only assert torques in a two dimensional plane at any given moment,
the plane perpendicular to Earth’s magnetic field. Reaction wheels can be used for fast
attitude control while magnetorquers are good for gradually desaturating the reaction
wheels over several orbits.

The angular momentum transfer happens through the satellite’s body, but with the right
control scheme. The desaturation can be completely decoupled from attitude control.
Trégouët et al. [27] developed a cascaded control method for reaction wheel desaturation.
The method is a revised version of the so-called cross-product control law.

Classical Cross Product Control Law
The cross product control law achieves desaturation by using two control loops that are
designed separately. The attitude control loop treats the reaction wheel torque as
control input, the magnetorquer torque as disturbance, according to equation 5.2.

Isω̇ + ω×(Isω + hrw) =
u︷ ︸︸ ︷

Nrw +
d︷ ︸︸ ︷

Nmt (5.2)

If the control goal is to rotate the satellite, it might be desired to make the apparent
satellite dynamics independent of reaction wheel angular momenta. This can be achieved
by using the actuators to counteract the effect of the gyroscopic term ω×hrw. This is
a form of state compensation. Equation 5.3 presents the attitude control loop terms
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corresponding to u control input and to d disturbance. Ndist is discarded from the
discussion of the desaturation scheme.

Isω̇ + ω×Isω =
u︷ ︸︸ ︷

−ω×hrw + Nrw +
d︷ ︸︸ ︷

Nmt (5.3)

Equation 5.3 implies that the task state compensation is assigned to the reaction wheels
according to 5.4.

Nrw = −ḣrw = u + ω×hrw (5.4)

The goal of the momentum dumping loop is to track the reference angular momenta
of the reaction wheels. The dynamics of the momentum dumping loop is described by
equation 5.5. Introducing a constant angular velocity reference in the equation can be
utilized to design a reference tracking control law subsequently.

˙hrw = d

dt
(hrw − href ) = −B×(t)mmt (5.5)

where mmt is the magnetic moment of the magnetorquers, B is the local geomagnetic
field in SBRF, hrw is the angular momentum vector of the reaction wheels, href is the
reference reaction wheel angular momentum for desaturation.

Using the dynamics in equation 5.5, the momentum dumping control law can be designed
to stabilize around href . The original cross product control does exactly that. The cross-
product control law controls the magnetorquers’ magnetic momentum using a negative
feedback on the difference between the angular momentum of the reaction wheels and
their reference angular momentum, as shown in equation 5.6.

mmt = − B×(t)
|B(t)|2kp (hrw − href ) (5.6)

where kp is an adjustable proportional gain.

Recognizing that the reaction wheels cannot change hT
[I] total angular momentum, a step

can be taken towards detaching the effect of the magnetorquers and the reaction wheels.
Substituting hrw = R(siq)h[I]

T − Isω. Using this, equation 5.6 can be rewritten according
to equation 5.7.

mmt = − B×(t)
|B(t)|2kp

(
R(siq)h[I]

T − Isω − href
)

(5.7)
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Momentum dumping and attitude control can potentially be opposing goals, since attitude
control changes the reaction wheel velocity to produce the required torque, while the
desaturator tries to keep the angular velocity close to the reference. Further analysis
made by Trégouët et al. [27] found that the classical cross product control law can
be interpreted as having a quasi-cascaded structure with the momentum dumping loop
including the magnetorquers as the upper subsystem and the attitude control loop with
the reaction wheels being the lower subsystem. The problem is that there’s a feedback
involved from the lower subsystem to the upper one, making d

dt
(hrw−href ) dependent on

the attitude parameters, as shown in equation 5.8.

Upper Subsystem

−+

Lower Subsystem

R(q)

R T(q)

Dynamics of

(q, ω)

ζ(q, ω)

(q, ω)+

+

+
+

|     |2
kp −

u Attitude
Controller

ζ(q, ω)

Figure 5.2: Quasi cascaded desaturation control scheme [27, Fig. 2.]

mmt = −(R(siq)B[I](t))×
|B(t)|2 kp

(
R(siq)h[I]

T − Isω − href
)

= −R(siq) B
[I]×(t)
|B[I](t)|2

kp

h[I]
T − href +RT (siq)

ξ(q,ω)︷ ︸︸ ︷
((R(siq)− 13) href − Isω)


= −R(siq) B

[I]×(t)
|B[I](t)|2

kp
(
h[I]

T − href +RT (siq)ξ(q,ω)
)

(5.8)

where 13×3 is a 3× 3 identity matrix, ξ(q,ω) is the notation for the term related satellite
dynamics states that affect the desaturation dynamics.

Remapping equation 5.8 to inertial frame results in equation 5.9. Figure 5.2 illustrates
the system according to equations 5.3 and 5.9.

m[I]
mt = − B[I]×(t)

|B[I](t)|2
kp
(
h[I]

T − href +RT (siq)ξ(q,ω)
)

(5.9)
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Revised cross product control law
In cascaded structure, the upper subsystem can undesirably disturb the lower one. Since
attitude control is more crucial than desaturation, it would be more desirable to use the
attitude control loop as the upper subsystem and the momentum dumping loop as the
lower one, as opposed to the reverse. This arrangement can be obtained by applying
input allocation, i.e. ’suitably assigning the low level actuators’ input, based on a higher
level control effort requested by the control system’ [13]. From the point of view of the
desaturation controller, the control goal is to keep the reaction wheels’ angular momentum
as close to the reference momentum as possible. By using a modified version of the cross
product control law, the desaturation controller dynamics can be decoupled from the
attitude control loop, this way the desaturator can achieve its control goal independently
from the attitude control law. The control scheme is presented in Figure 5.3.

Dynamics of
(q, ω)

(q, ω)

Upper Subsystem

u

Lower Subsystem

href

h[I]
rw

−

u u[I]

−
−

+
R T (q)

R T (q)

Attitude

controller

Figure 5.3: Cascaded desaturation control scheme [27, Fig. 4.]

The momentum dumping control law for the reverse cascade is derived in two steps. First,
the control law for the original cascade scheme presented in 5.9 in ECI frame is revised to
discard the feedback connection corresponding to ξ(q,ω), as presented in this subsection,
second, input allocation is used to reverse the order of the cascade, as presented in the
following section. The system can be turned into a cascade if the term ξ(q,ω) is eliminated
from equation 5.9. The resulting control law is presented in equation 5.10.

m[I]
mt = − B[I]×(t)

|B[I](t)|2
kp
(
h[I]

T −RT (siq)href
)

(5.10)

The dynamics of the total angular momentum and the satellite’s angular velocity can
be described according to equations 5.11 and 5.12, where the total angular momentum
dynamics is described in ECI frame, while the satellite angular velocity dynamics is de-
scribed in SBRF frame. The magnetorquer torque is considered a disturbance, which is
altering the total angular momentum of the system.
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ḣT
[I] = −B[I](t)×m[I]

mt (5.11)

Isω̇ + ω×Isω = u +RT (siq)ḣT
[I] (5.12)

Static allocation
Equation 5.12 suggests that the desaturation loop can have an effect on the attitude con-
trol loop, as mentioned above. That is undesired, since the attitude control loop is of
higher importance than desaturation. To reverse the cascade arrangement corresponding
to control law 5.10, the grouping of the terms need to be revised first. For the reverse
cascade scheme, the control input u is modified to include the magnetorquer torque, ac-
cording to equation 5.13. The magnetorquer torque is no longer handled as a disturbance,
instead it is explicitly a term in the control input. If u actuation tracking u demand well,
the main attitude dynamics becomes independent of the magnetorquer torque output.

Isω̇ + ω×Isω =
u︷ ︸︸ ︷

−ω×hrw + Nrw + Nmt (5.13)

With the new grouping, the reaction wheel torque reference can be expressed according
to equation 5.14. The equation suggests that if the in some cases the magnetorquers can
’help out’ the reaction wheels, decreasing reaction wheel torque demand, thus decreasing
reaction wheel acceleration.

Nrw = u−Nmt + ω×hrw (5.14)

The momentum dumping dynamics becomes what is presented in SRBF by equation 5.15,
in ECI frame by equation 5.16. Transformation to inertial frame eliminates the gyroscopic
term from the equation. Equation 5.16 suggests that the desaturation dynamics is affected
by the main attitude control input.

d

dt
(hrw − href ) = −u− ω×hrw −

(
R(siq)B[I](t)

)×
mmt (5.15)

ḣ[I]
rw = −RT (siq)u−B[I](t)×m[I]

mt (5.16)

The new magnetorquer magnetic moment control law is established for dynamics pre-
sented by equation 5.16, ignoring u. The control law is given by equation 5.17. The
control system consisting of equations 5.17 and 5.14 are illustrated by figure 5.3. Since
the main attitude control loop is unaffected by the desaturation control loop, the main
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attitude controller can be considered as the upper subsystem of the cascade. The control
law suggests that the sum of magnetorquer magnetic moments m[I]

mt has no component in
the direction of B[I], since that would be a waste of energy.

m[I]
mt = − B[I](t)×

|B[I](t)|2
kp
(
h[I]

rw −R
T (siq)href

)
(5.17)

Figures 5.4 and 5.5 present desaturation over several orbits. The attitude controller
control goal is nadir pointing, in the very beginning the attitude and angular velocity of
the satellite differs from nadir pointing. The error is handled by quick reaction wheel
torque action, then the wheels are desaturated over several orbits. The graphs show a
semi-periodic magnetorquer behavior, corresponding to the periodic nature of Earth’s
magnetic field. By adjusting kp control gain in the magnetorquer control law, the speed
of desaturation can be adjusted as well.
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Figure 5.4: Angular velocity of reaction wheels in orthogonal configuration, during desaturation
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Figure 5.5: Magnetorquer torque Nmt during desaturation

5.2 Attitude Reference
The main attitude controllers require an attitude reference quaternion and a reference
angular velocity to track. In the simulation environment, the attitude reference quaternion
is given in orbit frame, the angular velocity reference in ECI frame. As discussed above,
two attitude control goals are distinguished: nadir pointing and Earth station tracking.
For nadir pointing, the attitude reference quaternion is simply assigned as [0 0 0 1]T
and the angular velocity reference is identical to the orbit angular velocity. Creating the
references for Earth station tracking are not as trivial.

For Earth station tracking, the reference quaternion can be calculated using the positions
of the satellite, the station, and the center of Earth. The unit rotation axis of the attitude
quaternion is e = satRo×satRst

||satRo×satRst|| , where
satRo is the distance from center of Earth to the

satellite and satRst is the distance from station to the satellite.

The angle between the nadir pointing and the station pointing vectors can be calculated
using the law of cosines. The attitude quaternion in orbit frame is calculated using the
quaternion rotation formula q = e

Φ
2 (e1i+e2j+e3k+e4) = cos Φ

2 + (e1i + e2j + e3k) sin Φ
2 , as

described in appendix A. The corresponding angular velocity reference can be calculated
using the equation described in appendix C.13.
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Figure 5.6: Tracking a target on Earth

5.3 Main Attitude Controller
Previously the main attitude controller was treated as a black box. The current and sub-
sequent sections discuss several satellite attitude controllers.

Sections concerning linear and sliding mode attitude controllers, describe control meth-
ods used previously in [21]. A hybrid attitude controller is newly implemented in the
simulation environment.

Hybrid Attitude Controller
Dynamic discontinuous hybrid controller, global asymptotic stability, local exponential
stability, state feedback for ω and q. Capable of detumbling. [20]

There are different ways to describe the rotation of a 3D object. One of them is by using
Euler sequences consisting of three rotational values. Euler rotation sequences can use
combinations of roll, pitch and yaw. There’s an inherent problem with Euler rotation,
that makes controlling Euler rotation based models an issue, i.e. they are susceptible to
singularities. Certain orientations might have an infinite amount of corresponding Euler
angles. This can arise when the rotations are made in such a way that some rotation
axes align with each other. This issue is commonly known as the gimbal lock. The result
of a gimbal lock is that given an attitude, the corresponding Euler rotations cannot be
unambiguously deducted, unless extra constraints are introduced.

Quaternion based rotation representation are more appropriate for control. Quaternions
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are not susceptible to singularities. The only problem with quaternion representation is
the so-called double coverage, i.e. rotation by −q represents the same rotation as rotation
by −q. This becomes obvious from the rotation equation 5.18.

qvq−1 = (−q)v(−q−1) (5.18)

The attitude control goal can be described as tracking the orientation demand q. Ac-
cording to [20], it is impossible to design a globally stabilizing quaternion based state
feedback that is robust to measurement noise. The quaternion-based robust hysteretic
feedback controller which is capable of globally asymptotically stabilizing a rigid body is
described subsequently, according to [20]. It can be considered as a more robust extension
of classical state feedback controller.

The dynamics of a rigid body is described in equation 5.19. For clarity of the control
method, disturbance torques are emitted from the equation. Since the control system
compensates for the gyroscopic term, it is omitted as well from the discussion .

Isω̇ = ω×Isω + Nctrl (5.19)

The control goal can be clearly described with rotation matrices. Rotation matrices use
9 variables to describe a rotation, but they have the advantage of being non-ambiguous.
The rotation error can be described using equation 5.20.

R(qe) = R(qd)TR(q) (5.20)

The goal is to align R(q) with R(qd) orientation demand. If that demand is satisfied,
R(qe) orientation error becomes I identity matrix. In quaternion representation, this goal
corresponds to having a unit quaternion with the scalar element being ±1, according to
equation 5.21.

R(qe) = R(qe) = 1 equivalent−−−−−−→ qe = ±



0

0

0

1


(5.21)

Because of the double coverage property of quaternions, stabilizing an attitude, stabiliza-
tion has to be done on a two equilibrium points corresponding to qe in equation 5.21. If
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a feedback controller is used in the form of Nctrl = f(qe), qe and −qe might result in
different torque demand, even though they both represent the same rotation. Out of the
double covering quaternions [0, 0, 0, 1]T and −[0, 0, 0, 1]T , one might be a stable, the other
an unstable equilibrium point. The hybrid controller addresses this issue. According to
[20], robust and global stabilization on this set is impossible to achieve using non-hybrid
discontinuous state feedback in the presence of sensor noise. The paper proposes a hy-
brid, discontinuous, hysteretic, robust, globally asymptotically stabilizing attitude control
method instead. A system is considered a hybrid system in the subsequent discussion if
the state changes can vary between being continuous or discrete.

The state changes are controlled by the following rules. Controller state storing informa-
tion about which of the double covering quaternions should be tracked is introduced as
xc ∈ {−1, 1}. xc decides which of the two double covering quaternions should be tracked.
If xc = signum(q4) rule is followed, the controller becomes sensitive to measurement
noise. To avoid that, a hysteresis introduced, with an adjustable δ ∈ (0, 1) hysteresis
threshold parameter. The rule for choosing between discrete or continuous control mode
is presented in equation 5.22.

C :=
{

(q,ω, xc) ∈ S3 × R3 × {−1, 1} : xcq4 ≥ −δ
}

(5.22)

D :=
{

(q,ω, xc) ∈ S3 × R3 × {−1, 1} : xcq4 ≤ −δ
}

If (q,ω, xc) ∈ C, i.e. the controller is running in continuous mode, the governing equations
are according to equation 5.23. When (q,ω, xc) ∈ D, xc controller state swaps sign
instantaneously. Because of the δ thresholding, two swaps don’t happen in infinitesimally
small time.

ẋc = 0,(q,ω, xc) ∈ C (5.23)
x+
c = −xc,(q,ω, xc) ∈ D (5.24)

where x+
c is the next value of xc during discrete time state change.

Equation 5.25 describes the generated negative feedback control signal. Kq is the ad-
justable orientation error gain, Ke is an also adjustable parameter for angular velocity
gain.

u = −Kqxcqe
1:3 −Kωω

e (5.25)
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Detumbling
After a satellite is ejected from its rocket, it might be rotating quite fast. The first
task of the satellite attitude controller is detumbling the satellite, preparing for normal
operation. The hybrid attitude controller is capable of doing that. This means that the
hybrid attitude controller is a good nominee for being the attitude controller for every
operation mode. A simulation was made where the satellite’s initial angular velocity
is unrealistically high, while the control goal is stabilizing the satellite to point at the
nadir. Actuator saturation is omitted in order to present the dynamics of the control law
more clearly. Figures 5.7a and 5.8 present the torque demand and the angular velocity
during detumbling. At 4 seconds, the input quaternion is negated in order to present the
controller handling the double coverage of the quaternion. Figure 5.7b presents xc during
the detumbling maneuver.
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Figure 5.7: Figure a) shows the hybrid controller detumbling torque demand while figure b) illustrates
xc controller state during detumbling maneuver using the hybrid controller. The quaternion error is
negated at 4 seconds.
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Figure 5.8: Satellite angular velocity during detumbling maneuver using the hybrid controller

Linear attitude controller
The operating point during nadir pointing is defined between the orbit frame and the
body frame. In the operating point the angular rate between the frames should be zero
s
oω = 0 and the two frames should be aligned, thus the relative attitude quaternion is
[0 0 0 1]T . Therefore, ||ω̄|| is equal to the orbital angular velocity, and equation 4.2
following [10] can be written as

 ˙̃q(t)
˙̃ω(t)

 =



0 0 0 1
2 0 0

0 0 ωo 0 1
2 0

0 −ωo 0 0 0 1
2

−2σx 0 0 0 0 0

0 2σy 0 0 0 ωoσy

0 0 0 0 ωoσz 0



q̃(t)

ω̃(t)

−
0(3×3)

I−1
s

 Ñctrl (5.26)

with σx = Iy−Iz

Ix
,σy = Iz−Ix

Iy
,σz = Ix−Iy

Iz
and Ix = 0.0017, Iy = 0.0022, Iz = 0.0022 been

the values of the inertia matrix and ωo ≈ 0.0011 is the orbital angular rate. Moreover, by
comparing the values of matrix equation (5.26) it can be seen that the value 1

2 is larger
compared to the other values thus equation (5.26) can be simplified to ˙̃q(t)

˙̃ω(t)

 =

0(3×3)
1
21(3×3)

0(3×3) 0(3×3)


q̃(t)

ω̃(t)

−
0(3×3)

I−1
s

 Ñctrl (5.27)
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Three equal subsystems can be derived from equation (5.27) as ˙̃qi
˙̃ωi

 =

0 1
2

0 0


 q̃i(t)
ω̃i(t)

−
 0

I−1
i,s

 Ñi (5.28)

with i = 1, 2, 3. The control torque was defined by the state feedback law as

Nd
i = −

[
k1 k2

]  q̃i(t)
ω̃i(t)

 (5.29)

leading to a second order closed loop system calculated as det(sI−(A−BK)). Identifying
this with a general second order equation s2 + 2ζωns+ ω2

n, with ζ be the dumping factor
which was chosen to be equal to 1 and ωn the natural frequency ωn = 2π

60/0.35 with 60 being
the chosen rise time value. The controller gains were derived as

k1 = −2Ii,sω2
n

k2 = −2ζIi,sω2
n

Since the matrix A is affine, stability analysis was made for all the values of ω̄ evaluated on
the vertices of the convex polyhedron for the all values of ω̄[21] giving maximum eigenvalue
−0.0308. In the figure 5.9 it is seen the torque demand from the linear controller for nadir
pointing reference.
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Figure 5.9: Linear controller Nadir pointing torque demand
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Sliding mode control
As described previously, the sliding mode control scheme belongs to the class of non-
linear control designs. The objective of the SMC is the design, from a geometrical point
of view, of a manifold in the state space, denoted as s. When the state trajectory is on
the manifold (s = 0) it is constraint such that the behavior of the system will meet the
specifications it is designed for, i.e convergence to the desired reference. In figure 5.10 it
can be seen how the states slide on the hyperplane towards origin.

x

x

Sliding surface 
s = 0

Sliding phase
Reaching phase

Figure 5.10: Sliding mode behavior

Sliding variable design
Small signal deviation i.e. the quaternion error can be described as

q̃ = q̄−1 ⊗ q (5.30)

with q̄−1 be the desired reference quaternion and q be the measured, and for the angular
velocity as

ω̃ = ω − ω̄ (5.31)

with ω̄ be the nominal value of the angular velocity. The sliding variable can now be
written in terms of the error signals as

s = F q̃ + ω̃ (5.32)

with F = α13×3 be a positive definite matrix. It can be seen that for s = 0, the motion
on the sliding surface is governed by ω̃ = −αq̃1:3, where q̃1:3 denotes the vector part of
the quaternion, and α is chosen appropriately through trial and error to give the desired
convergence for q̃, leading to the desired alignment [0 0 0 1]T between frames. In order
to prove this, differentiation of equation 5.30 following [11] is written as

˙̃q = 1
2(−qω̄ ⊗ q̃ + q̃ ⊗ qω̄ + q̃ ⊗ qω̃) (5.33)
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with qω̄ = ω̄1i + ω̄2j + ω̄3k + 0 and qω̃ = ω̃1i + ω̃2j + ω̃3k + 0. From equation 5.33 the
real part of the quaternion error can be written as

˙̃q4 = −1
2ω̃q̃1:3 = α

2 ‖q̃1:3‖2 = α

2 (1− q̃4
2) (5.34)

It can be seen that q̃ −→ [0 0 0 1]T with a desired rate given by α. Figure 5.11 showing
the q̃ converging with rate given by α = 0.035
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Figure 5.11: Shows the quaternion error converging with α = 0.035

Sliding condition - Control law
The variable s can be driven to 0 by making use of a Lyapunov candidate function as

V = 1
2sT s (5.35)

and in order to prove stability around s = 0 a necessary condition is V̇ < 0 for each s 6= 0.
The time derivative of equation 5.35 is written as

V̇ = 1
2(ṡT s + sT ṡ) (5.36)

showing that sT ṡ < 0 ∀s 6= 0 the condition may be satisfied. Substituting equation 5.32
is obtained

V̇ = sT ṡ = sT (F ˙̃q + ˙̃ω) (5.37)

and thus replacing the dynamic equation 4.1, equation 5.37 may be written as
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V̇ = sT I−1
s (−ω×Isω − ω×hrw + Nd

rw + Nmt + Ndis − Is ˙̄ω + IsF ˙̃q) (5.38)

designing the control as

Nd
rw = ω×Isω + ω×hrw + Isω̇ − IsF ˙̃q − Isλsign(s)) (5.39)

equation 5.38 is written as

V̇ = −sT (− ˙̃ω + λsign(s)−Nmt −Ndist) (5.40)

Eventually, it can be seen that choosing λ > ‖ ˙̃ωmax‖+‖Nmt‖+‖Ndist‖ the condition V̇ <
0 is satisfied. Sign function presents chattering around the manifold which is undesirable,
thus the sign function is replaced with the hyperbolic tangent function tanh which is
smoother. In the figure 5.12 is depicted the torque demand the sliding mode controller
outputs.

Figure 5.12: Sliding Mode controller nadir pointing torque demand
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6 | Actuators modelling and control
This chapter will describe the chosen reaction wheels and BLDC motors along with the
electrical and mechanical modelling of the motors.

6.1 Reaction wheels
The satellite should be capable of tracking an Earth station in order to be able to downlink
data effectively. Tracking a ship requires similar control capability, since the velocity of the
wheel is practically zero compared to the velocity of the satellite. Directing the satellite
to the nadir continuously only requires keeping a satellite angular velocity equal to the
orbit’s angular velocity. Pointing the antennas to the Earth station requires torque from
the actuators, the torque demand can be calculated based on the angular acceleration
demand for Earth station tracking.

The wheel moment of inertia is [6] Iw = 2.456[gcm2] and the weight is mw = 4.201[g]
compared to the motor weight mmotor = 8[g] and the motor shaft moment of inertia
Imotor = 0.0249[gcm2]. The characteristics of the selected motor can be found in appendix
B. The maximal speed of the motor is ωmax = 20000[rpm] and thus the maximum angular
momentum that the system wheel-motor can provide can be found as

hmax = Jwheelωmax

which is found to be 5.1438 · 10−4[Kgm2/s] for each wheel. For three axis stabilization,
three wheels each orthogonal to the principal axis, are efficient but in case of one actuator
failure it jeopardizes controllability of the satellite. To avoid this, redundancy is desired,
requiring four wheels in tilted positions. The configuration of the wheels is chosen to be
in tetrahedron shape giving rise to more reliable and robust system. The tetrahedron
configuration will be discussed in section 6.1.

BLDC motor model
In order to make the system more reliable, brush-less DC motors are chosen as actuators.
BLDC motors are lighter compared to brushed with the same power output and do not
causing sparking thus can be used in operations that demand long life and reliability.
Each motor consists of an electrical part and a mechanical part. The electrical part of
the motor can be modeled using Kirchhoff’s Voltage Law as

Va − VR − VL − Ve = 0 (6.1)

where Va is the voltage source, VR is the voltage drop across the resistance, VL is the
voltage drop across the inductance and Ve is the back emf. Equation 6.1 can be re written
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as

Va = Rai+ La
di

dt
+ keω (6.2)

where Ra [Ohm] is the armature resistance, La [H] is the armature inductance and ke is
the back emf coefficient as it can be seen in the figure 6.1 .

Figure 6.1: Electrical and mechanical part of the motor

The mechanical part of the motor can be modelled as

kti = J
dω

dt
+ bω (6.3)

where J is the rotor moment of inertia, kt [Nm/A] is the motor torque coefficient and b
[Nm s/rad] is the viscous friction coefficient. Equation 6.3 can be solved for i and replaced
in 6.2[32]

i = J

kt

dω

dt
+ b

kt
ω (6.4)

Va = LJ

kt

d2ω

dt2
+ RJ + Lb

kt

dω

dt
+ Rbke

kt
ω (6.5)

by Laplace transformed 6.5, the second order transfer function from Va to ω can be written
as

ω(s)
Va(s)

= kt
LJs2 + (RJ + Lb)s+ (Rb+ kekt)

(6.6)

following [32] the electrical time constant τe and mechanical time constant τm can be
written respectively τe = LJ

RJ+Lb and τm = RJ+LB
RB+kekt

, the values for the two time constants
are found to be τe = 1.2709 · 10−10[s] and τm = 8.4102 · 10−4[s] thus since the τe is very
small compared to τm, the effect of inductance can be neglected thus the transfer function
from Va to ω is reduced to a first order transfer function as

ω(s)
Va(s)

= kt
R(Js+ b) + kekt

(6.7)
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the block diagram of the system can be seen in figure 6.2 along with PI velocity controller
which will be discussed in the next section.

Figure 6.2: Angular velocity controlled DC motor

Angular velocity control
The higher level controllers give a control demand to the reaction wheels, this torque
demand is transformed to angular velocity demand in motor frame. A PI controller has
been designed to control the angular velocity of the motor as seen in the figure 6.2: The
PI controller gains are chosen by trial and error in order to achieve faster closed loop
response, zero steady state error and stable system. The gains are chosen to be:

kp = 0.006
ki = 6

The root locus of one motor with PI controller is seen in figure 6.3
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Figure 6.3: Root locus of one motor with PI controller

Furthermore, it is worth showing how the poles moving when the motor reach saturation
mode and thus the gain becomes 0 which can be seen in figure 6.4.
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Figure 6.4: Root locus of one motor with PI controller when the gain K becomes 0
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Reaction Wheel Configuration
Studies have been conducted on what is the best configuration of redundant reaction
wheels. The optimal configuration can of course depend on the requirements. If the
requirement is to have the same controllability for reaction wheels in case of fault, and
six reaction wheels are available, orthogonally configured double reaction wheels can be
used. Minimizing energy consumption is normally the goal in deciding on a configuration.
Ismail et al. [30] investigated several configurations by running simulations with the
configuration being the only difference. The tetrahedron configuration of four reaction
wheels has been chosen as the default configuration in the present thesis, which is quite
widespread in the field [5], and is redundant with an excess of one wheel. The tetrahedron
configuration is visualized in Figure 6.5. In tetrahedron configuration the four wheel
orientations are evenly distributed, unlike the also widespread pyramid configuration.

Figure 6.5: Geometry of the tetrahedron configuration [18]

Transformation Between Body & Reaction Wheel Space
The main attitude controller sends torque demand signal to the actuators. The reaction
wheel torque demand has to be converted from body frame to torques parallel to reaction
wheel axes. This transformation is nontrivial. Transforming back from reaction wheel
space to body frame is quite intuitive. Knowing the orientation, the mounting angle
of each motor axis and the corresponding motor torque, the torque in body frame for
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tetrahedral configuration can be derived according to equation 6.8 - 6.9. The matrix for
tetrahedron configuration is given by [15].

Nrw = AMNM =
[
AxisM

1 AxisM
2 AxisM

3 AxisM
4

]
NM (6.8)

AMNM =


cos(19.47) − cos(19.47) cos(60) − cos(19.47) cos(60) 0

0 cos(19.47) cos(30) − cos(19.47) cos(30) 0

− sin(19.47) − sin(19.47) − sin(19.47) 1

NM (6.9)

where Nrw is the reaction wheel torque in body frame, NM is the vector containing the
reaction wheel DC motor torques parallel to their axes, AxisM

i are the reaction wheel
motor orientation in body frame, AM is the transformation matrix between axis oriented
reaction wheel torque and torques in 3 dimensional body frame.

The transformation matrix for orthogonal configuration is quite trivial, and is presented
in equation 6.10.

AM,orth =


1 0 0

0 1 0

0 0 1

 (6.10)

The nontrivial body frame to motor frame transformation can be derived by reordering
equation 6.8. Since AM is a 4×3 matrix, a pseudo inverse has to be used when reordering
the equation, as presented in equation 6.11.

NM = A†MNrw = ATM(AMATM)−1Nrw (6.11)
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3D to Motor
Transformation

Motor to 3D
Transformation

Figure 6.6: Reaction wheel torque distribution

In case there’s a demand to adjust the torque distribution between the wheels, an extra
vector can be included, as shown in equation 6.12 [28, equation 18.41-42]. If k is set to 0,
the norm of wheel torques are minimized.

NM = A†MNrw + k [1,−1,−1, 1]T (6.12)

6.2 Magnetorquer model
The magnetorquer system is made up of six magnetorquers set up in three orthogonal
pairs.

The magnetic moment of the magnetorquer is controlled according to the desaturation
torque demand. The interaction of the dipole with the magnetic field of the Earth will
result in a torque that will be perpendicular to the magnetic field vector according to the
following equation [28]:

Nmt = mmt ×B (6.13)
where Nmt is the torque produced by the magnetorquer, B is the vector of the magnetic
field of the Earth and mmt is the magnetic dipole moment of the magnetorquer.

The magnetic moment mmt is given by [31]:
mmt = ncoil Icoil Acoil (6.14)

where ncoil is the number of the coil windings, Icoil is the electric current flowing through
the coil and Acoil is the area vector of the magnetorquer.

The resistance of the magnetorquer which is a function of the temperature of the coil, can
be computed as

Rmt = ncoilCρmt
Awire

= nCρ0(1 + α0(Tmt − T0))
Awire

(6.15)
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where
Rmt is the resistance of the magnetorquer
ncoil is the number of windings
C is the wire circumference
Awire is the wire cross-sectional area
ρ0 is the resistivity of copper
α0 is the coefficient of resistivity temperature
Tmt is the temperature given as an input
T0 is the resistivity base temperature

The inductance in the simulation is neglected and the the current has been calculated
based on resistance.

The characteristics of the magnetorquer is described in appendix F.

Magnetorquers open-loop control
In the simulation, the magnetorquer has no state, open loop control is used to calculate
the control voltage needed to output the desired magnetic moment. The open loop gain
is calculated using equation 6.14 as follows

K = Rmt

ncoilAcoil

(6.16)

K is the gain. The maximum voltage is 1.25[V].

The magnetorquer open loop control can be seen in figure 6.7:

Figure 6.7: Magnetorquer open loop control

Relation between the coil current and generated magnetic field
The knowledge about the relation between coil current and generated magnetic field in
any given point in space, can be used for fault detection. The magnetic field in the center
of a square coil is computed using the law of Biot-Savart [25]:

dBmt = µ0I

4π
ds× r̂
r2 (6.17)

where
Bmt is the magnetic field generated by magnetorquer
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µ0 is a constant called permeability of free space and is equal with 4π × 10−7 Tm/A
I is the current
ds is a length element in the direction of current
r̂ is the direction from ds to a particular position
r is the distance from ds to a particular position

Equation 6.17 represents an infinitesimal element, thus integrating the equation over the
whole coil gives the generated magnetic field.
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7 | Fault Analysis
Probable faults in the system are examined using a Failure Mode and Effects Analysis
(FMEA). In order to decide the importance of handling each fault, the severity and oc-
currence (SO) of faults is analyzed. It was decided that the fault analysis is focused on
actuators fault detection.

A fault in a system can be seen as a sudden shift in the system functionality, however,
it might not mean a total shutdown of the system. The faults can be considered as
a disturbance in the system, some of which might cause performance loss while others
serious deterioration to the system. Failures are distinguished from faults since can cause
a total shutdown of the system component.

In figure 7.1 a fault tolerant system is shown, which contains an autonomous supervisor
that has the ability to switch between various controllers taking into account the type of
fault that a component has. The spacecraft block illustrated in the picture is composed
of a plant, actuators and sensors and is monitored by the fault detection and isolation
(FDI) system, which include detectors that will feed informations to the supervisor in the
eventuality of a fault. Based on the information received, the supervisor will establish if
a fault occurred or not and in case of a fault the effectors will handle it. Furthermore
figure 7.1 shows the procedure of how faults are handled with various methods. The first
step in Fault Analysis is fault modeling which uses a procedure called FMEA.

Figure 7.1: Fault tolerant system architecture and fault handling using different methods [23]
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7.1 Failure Mode and Effects Analysis
A FMEA analysis which is a bottom-up analysis method is performed for the components
of the satellite. The main goal of FMEA is to identify possible faults and their effects
on components. Another aspect of FMEA analysis is that, the severity of a fault can be
determined, offering the opportunity to prioritize the faults by severity and in this way
focus on the important faults.

In order to control the attitude of the satellite, two types of actuators are used: magnetor-
quers and reaction wheels. Potential faults are gathered into tables 7.1 and 7.2 describing
the effect and cause on the satellite in orbit.

Magnetorquers

Magnetorquers

Creates a magnetic field that interacts with Earth’s magnetic field

Reference Failure Effect Failure Cause

MT1 Low magnetic field
1) Broken wire or bad soldering

2) Component burned

MT2 Maximum magnetic field power Short circuit to the power voltage

MT3 Wrong direction of the magnetic moment
1) Misalignment of the magnetorquer

2) Short circuit between the

magnetorquer and the power voltage

MT4 Wrong magnetic field magnitude Faulty supply voltage

Table 7.1: Potential faults in the magnetorquers

Description of faults in the magnetorquers:

FMT1: The coil might have a broken wire or bad soldering, which can lead to the weakening
of the magnetorqer magnetic field. The same effect can arise if an electric component is
burned from large currents caused by a fault in the voltage regulator.

FMT2: A short circuit in the power supply can lead to maximum magnetic field output.

FMT3: A misalignment of the magnetorquer due to transportation or a sudden shift during
the launch, could affect the direction of the magnetorquer magnetic field, leading to wrong
magnetorquer magnetic moment output.
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FMT4: A fault supply voltage that could mean lead to uncontrollable magnetorquer mag-
netic field.

Reaction wheels

Reaction wheels

Produces a torque in order to rotate the satellite

Reference Failure Effect Failure Cause

RW1 Faulty torque orientation Shifting of the flywheel

RW2 Uncontrollable rotation A short-circuit in the power supply

RW3 Low motor power Short circuit

RW4 No torque exerted A fault in windings

RW5 Higher power requirement A fault in bearings

Table 7.2: Potential faults in the reaction wheels

Description of faults in the reaction wheels:

FRW1: A displacement of the flywheel during launch or transportation could result in an
error in the controlled torque orientation.

FRW2: A short-circuit in the power supply could influence the control of the flywheel by
decreasing the range of the control voltage.

FRW3: A short circuit to the ground due to a broken wire or bad soldering will result in
low torque output.

FRW4: Due to a fault in the windings, the flywheel is uncontrollable since the motor can
not exert torque.

FRW5: If the motor bearings fail, then the motor will need to generate more torque than
usual in order to compensate, therefore more power is required.

In appendix H a severity and occurrence evaluation is performed.
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7.2 Fault Detection
Fault detection deals with detecting system discrepancies and abnormal behavior. Some
of the methods require sensor data filtering or threshold adjustment to handle signal noise.
Fault detection is the first step towards handling faults. It does not necessarily identify
the source of the fault, just establishes the fact that a fault has occurred in the system. In
redundant systems, fault handling can be achieved by shutting down the actuator affected
by the fault and redistributing the control tasks between the functioning actuators.

Accuracy of general fault detection methods can be improved by filtering the signals used
in the fault detector. When observer is used filtering is not needed. Filtering methods
are outside of the scope of the thesis. Observer theory is well developed for linear systems
however, observers for nonlinear systems is a field under development [3].

Detectability of potential faults
The possible detection methods for the faults discussed above are discussed. The methods
are described in more detail in subsequent sections.

Decreasing control voltage range: Detection does not require more in depth knowl-
edge of the system. The fault detector needs to receive control voltage measurement,
control voltage demand and needs to be aware of the normal voltage range. If the voltage
demand is below the normal range, but the measured voltage does not match with the
demand, a power supply related problem can be suspected.

Sensor fault: Some of the sensor faults can be detected through the discontinuities they
cause in the signal.

Discrepancy between estimated and actual actuator torques: Observer based
fault detection methods can help in exposing wrong torque estimates. The estimated
torque is fed to the simulated observer system. If the system states of the observer and
the real satellite have a substantial mismatch, a fault can be suspected.

Reaction wheel or magnetorquer axis displacement: The reaction wheel system has
voltage, current, angular velocity sensors, but none of these local sensors are able to detect
the displacement of the axis. However fault detectors taking into account the satellite
dynamics using attitude measurements can register the difference between actuator torque
demand and actuator torque output, which can indicate a misalignment. During normal
operation, when all actuators are working, finding the actuator with misaligned axis can
be quite problematic. Isolation of this type of fault can be done by turning off the main
attitude controller, then one by one giving torque demand to each actuator. If the actuator
has an unexpected effect on the satellite dynamics, the actuator can be deemed faulty.

Winding fault leading to zero torque output: Reaction wheel winding fault can not
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be directly detected, since there is no direct measurement available of the output torque.
Residuals based on structural analysis can detect a discrepancy between winding current
and torque output. Similarly, structural analysis based residual can be established for the
magnetorquers using magnetic field and current measurement.

Reaction wheel bearing fault: If the bearing of a reaction wheel is faulty, the fric-
tion increases, changing the dynamics of the motor. This can be detected through the
structural analysis based residual signal.

Motor fault detection

Model-free fault detection
Gradient anomaly detection: Some faults can cause anomalies in signals that are easy
to notice by simply analyzing the signal shape they produce. Discontinuities for example
often hint at a fault. Since most signals are sampled discretely, discontinuities appear as
large signal steps. For example, if the angular velocity sensor in the reaction wheel motors
fall to zero instantaneously, there’s a good chance that a sensor fault has just occurred.
Detecting faults through such anomalies require no knowledge of the system dynamics,
thus they can be deemed as model free fault detection.

A reconfiguration scheme using anomaly detection in angular velocity sensors has been
implemented in the simulation environment. The detection checks the magnitude of the
angular velocity gradient, and if it’s above the threshold, the fault detector module sends
a fault signal to the reaction wheel supervisor system, which can decide to reconfigure the
reaction wheel torque distribution. The signal equation is given by equation 7.1, where
ω̇thresh denotes the threshold for fault signal generation, ∆t denotes the sampling time.
ω̇thresh can be set according to maximum reaction wheel torque, maximum reaction wheel
angular velocity and wheel friction. ω̇thresh should at least be ω̇thresh > bωmax+τmax

Jmotor
if false

fault signals are to be avoided.

FaultSignali = |ωw,i(k)− ωw,i(k − 1)| > ω̇thresh∆t (7.1)

Structural Analysis
Structural analysis studies the interrelation between parameters and variables of the sys-
tem by establishing constraints. The constraints can be obtained from the equations
describing the system model. Structural analysis distinguishes known and unknown vari-
ables. The unknown variables are expressed using the known ones and the constraints.
Structural analysis based residual signal generation requires that the unknown variables
can be expressed redundantly. One of the constraints is used to express the unknown
variable, the other to verify it. If there’s a mismatch between the two, a fault is detected.

When looking for sensor faults, one constraint is between the measured and the actual
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values of a variable. When a sensor fault occurs, there can be a considerable difference
between the measured and the actual value of a variable. Assuming that only one fault
occurs at any given time, faults cannot mutually neutralize each other. The following
structural analysis based residual generator is able to detect both actuator and sensor
faults.

The constraints being used to detect faults in the motor are derived from the equations
in section 6.1 and are listed in equations 7.2 to 7.5. Ci represents constraint relations,
di represent differential relations. The relation between the constraints and the variables
are illustrated by figure 7.2.

C1(ω, v) = Va = Rai+ keω (7.2)

C2(ω, ω̇, i) = kti = J
dω

dt
+ bω (7.3)

C2(τ, i) = τ = kti (7.4)

d1(ω, ω̇) (7.5)

Figure 7.2: Structural graph of reaction wheel motor

ω and i can be measured, so the residual signal can be derived according to 7.6. In absence
of fault, the residual should be close to zero.

residual = −kti+ J
dω

dt
+ bω (7.6)
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Figure 7.3: Figure 7.3a: Residual signal in scenario where at 20 s the reaction wheel friction doubles.
Figure 7.3b: DC control voltage signal of angular velocity controlled reaction wheel in scenario where at
20 s the reaction wheel friction doubles

The friction model is quite accurate at high speeds, not so much for low speeds. This
needs to be addressed by a higher threshold fault signal threshold at low speeds. Figures
7.3 - 7.4 show the effect of a bearing fault on the residual, when the fault doubles the
reaction wheel friction.

When a residual indicates a fault, the supervisor system can decide to change the mode
of torque distributor, shutting down the faulty wheel. There’s a short term error in the
reaction wheel subsystem’s torque output, but then the angular velocity reference tracking
normalizes the output quite quickly. This might jeopardize a downlink operation, but this
kind of fault rarely occurs, and might only require downlinking to be postponed for the
next orbit.
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Figure 7.4: Angular velocity in scenario where at 20 s the reaction wheel friction doubles
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Magnetorquer fault detection
Model based methods have been used for fault detection in magnetorquer actuators.
Structural analysis based methods will be discussed first that have been implemented
locally in the magnetorquer system and subsequently two observer based designs.

Magnetorquer local structural analysis
Using the Biot-Savar law from equation 6.17, the residual for the magnetorquer is gener-
ated using the following equation:

residual = Bmt −
4µ0√
2πL

I (7.7)

where
Bmt is the magnetic field of the magnetorquer
µ0 is a constant called permeability of free space
I is the current
L is the length of the coil

The Biot-Savart is applied for the magnetometer located at the center of the square coil.

The magnetometers measure the combined magnetic field from Earth and all the magne-
torquers, the magnetic field generated by the examined magnetorquer has to be decoupled
through sensor fusion.

Luenberger Observer
Parallel to structural analysis method an observer based method have been designed for
fault detection in magnetorquer based actuators. Here will be discussed a Luenberger-like
form which is based directly on the non-linear dynamics. In previous chapter has been
discussed that for each axis there is a pair of magnetorquers. The redundant magnetic
actuators are used for reconfiguration in the presence of a fault or failure.
The Luenberger-like observer is based on the dynamic equation 4.1 and for the sake of
brevity is rewritten here as

ω̇ = −I−1
s ω×Isω − I−1

s ω×hrw + I−1
s [Nrw + Nmt + Ndist] (7.8)

where the time dependency of the variables has been suppressed for clarity. Rearranging
the above equation and by adding the fault vector FMT it can obtained

ω̇ = −I−1
s [(Isω)× − (hrw)×]︸ ︷︷ ︸

A

ω + I−1
s︸︷︷︸
B

[Nrw + Nmt]︸ ︷︷ ︸
u

+I−1
s Ndist + FMT (7.9)
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where A = −I−1
s [(Isω)× − (hrw)×] is the system matrix, B = I−1

s is the input matrix,
Nactual = Nrw + Nmt is the input vector and Ndist = d is the disturbance vector. The
system can now be written in Luenberger-like form as

˙̂ω = Aω̂ +Bu +Bd + LC(ω − ω̂) (7.10)

with L be the observer gain and the output vector can be written as

y = Cω̂ (7.11)

with C be identity matrix. The matrix A is found by using the maximum values of ω and
hrw which were obtained by running the simulation over one period, and thus the gain
matrix is obtained by pole placement as

L =


−3.0000 −0.0014 0.0004

0.0011 −4.0000 −0.0163

−0.0003 0.0163 −5.0000

 (7.12)

Residual generation
Assuming that the motors are fault free a residual can be generated from the Luenberger-
like observer. By denoting Nobs = Is ˙̂ω where I is the inertia of the satellite then a
residual can be generated as

residual = Nactual −Nobs (7.13)
thus if ‖residual‖ ≥ threshold a fault has been occurred. The structure of Luenberger-
like observer can be seen in figure 7.5 and the generated residual signal in figure 7.6
.

Nactual

Nobs

ResidualNactual

Satellite

Luenberger Observer

+
-

I

ω   

Figure 7.5: Luenberger-like observer structure and residual generation
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Figure 7.6: Luenberger-like Observer residual signal

Even the Luenberger-like observer is able to detect certain faults, is not robust in the sense
of isolation. In order to isolate the faulty component the Luenberger-like observer can be
combined with the local structural analysis based residual which have been discussed in
7.2 and together by combining their flags can reconfigure the magnetorquer scheme by
shutting off the faulty component and turning on the healthy one which will be discussed
in chapter 8. In the figure 7.7 it can be seen the flag from the observer with a fault in the
voltage supply of the first magnetorquer component at 200[s].
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Figure 7.7: Luenberger-like Observer flag with a fault in the voltage supply occurring at 200 seconds

Unknown Input Observer (UIO)
Disturbances and modeling errors may cause discrepancies between the actual system
and the descriptor mathematical model. Linearization and simplifications which make
the system more manageable may lead to such uncertainties. Uncertainties can have an
effect on the system dynamic behavior. During observer design, these uncertainties can
be considered as unknown inputs. The observer can be designed to make the system state
estimate error converge to zero in the presence of such unknown inputs. The linearized
system dynamics is described according to equations 7.14 and 7.15.

ẋ = Ax +Bu + Ed (7.14)
y = Cx (7.15)

where A ,B and C are the system matrix, input and output matrix respectively and E
is the distribution matrix of the unknown input (disturbance) d. Furthermore, x is the
state vector, u is the input vector and y is the output vector. The time dependency of
the variables has been suppressed in order to relax the notation. Following [12],
An observer is defined as Unknown Input Observer for a system described by equation
(7.14) if the state estimation error vector e approaches zero asymptotically regardless of
the presence of the unknown input
The full order observer dynamics is set up according to equations 7.16 and 7.17.

ż = Fz + TBu +Ky (7.16)

x̂ = z +Hx (7.17)
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with x̂ being the state estimate and z the state of the observer. When equation (7.16)
is an observer for the system given by equation (7.14) the dynamics of the error vector
(e = x− x̂) can be written according to equation 7.18 [12].

ė = (A−HCA−K1C)e+(A−HCA−K1C−F )z+((A−HCA−K1C)H−K2)y (7.18)

+(I −HC − T )Bu + (I −HC)Ed
in the above equation the utility of x = e + x̂ = e +Hy + z is used. The estimation error
may converge to zero if the following conditions hold true:

F = A−HCA−K1C (7.19)

(I −HC)E = 0 (7.20)
T = (I −HC) (7.21)
K = K1 +K2 (7.22)
K2 = FH (7.23)

where K1 is designed freely by pole placement to give desired eigenvalues of the observer.
The error dynamics if equations 7.20-7.23 hold true can now be written as

ė = Fe (7.24)

consequently if the eigenvalues of F are to the left half plane, the error converges expo-
nentially to zero.

A solution to equation (7.20) is given by making use of the Moore-Penrose pseudo-inverse
as

H = E(CE)† (7.25)
with (CE)+ = [(CE)T (CE)]−1CE)T . A sufficient and necessary condition for the UIO
existence is that the number of independent unknown inputs can not be larger than the
number of independent measurements which leads to

rank(CE) = rank(E) (7.26)

and by denoting A1 = A−HCA that the pair (CA1) is detectable and thus F can have
stable roots.

Residual Generation
In order to be able to detect faults, a residual signal is set up. The residual should converge
to zero in the presence of d unknown input and the absence of faults. In order to make
the faults strong detectable, the residual should not converge to zero in the presence of
faults. The residual is defined as

r = y− Cx̂ == y− C(z +Hy) = (I − CH)y− Cz
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which does not depend on the disturbance vector. Residual thresholding can be applied
to detect faults. Figure 7.8. illustrates the nominal unknown input observer with a block
diagram.

C
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K H
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yx

f

Fy

Figure 7.8: Observer based residual generator

Actuator fault isolation is possible assuming that all the sensors are fault free. Sensor
fault isolation is possible assuming that the actuators are fault free. A descriptor model
of the overall system with actuator fault can be written as given in equation 7.14.

ẋ = Ax +Bu + Ed +Bfact (7.27)

where fact represents the actuator faults.

Application of Unknown Input Observer
The present chapter discusses how to apply unknown input observer (UIO) theory to the
satellite functioning in nadir pointing control goal. The regular UIO uses linear model,
however the satellite system is highly nonlinear. During one orbit, the orientation of the
nadir pointing satellite rotates by 360o. By choosing the appropriate reference frame,
this rotation can be eliminated from attitude dynamics. In local vertical, local horizontal
frame (LVLH), the nadir pointing satellite keeps its attitude. This opens an opportunity
to use linear approximation of the trigonometric nonlinearities in the satellite dynamic
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equations. The operating point should be chosen as nadir pointing, and if the attitude
stays near enough to the operating point, the model stays quite accurate.

Yang’s article on desaturation [33] describes a model that can be effective for UIO. The A
matrix of the model is constant, so the UIO matrices can be derived as described in 7.2.
The model detaches the orbit angular velocity from the dynamics according to equation
7.28.

ω = lv
I ω + s

lvω (7.28)

where lv
I ω is the angular velocity of the LVLH frame compared to the inertial frame and

s
lvω is the angular velocity of the body frame compared to the LVLH frame. B(t) includes
Earth’s local magnetic field, so it has to be updated at every sample. The model has
been altered to include the unknown inputs and faults, furthermore the gravity gradient
torque is handled outside of the system matrix A.

ẋ = Ax +B(t)u + Ed + F xfy (7.29)

y = Cx + F yfy (7.30)

For the detailed matrices of the model used for designing the observer, please refer to
appendix I.

where Iw is the reaction wheel axial moment of inertia, ωo is the angular velocity of the
orbit, Ii is the satellite moment of inertia along ith principal axis. C is an identity matrix.

If the UIO design algorithm is followed, without fault the residual converges to zero, as
shown in figure 7.9 a. If the angular velocity estimate is wrong, i.e. F yfy is nonzero, the
residual doesn’t converge to zero. Figure 7.10 a. shows the residual for an error in angular
velocity estimate. The angular velocity of the satellite is estimated through and sensor
fusion and filtering, the details of which is out of the scope of the present thesis.

The UIO dynamics are designed to make the residual converge to zero in the presence
of unknown input d. The fact that the disturbances and magnetorquer faults affect the
same state variables s

lvω̇ means that the system cannot distinguish the magnetorquer fault
from the disturbances, thus they cannot be decoupled.

An experiment was made to investigate if ignoring the unknown torque disturbances, is
it possible to distinguish magnetorquer faults through thresholding. The E was modified
to a zero matrix, then the observer was redesigned accordingly. This essentially makes
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the observer stop being an UIO. In the test, N est error
dist was simulated as a constant vector

with a magnitude of 1nNm, around 2% of Ndist, while the magnetorquer magnetic mo-
ment fault mfault

mt,1 error was a constant 10mJ/T , a magnitude that would occur at rather
high reaction wheel speed due to desaturation torque demand. Figure 7.10 a. shows the
residual when only the disturbance is present, figure 7.10.b. shows the residual when a
fault occurs at 800 second intervals following a square signal. The residual for the fault is
orders of magnitude higher than for the disturbance, however the residual from the dis-
turbance keeps growing and growing through many orbits. This means that thresholding
is not effective for magnetorquer fault detection in the long term with this observer.
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Figure 7.9: 7.9 a. presents how the residual converges to zero when disturbance is present and fault is
absent. 7.9 b. presents the residual in case of a fault in angular velocity estimation.
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Figure 7.10: 7.10.a. presents the residual of the observer without torque disturbance convergence when
only disturbance torque estimate is present. 7.10.b. presents the residual with periodically occurring
magnetorquer fault. The order of magnitude of the residual in 7.10.a. is 3 times as big.
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8 | Fault handling and reconfigura-
tion

8.1 Virtual actuators and sensors
Actuators and sensors are subject to various faults. Due to these faults the system may
experience drops in performance which could lead to stability loss. The objective of
fault tolerant control using virtual actuators and sensors is to add a reconfiguration block
which is presented as an extra layer between the faulty system and the level controller,
capable of satisfying control requirements through reconfiguration. The purpose of the
reconfiguration block in case of a fault is to provide fault tolerance by using the virtual
actuators and sensors. As can be seen in figure 8.1 the reconfiguration of the faulty
actuators is made independently of the main attitude control schemes. In the figure, uf
represents a low level control input that takes into account the faults of the system, and
yf is the faulty output.

Actuators Plant Sensors

Reconfiguration block

Nominal
controller

Actuators faults Sensors faults

yfuf

yc

yref

uc

Figure 8.1: Virtual actuators and sensors scheme

The reconfiguration of the faulty actuators is made in the adequate actuator subsystems.

To keep the overall system dynamics undisturbed by reaction wheel reconfiguration, com-
pensation schemes need to be used during reconfiguration to counteract the force occur-
ring during the deceleration of the wheels. During magnetorquer reconfiguration, no such
compensation is needed, since the magnetorquers can be shut down practically instanta-
neously.
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8.2 Reaction Wheel Reconfiguration
Fault handling in the redundant reaction wheel configuration can be done by isolating
which is the reaction wheel where the fault occurred and shutting it off and redistributing
the torques to the rest of the reaction wheels. Fault signals emitted by the fault detection
modules are handled by the reconfiguration logic. Section 6.1 describes the distribution
of reaction wheel torque demand between the reaction wheels. When the reconfiguration
system receives a fault signal, it redistributes the Nd

rw torque demand by modifying AM
matrix in equation 6.9. The torque demand for the faulty wheel becomes zero, while the
sum of reaction wheel torques are controlled to follow Nd

rw.

This reconfiguration/redistribution can be represented by changing the AM columns cor-
responding to faulty wheels to zero vectors. For example, if a fault occurs in the 3rd
reaction wheel, the transformation matrix becomes AM,f3, as presented in equation 8.1.

AM,f3 =
[
AxisM

1 AxisM
2 0 AxisM

4

]
(8.1)

3D to Motor
Transformation

Motor to 3D
Transformation

Residuals

Figure 8.2: Reconfiguration Control Scheme for Reaction Wheels

The pseudo inverse used for transformation between 3D to motor torque is calculated in
the same manner as presented in equation 6.11, see equation 8.2. The torque distribution
controller scheme which checks for faults in the motors, is presented in Figure 8.2

A†M,f3 = ATM,f3(AM,f3A
T
M,f3)−1 (8.2)

Equation 8.3 presents the reconfigured torque distribution equation.

63



Chapter 8. Fault handling and reconfiguration

Nd
M = A†M,f3Nd

rw (8.3)

Reconfiguration with compensation in case of angular velocity sensor fault
A reconfiguration scheme using anomaly detection in angular velocity sensors has been
implemented in the simulation. The detection checks the magnitude of the angular veloc-
ity gradient, and if it’s above the threshold, the supervisor shuts down the corresponding
wheel and distributes the torque demand to the remaining wheels. This is necessary, since
the reaction wheel control scheme relies on angular velocity measurements.

It is imperative to compensate for the torque output of the faulty wheel for the satellite
dynamics not to be affected by the fault. The torque output of the faulty wheel can not be
derived from angular velocity measurements in the presence of an angular velocity sensor
fault. In order to be able to compensate for the deceleration torque, using the assumption
that the only fault is in the sensor, wheel deceleration can be simulated based on the
model, and compensation can be done for the simulated torque output of the wheel. This
concept is illustrated in figure 8.3.

3D to Motor
Transformation

Motor to 3D
Transformation

Figure 8.3: Shutdown torque compensation in case of angular velocity sensor fault.

The shut down happens as follows: when the sensor fault is detected, the system registers
the last measure angular velocity and a simulation starts for wheel deceleration with
the angular velocity initial value being the last non-faulty value. The control voltage is
zero, the wheel is decelerated by the friction. As the fault occurs, the reaction wheel
torque distribution is changed to omit the faulty wheel. The simulated torque output of
the faulty wheel is fed to the reaction wheel torque distributor for compensation. The
resulting graphs are presented in figures 8.4 - 8.5.
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Figure 8.4: Figure 8.4a: ωM,i sensor signal and actual value with fault occuring at 30 seconds. Figure
8.4b: NM with ω sensor fault occuring at 30 seconds
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Figure 8.5: Nrw with ω sensor fault occuring at 30 seconds. The peak corresponds to the one control
step it takes to reconfigure the system.

Reconfiguration with compensation in case of residual fault detection
If the structural analysis based motor fault detector discussed in section 7.2 sends a fault
signal, Nrw is redistributed while the faulty wheel undergoes a controlled deceleration.
The torque output of the faulty wheel is compensated for as shown in figure 8.6. One
type of fault that the residual can detect is the change of the bearing friction. If the
friction increases and the wheel is shutdown by cutting the control voltage to zero, the
deceleration torque could become too large to compensate for. Instead, the reference
angular velocity of the faulty wheel is smoothly decreased to zero, so that the faulty
torque output stays small. Figures 8.7 - 8.8 present the behaviour of the system during
reconfiguration.
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Figure 8.6: Shutdown torque compensation in case of fault detected through residual.
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Figure 8.7: Figure 8.7a: Nrw with fault occuring at 10 seconds. Figure 8.7b: NM with fault occuring
at 10 seconds.
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Figure 8.8: ωM,i with fault occuring at 10 seconds

8.3 Magnetorquer Reconfiguration
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Reconfiguration with compensation in case of Luenberger-like Observer resid-
ual fault detection
Similarly to the reaction wheel reconfiguration section 8.2, fault handling in the redundant
magnetorquer scheme can be done by isolating the faulty magnetic component, shutting
it off and at the same time turn on the redundant magnetorquer at the same axis. As it
has been discussed in section 7.2 the Luenberger-like Observer is not robust in the sense
of isolating which component is faulty. Therefore, a combination with the structural
analysis method section 7.2 can be made in order to isolate the faulty component. Each
method give a flag, commonly a binary input, such that when a fault is present each
method indicate 1 and when a fault is absent indicate 0. Moreover, the structural analysis
method is also limited on the faults which can detect. Therefore, the binary flags from
both methods are inputs to a block which emulates the logic operator OR, so if the flags
from each method give binary indicator 1, all the magnetorquers are switched which gives
robustness in a manner of fault handling. In the figure 8.9 it can be seen how the main
magnetorquers shutting off in the presence of a fault in the power supply at time 150 and
their corresponding pair takes action. Moreover, it is worth mentioning that isolation and
configuration of only the faulty component can achieved by replacing the OR by AND
logic operator, but this will lead in a reduced number of the family of faults that can be
handled.
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Figure 8.9: To the left are depicted the magnetorquers of each axis subjected to a fault in the voltage
supply and to the right the redundant magnetorquer pairs.
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9 | Acceptance test
The system is tested to see if it fulfills the requirements put up (chapter 3).

1. The satellite shall track the nadir within 1°.

Nadir pointing capability is tested by turning on the linear attitude controller of a satellite
with initial attitude and angular velocity deviating from the reference. After reducing the
initial error, the tracking error stays below 1o, as shown in figure 9.1.
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Figure 9.1: Tracking error during nadir pointing

2. The satellite should be able to track the Earth station within 1°.

Earth station tracking is tested in a scenario where the satellite flies right over the station.
This is the closest the satellite in orbit can get to the Earth station, leading to maximum
torque demand. The tracking error is kept below 1o, with error peaks appearing during
flyover. Figures 9.4 and 9.3 present the tracking error and torque demand arising during
station tracking.

69



Chapter 9. Acceptance test

0 2000 4000 6000 8000 10000

Time (seconds)

0

0.5

1

1.5

A
n
g
le

 e
rr

o
r 

(°
)

Figure 9.2: Tracking error during Earth station pointing. The satellite flies over the station.

Figure 9.3: Torque demand u during Earth station pointing. The satellite flies over the station.
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Figure 9.4: Tracking error during Earth station pointing using the linear controller. The satellite flies
over the station. The 3rd reaction wheel is faulty and switched off.

3. The satellite shall detect certain actuator faults.

The system is able to detect a family of faults that may occur during a mission. For the
purpose of fault tolerant control, it was not necessary to find the exact source of the fault,
however finding the actuator where the fault has occurred has proven sufficient.

4. The satellite should be able to reconfigure the control scheme in order to
handle faults.

The system is able to reconfigure the control scheme in order to accommodate for possible
faults.
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10 | Closure

10.1 Results
A satellite attitude control scheme for two cooperating actuator subsystems was imple-
mented in a simulation environment for a fault-free system. The two subsystems supple-
ment each other by eliminating each other’s weaknesses. The reaction wheel is capable
of arbitrary torque exertion at any given moment, however is susceptible to saturation,
the magnetorquer can only exert torques in 2 dimensions at any given moment, but is
capable of desaturating the reaction wheels. The attitude control system was designed
to be modular in order to be able to implement parallel control loops. Nadir pointing
capability of these control methods were proven. The control scheme can also satisfy the
more difficult problem of Earth station tracking. Earth station tracking is a benchmark
of great attitude control ability. The simulation environment included environmental
disturbances, but signal disturbances were not considered.

The system was designed to be fault-tolerant, keeping satisfactory controllability even
when actuator faults occur. In order to implement a fault-tolerant control scheme, the
problem of fault detection had to be addressed. It was shown that certain type of faults
can be detected using methods that have low computation requirements. Detecting other
faults, such as axis misalignment proved to be more problematic. Non-observer based fault
detection methods in real-life applications require filtering, which is out of the scope of the
thesis. Using observers eliminate the need for filtering, thus if an observer works in the
simulation environment neglecting signal disturbances, their real-life implementation can
prove successful with a higher probability. Experiments were made using unknown input
observer based fault detection. It proved useful for detecting fault in attitude estimation.
It was shown however that the using UIO for actuator fault detection is problematic due
to the fact that environmental disturbances have similar effect as actuator faults.

Based on fault detector signals, faults have been handled by shutting down the adequate
member of the redundant actuator subsystem and redistributing the control demand for
the functioning actuators. For reaction wheels, smooth reconfiguration was guaranteed
using special transition controllers. Reaction wheel reconfiguration resulted in increased
power consumption for certain maneuvers, but the reconfigured control system still man-
aged to satisfy the control requirements.

10.2 Discussion
State of the art control schemes have been implemented and combined in the simulation
environment, adjusted to the specific requirements of fault tolerant control.

The limitation of unknown input observers has been reached with the torque disturbance
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not being distinguishable from actuator fault. Literature research has shown how observer
design becomes significantly more difficult for nonlinear systems.

The thesis has shown that exact identification of the fault source is not required to perform
fault tolerant control for redundant actuator system, isolating the actuator where the fault
occurred proved sufficient. This relaxes the amount of ’detective work’ required in the
system.

10.3 Conclusion
In this thesis actuator fault detection and fault tolerant control was examined for a pico-
satellie. For fulfilling the requirements, various control schemes were developed and tested
in a simulation environment. The simulated satellite was able to accommodate faults
autonomously.
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A | Quaternions
This appendix is based on sources from [28] and [17].

There are several possible mathematical representations for rotation. In physics, rotation
matrices, Euler angles (eg. pitch-roll-yaw) and quaternions. In satellite engineering,
quaternions are the preferred representations, since they are more compact than rotation
matrices and lack singularities. Their only drawback is the double coverage property.

Quaternions include four values, three of them represent a vector ε, the fourth a scalar η.

q =



q1

q2

q3

q4


=

 q1:3

q4

 =

 ε

η

 (A.1)

A rotation of Φ around the unit vector q1:3 can be described according to Euler’s formula.

q = e
Φ
2 (e1i+e2j+e3k+e4) = cos Φ

2 + (e1i + e2j + e3k + e4) sin Φ
2 (A.2)

Consequently

q =



q1

q2

q3

q4


=



e1 sin Φ
2

e2 sin Φ
2

e3 sin Φ
2

cos Φ
2


(A.3)

Rotation matrix corresponding to a quaternion can be calculated as

R(s
i q(t)) = (q2

4 − q1:3
Tq1:3)1 + 2q1:3q1:3

T − 2q4q
×
1:3 (A.4)

Quaternion multiplication
Let q represent the unit rotation quaternion, with i, j, k being the base vectors in Eu-
clidean space and q4 as the scalar part:

q = q1i + q2j + q3k + q4 (A.5)
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where i, j,k represent the hyper imaginary parts and satisfying the rules introduced by
Hamilton:

i2 = j2 = k2 = −1
ij = −ji = k
jk = −kj = i
ki = −ik = j

Next a product of two quaternions qA and qB is illustrated:

qC = qA ⊗ qB = (qA1i + qA2j + qA3k + qA4)⊗ (qB1i + qB2j + qB3k + qB4) (A.6)

After rearranging terms and using the rules above, equation A.6 becomes:

qC = (qA1qB4 + qA2qB3 − qA3qB2 + qA4qB1)i+ (A.7)
+ (−qA1qB3 + qA2qB4 − qA3qB1 + qA4qB2)j+ (A.8)
+ (qA1qB2 − qA2qB1 − qA3qB4 + qA4qB3)k+ (A.9)
+ (−qA1qB1 − qA2qB2 − qA3qB3 + qA4qB4) (A.10)

The product quaternion can be expressed in a matrix form:

qC1

qC2

qC3

qC4


=



qA4 qA3 −qA2 qA1

−qA3 qA4 qA1 qA2

qA2 −qA1 qA4 qA3

−qA1 −qA2 −qA3 qA4


︸ ︷︷ ︸

CA



qB1

qB2

qB3

qB4


(A.11)

A skew-symmetric matrix is given as q× and defined as

q× =


0 −qA3 qA2

qA3 0 −qA1

−qA2 qA1 0

 (A.12)

Moreover equation A.11 can be written as

qC = qAqB = CAqB =

−q× + 1qC4 q

−qT qC4

qB (A.13)
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Properties of quaternions
The complex conjugate of a quaternion q is given by

q∗ = −q1i− q2j− q3k + q4 (A.14)

Thus

(qAqB) = q∗Bq∗A (A.15)

The norm of a quaternion q, denoted by |q| is

|q| = qq∗ = q∗q = |q|2 =
√
q2

1 + q2
2 + q2

3 + q2
4 (A.16)

The inverse of a quaternion q is defined as

q−1 = q∗
|q|2 (A.17)

It can be verified that

q−1q = qq−1 = 1 (A.18)

where q is the unit quaternion and the inverse is its conjugate q−1
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B | Reaction wheel motors

B.1 Motor characteristics
The manufacturer data-sheet contains basic characteristics of the motor as it can be seen
in the B.1. There are some parameters that are required for simulation purposes and are
not listed in the table bellow and consequently have to be addressed. The parameters
are the friction torque Tfric which give rise to the calculation of the friction coefficient b,
and the back Electromotive Force (EMF) constant ke. The motor given in [4] is used as
a reference.

Characteristics Value

No load speed 20000 [rpm ]

No load current 156 [mA]

Nominal speed 9600[rpm]

Nominal torque 1.8 [mNm]

Nominal current 0.794 [A]

stall torque 3.79 [mNm]

stall current 1.5 [A ]

Terminal resistance 4.1 [Ohm ]

Terminal inductance 0.107 [mH]

speed constant 3770 [rpm/V ]

Rotor inertia 1.1 [gcm2]

Max speed 22000 [rpm]

weight 8 [g]

Table B.1: Flat motor ‰ 13.6 mm, brushless, 1.5 Watt, sensorless with 6V nominal voltage

Some of the torque in the mechanical part of the motors is used to overcome the friction
and the rest is used in the motor shaft. An expression can be derived as

Tm = Tshaft − Tfric

where Tm is the nominal torque. Using the motor torque constant from the data sheet,
Tfric can be calculated as

Tfric = ktInom − Tm
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where Inom[A] is the nominal current. Viscous friction coefficient b can now be calculated
as

b = Tfric
ωno−load

and ωno−load is expressed in rad/sec. Finally, the back emf constant is calculated as

ke = Vnom − InomR
ωno−load

where Vnom is the nominal voltage and is equal to 6[V] and R[Ohm] is the terminal
resistance.

Torque control, an alternative reaction wheel controller
An alternative, torque motor controller was implemented in the simulation environment.
Since the torque control is done through current control, the dynamics time constant is
rather small, thus the simulation became quite computation demanding. For controlling
the current, the motor inductance needs to be taken into account. Even though torque
control is more appropriate than angular velocity control, since it does not have torque
delay, the simulations proved that the angular velocity controller can track the torque
demand sufficiently. This is due to the fact that the satellite does not require sudden high
speed attitude changes.

The torque control scheme works as follows: the main attitude controller sends a torque
demand to the actuators, which is then distributed between the actuators. Each of the
reaction wheels get their own individual torque demand signals. Two methods have been
implemented for tracking this torque demand. One is by transforming the torque to
angular velocity demand, which the motor has to track, the other is directly controlling
for actuator error.

As shown on Figure B.1 , the torque controller controls the torque error signal using a
PD controller. Since the torque has a 10−5Nm magnitude, while the voltage has 101V ,
numerically the PD gains are quite large. The control signal is the input voltage for the
DC motor. The subsystem is second order, including an integrator for current and one
for angular velocity.
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Figure B.1: Torque control scheme.
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C | Derivation of the satellite equa-
tions of motion

This section describes the derivation of the mathematical model of the satellite which
contains the attitude dynamic and kinematic model, based on the rigid body dynamics and
kinematics.

Kinematic equation
In this subsection, the focus will be on describing the attitude kinematics of the satellite.
Quaternion representation is used for describing the satellite attitude. It was decided to
choose quaternion representation, because they provide a way to deal with singularities
that would occur in Euler angle representation.

The quaternion q(t) is defined as the attitude quaternion of a rigid body at time t with
respect to the inertial frame and at time t + ∆t, the quaternion q(t + ∆t) is defined.
The orientation quaternion can be divided into the quaternion at time t and performing
a quaternion multiplication with the rotation in the interval ∆t as follows:

s
i q(t+ ∆t) = q(∆t)⊗ s

i q(t) (C.1)

where the orientation quaternion s
i q(t+∆t) represents the rotation of the spacecraft body

frame with respect to the inertial frame

The quaternion at time ∆t can be express using the triad u, v, w, that represent the axis
of the spacecraft as:

q1(∆t) = eu sin ∆Φ
2 (C.2)

q2(∆t) = ev sin ∆Φ
2 (C.3)

q3(∆t) = ew sin ∆Φ
2 (C.4)

q4(∆t) = cos ∆Φ
2 (C.5)

where ∆Φ is the rotation at time ∆t and eu, ev, ew are the components along the triad
u, v, w at time ∆t.
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Using equation C.2 and equation C.5 and insert them into equation C.1 which yields:

s
i q(t+ ∆t) =


cos ∆Φ

2 1(4×4) + sin ∆Φ
2



0 ez −ey ex

−ez 0 ex ey

ey −ex 0 ez

−ex ey −ez 0




s
i q(t) (C.6)

where 1 is the identity matrix with the dimensions of 4× 4.

In order to turn equation C.6 into a differential equation, a small angle approximation it
is used:

∆φ = ω ∆t (C.7)

cos ∆Φ
2 ≈ 1 (C.8)

sin ∆Φ
2 ≈ ω∆t

2 (C.9)

(C.10)

After using the approximation and substitute the terms into C.6, the following equation
is obtained:

s
i q(t + ∆t) ≈

[
1 + 1

2ω
×∆(t)

]
s
i q(t) (C.11)

where Ω is the skew symmetric matrix written in form:

ω× =



0 ωw −ωv ωu

−ωw 0 ωu ωv

ωv −ωu 0 ωw

−ωu −ωv −ωw 0


(C.12)

where the terms ωu, ωv, ωw are the angular velocities components.

The rate of change in the orientation of the spacecraft s
i q(t) can be found:

s
i q̇(t) = lim

∆t→0

q(t+ ∆t)− q(t)
∆t = 1

2ω
×s

i q(t) (C.13)

Dynamic equation
The satellite dynamics are described using Euler’s equation of motion and Newton’s laws
of motion. Using Euler’s equation of motion, the relation between the change in angular
momentum and the external torques that affect the satellite is given as follows:

ḣT = Nmt + Ndist (C.14)
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where hT is the angular momentum of a rigid body, Nmt is the torque from the magne-
torquers and Ndist is the torque from the disturbances.

The change in angular momentum of the satellite can be expressed as the product between
the angular acceleration and the moment of inertia:

ḣsat = Isω̇ (C.15)

where hsat is the angular momentum of the satellite, Is is the moment of inertia of the
satellite and ω is the angular velocity.

Including the momentum wheels, the total angular momentum is given by:

hT = hsat + hrw (C.16)

where hrw is the angular momentum of the reaction wheels. Therefore, the total angular
momentum is described by:

hT = Isω + hrw (C.17)

By rearranging terms, equation C.17 becomes:

ω = I−1
s (hT − hrw) (C.18)

Using Euler’s equation of motion, the time derivative of hT expressed in the SBRF frame
is:

ḣT = ḣsat + ω × hT = Nmt + Ndist (C.19)
Isω̇ + ḣrw + ω × hT = Nmt + Ndist (C.20)

Subsequently, the angular velocity is separated and expressed as:

ω̇ = −I−1
s ω × hT − I−1

s ḣrw + I−1
s (Nmt + Ndist) (C.21)

Next, by replacing the cross product with a skew-symmetric matrix ω×, equation (C.21)
becomes:

ω̇ = −I−1
s ω

×Isω − I−1
s ω

×hrw + I−1
s Nrw + I−1

s (Nmt + Ndist) (C.22)

where Nmt is the torque from the magnetorquers, Nrw is the torque from the momentum
wheels and the skew-symmetric matrix is:

ω×
∆=


0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

 (C.23)

Moreover, the torque set to the momentum wheels is equal to the time derivative of the
angular momentum:

Nrw = −ḣrw (C.24)

82



Appendix C. Derivation of the satellite equations of motion

Linearization of satellite equations
Due to the non-linear equations of motion of the satellite derived in the above sections,
a linearization of these equations around an operating point is made, which will serve for
designing a linear controller.

Kinematic equation
Starting with the non-linear kinematic equation which is given by:

q̇(t) = 1
2ω
×q(t) (C.25)

Consequently, the quaternion can be expressed in a different form by dividing the initial
quaternion q(t) into a quaternion that represents the operating point and a quaternion
error which represent a variation around the operating point:

q(t+ ∆t) = q(∆t)⊗ q(t) = q̄ ⊗ q̃ (C.26)

where,
q̄ is the operating point
q̃ is the quaternion error

By applying quaternion properties, the quaternion error can be written as:

q̃ = q̄−1 ⊗ q = q̄∗ ⊗ q (C.27)

where q−1 = q∗

Equation C.25 can be expanded by using a two quaternion multiplication, where the
properties of these multiplication can be seen in appendix B, therefore equation C.25
becomes:

q̇ = 1
2q ⊗ qω (C.28)

where qω is the angular velocity quaternion and is given by: qω = q̄ + q̃

Taking the time derivative of equation C.27 and using the product rule, the equation
becomes:

˙̃q = ˙̄q∗ ⊗ q + q̄∗ ⊗ q̇ (C.29)

Inserting equation C.28 into equation C.29 and using the following properties of quater-
nions q∗

ω = −qω and (qqω∗) = q∗
ωq∗, the equation C.28 result in:

˙̃q = 1
2

[
− q̄ω ⊗ q̃ + q̃ ⊗ q̄ω + q̃ ⊗ q̃ω

]
(C.30)
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In order to express the products quaternion from the previous equation, the product of
these quaternion can be written as a matrix that have the real and the complex part and
one quaternion, which will end up as a product between a matrix and a vector. Therefore,
the product quaternion between q̄ω ⊗ q̃ can be rewritten as:

q̄ω ⊗ q̃ =

 −q̃× + 1q̃4 q̃

−q̃T q̃4


 ω̄

0

 =

 −ω̄×q̃ + 1q̃4ω̄

−q̃Tω̄

 (C.31)

where the following property is used (ω̄×q̃ = −q̃×ω̄ and S(ω)× is the skew symmetric
matrix.

Similarly, the product quaternion between q̃ ⊗ q̄ω is found:

q̃ ⊗ q̄ω =

 −ω̄× ω̄

−ω̄T 0


 q̃

q̃4

 =

 −ω̄×q̃ + ω̄q̃4

−ω̃Tq̃

 (C.32)

The last product quaternion can be found in the same manner:

q̃ ⊗ q̃ω =

 −ω̃× ω̃

−ω̃T 0


 q̃

q̃4

 =

 −ω̃×q̃ + ω̃q̃4

−ω̃Tq̃

 (C.33)

Using the following property, a small approximation for the angle is made

lim
θ→0

q = lim
θ→0

 q

q4

 = lim
θ→0



eu sin( θ2)

ev sin( θ2)

ew sin( θ2)

cos( θ2)


(C.34)

where q̃ → 0 and q̃4 → 1

Therefore, equation C.33 can be rewritten by using this property as:

q̃ ⊗ q̃ω =

 −ω̃×q̃ + ω̃q̃4

−ω̃Tq̃

 = q̃ω (C.35)

Collecting terms and inserting equation C.31, C.32, C.35 into equation C.30 yields the
following form:

˙̃q ≈ −1
2

−ω̄×q̃ + 1q̃4ω̄

−q̃Tω̄

+ 1
2

−ω̄×q̃ + ω̄q̃4

−ω̃Tq̃

+ 1
2 q̃ω ≈

−ω̄×
0

 q̃ + 1
2 q̃ω (C.36)
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Dynamic equation
Next, the non-linear dynamic equation is given by:

ω̇ = −I−1
s ω×Isω − I−1

s ω×hrw + I−1
s Nrw + I−1

s (Nmt + Ndist) =
= I−1

s [Ndist + Nctrl − ω×(Isω + hrw)]

An operating point is introduce as:

ω = ω̄ + ω̃ (C.37)

where the angular velocity ω is separated into a operating point ω̄ and the error around
this operating point ω̃.

The next step is to use a a first order Taylor expansion for linearizing the time derivative
of the angular velocity, with the mention of neglecting the Ndist which is assumed to be
insignificant.

ω̇ ≈ −I−1
s

dω̇

dω

∣∣∣∣
ω=ω̄

ω̃ − I−1
s

dω̇

dhrw

∣∣∣∣
hrw=h̄rw

h̃rw + I−1
s

dω̇

dNctrl

∣∣∣∣
Nctrl=N̄ctrl

Ñctrl (C.38)

By using the property ω×Isω̄ = −Isω̄×ω and rewriting the C.38 by expanding the terms,
will result the linearized dynamic equation:

ω̇ = Is(Isω̄× − ω̄×Is + h̄rw
×)ω̃ − Isω̄×h̃rw + IsÑctrl (C.39)
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D | Maximum Torque Demand
In order to be able to choose actuators that are able to satisfy the control demands, the
maximum torque demand for Earth station tracking needs to be calculated. As a first
step, the maximum angular acceleration is calculated for a scenario where the satellite
always points towards the Earth station. Figure D.1a shows the angular velocity of the
satellite orbiting at 600 km on a circular orbit, while the station is at sea level. When the
satellite is closest to the Earth station, the station is on the nadir of the satellite. The
angular velocity is the highest when the satellite flies above the station. Since it is an
extremum, the angular acceleration in that instant is zero. By differentiating the angular
velocity, the angular acceleration shown in Figure D.1b. The maximum value of angular
acceleration is 1.085× 10−4 rad

s2
.

If the satellite is rotating around its principal axis of inertia with the highest value,
0.0022kg m2, the maximum angular acceleration demands 2.388 × 10−7Nm.
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(b) Angular Acceleration of Earth station point-
ing satellites.

86



Appendix E. Alternative method for identifying reaction wheel fault

E | Alternative method for identify-
ing reaction wheel fault

With enough on-board computational power the faulty reaction wheel can be detected
through the calculated reaction wheel output torque, assuming only one reaction wheel is
faulty. It is done by calculating the difference between 3D torque demand and actual 3D
torque output. In order for this residual based fault detection to work, the model needs
to precisely reflect the satellite dynamics and the signals need to be filtered properly.

Nrw = Isω̇ + ω × hrw − Nmt − Ndist (E.1)

Then the difference between torque demand and torque output is calculated. The reaction
wheel that has the most similar axis orientation to the torque difference is deemed as
faulty.

Nd
rw − Nrw = Ndiff

rw (E.2)

± Ndiff
rw

?
≈ axis (E.3)

If the torque error exceeds a certain threshold, then the faulty wheel index can be iden-
tified.

faultyWheelIndex = arg min
i

(±Ndiff
rw − axisi) (E.4)

Note: the lag for torque change and wheel saturation has to be taken into account sepa-
rately, as those do not count as faults. Thresholds should be applied. This method has
questionable applicability in presence of uncertainties, thus it was omitted from the main
report.
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F | Magnetorquer characteristics
The characteristics of the magnetorquers used in the satellite is inspired by [11], where
two types of magnetorquers are described: one with metal core and one without core.
Having an iron core increases controllable magnetic moment change at the expense of
control accuracy. The parameters for one magnetorquer without core are presented in
table F.1:

Parameter Value

Coil size 75x75 [mm2 ]

Wire Thickness 0.13 [mm]

Windings 250

Coil mass 0.053 [kg]

Max voltage ±1.25 [V ]

Max current 15.78 [mA]

Actuator on time 88%

Max power consumption pr. coil 17.4 [mW ]

Total power consumption 134.2 [mW ]

Coil Discharge time: 0.33481 [ms] (99% discharged)

Available time for measurements 11.67 [ms]

Table F.1: Parameters for magnetorqer without metal core

For this type of magnetorqer, one magnetorqer will generate around 200 [nNm] at low
magnetic field strength (18000 [nT ), which is perpendicular to the area of the coil. (thesis)

A second alternative is to choose a magnetorqer with metal core, because the power
consumption, the size and weight are considered superior compared with a magnetorqer
without cores. Moreover, because the interest in redundancy is important and four mag-
netorqers will be placed inside the satellite, the magnetorqer with metal core is preferable
because of their weight and size. The parameters for the magnetorqer with metal core is
illustrated in the following table:
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Parameter Value

Core diameter: 10 [mm ]

Core length 10 [mm]

Permeability 1000

Wire Thickness 0.13 [mm]

Windings 200

Coil mass 0.019 [kg]

Max voltage ±1.25 [V ]

Max current 20 [mA ]

External resistance needed 62.5 [Ω ]

Actuator on time 27 % [mW ]

Max power consumption pr. coil 6.75[mW ]

Total power consumption 35.3 [mW ]

Table F.2: Parameters for magnetorqer with metal core

In this case, one magnetorqer will generate around 400 [nNm] at low magnetic field
strength (18000 [nT ]). Besides the advantage of having a reduced dimension and a
better power consumption, the magnetorqer with core, generates a magnetic moment
higher than expected. On the other hand, the magnetorquer without core was already
tested on the AAUSAT and can be seen as a safe choice of actuator.
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G | Simulation framework
This chapter gives an overview and development notes about the simulation environment.

The simulation environment is created in Simulink and MATLAB. Some elements were
reused from AAUSAT team’s Simulink library created for LEO satellites, The library
incorporates building blocks containing satellite kinematics and dynamics, orbit propaga-
tion model, environmental perturbations, orbit propagation, models for the sensors and
actuatuors and also different functionalities such as quaternions multiplications, vectors
or matrices operations. Even if the AAUSAT library was proven to work well, a few
adjustments were made for the this thesis. Among these adjustments was modifying the
S-function written in C code that is responsible for handling the satellite dynamics and
kinematics. The C-code is compiled using mex compiler and the compiled blocks can
function at similar speeds as Simulinks blocks.

A convenient way to program in Simulink is by using MATLAB code blocks. In the
beginning these were used in abundance, however soon it became obvious that they slow
down the simulation. Even Mathwork’s website states that getting rid of MATLAB blocks
can lead to significant speed increase. Thus, from the middle of the development the usage
of MATLAB blocks was minimized, the ones used before were mostly recreated by using
Simulink blocks.

The simulation environment got really complex during the development. To handle this
complexity, blocks were grouped together in subsystems, according to their functionalities.
Then a hierarchy was introduced between some of the blocks as a further step in keeping
the complexity manageable. This also helped in making the system modular. Modules
such as reaction wheel control schemes and models could be changed much easier. When
long simulation times were necessary, this made swapping to less computation heavy
components easier.

Algebraic loops in the Simulink model lead to significant simulation speed decrease. To
avoid algebraic loops in the feedbacks, unit delays were used when necessary. In the
case of controller feedback, this is justified, since the digital controllers have a discrete
sampling time. Using unit delays to speed up simulation of continuous dynamics do not
affect the simulation result in any significant way, especially when using small simulation
step sizes.

The complexity was also managed by using From and Goto blocks. These blocks offer
virtual connection and provide a way to send a signal between different blocks without
connecting them. This means that the huge amount of connections do not pollute the
block structure.

The default Simulink libraries lack many essential blocks. In order to avoid having to
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implement things such as quaternion calculations, risking slowdowns, Aerospace Toolbox
was utilized in the environment.

The maximum step size for most simulations were set to 10 ms, but if fast dynamics were
simulated such as torque controlled reaction wheel, the actual automatically adjusted step
size was decreased to much smaller values. Many signals are rather small, some of are in
the order of magnitude of 10 − 12. To make sure that Simulink calculates these signals
properly, the tolerance needed to be decreased accordingly.

The igrf2005.d file is a collection of data gather from different magnetic observatories
placed around the world. It is a reliable source of comparing the Earth magnetic field
with the magnetic field measured by the magnetometer. In Simulink, a block that have
as input the satellite position and the rotation of Earth, gives as output a vector with the
magnetic field taking into account the satellite position.
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H | Severity and occurrence evalua-
tion

The importance of dealing with certain faults can be decided using severity and occurrence
evaluation. Faults described in 7 are evaluated using intuitive severity and occurrence
values. The severity and occurence index is computed using the following formula:

SOindex = severity · occurrence (H.1)

The following table presents the evaluation findings. (OI)

Magnetorquer

Reference Severity Occurrence SO Index

MT1 7
5

4

35

28

MT2 10 3 30

MT3 3
2

1

6

3

MT4 4 6 24

Table H.1: SO for magnetorquer

The same procedure is done for reaction wheels as follows:

Reaction wheels

Reference Severity Occurrence SO Index

RW1 7 3 21

RW2 10 3 30

RW3 6 2 12

RW4 5 3 15

Table H.2: SO for reaction wheels
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I | UIO
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Modified equations for tetrahedral reaction wheel configuration and gravity gradient
torque given as an input:

ẋ = Ax +B(t)u + Ed + F xfy (I.2)

y = Cx + F yfy (I.3)
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For more details please refer to [33].
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