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Abstract

This thesis employ the method of moments, a numerical integral equation method,
to model the induced surface currents on metallic antennas located on a
semiconductor substrate. The purpose is to gain insight into modelling
photoconductive antennas for THz generation. The electric field integral equation
and the dyadic Green’s tensor for a planar interface between isotropic media is
obtained. Using the method of moments, the electric surface currents induced on
a perfect electric conductor by an incident field is acquired, which allows for the
calculation of scattered fields. A MATLAB script, which calculates the induced
current on an arbitrary three-dimensional perfect electric conductor, and the
scattered electric field have been produced, as well as the far-field scattered
radiation pattern for antenna structures located on a semiconductor substrate. A
possible short coming of the method of moments was identified, namely that a
variation in the cross sectional surface current was present when the excitation
source was an incident plane-wave. A possible solution to this was presented as a
voltage feed excitation method. Using this method, the radiation patterns for
antenna arrays with different inter antenna distances placed on a substrate was
presented, and a possible optimal inter antenna distance was proposed.
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CHAPTER

INTRODUCTION

to the modeling of antennas for terahertz (THz) generation. The main

focus is on utilizing the method of moments (MoM), an integral equation
method, to model the antenna radiation. Since THz wavelengths are relatively
long compared to the optical domain it is possible to approximate the metallic
antennas as perfect electrical conductors (PEC).
THz radiation lies between the microwave and infrared frequencies, and for many
years the part of the THz regime which roughly spans from 100 GHz to 10 THz
has been referred to as the THz-gap due to the lack of powerful sources and
detectors. In the last few decades, the advances in the semiconductor and
nanotechnology have made it possible to access this unused regime, and multiple
applications that utilizes these frequencies have since been proposed by
researchers from various scientific areas. [2]
THz waves have many potential usages. The wavelength is short enough to obtain
sub-millimeter level spatial resolution, and in medical imaging, the use of THz
waves for detecting skin and other surface cancers has been developed, as well as
an intraoperative tool during breast cancer surgery to confirm in real-time the
removal of cancer tissue [3]. THz waves have low photon energies and cannot
photoionize biological tissues as compared to X-rays, and are therefore considered
safe. Many molecules show strong absorption and dispersion at THz frequencies,
which can be used as as a spectroscopic fingerprints. And since THz waves are
transparent to most dry dielectric materials, e.g. cloth, paper and plastic, this
opens up for the potential use of THz in detection of concealed or covered objects
[4]. This includes the standoff detection of explosives, and noxious gasses. In the
photovoltaic industry, THz radiation can be use in detection and imaging of cracks

THE purpose of this thesis is to model metallic antennas which will pertain
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laser

pulse THz pulse

>

FIGURE 1.1 — Ilustration of a photoconductive antenna: two metallic antennas
are placed on a photoconductive substrate with a bias voltage applied. A laser
pulse illuminates the gap between the two antenna, which excites electrons and
holes in the substrate. Due to the bias voltage, THz generating currents are
formed.

and defects buried in silicon, as well as inspection and quality control of coatings
[3]. It is safe to say the number of areas in which THz can be used are vast.

The generation of THz radiation and detection can be achieved by the use of
photoconductive antennas, or via optical rectification. A typical photoconductive
antenna is shown in Figure 1.1. Two electrodes (antennas) are located on a
photoconductive substrate, such as silicon or gallium arsenide, with a bias voltage
applied to the antennas. When the gap between the antennas are illuminated by a
laser beam with higher energy that the bandgap energy of the substrate, electrons
and holes are generated and will due to the voltage bias form currents. It is these
time varying currents that will generate the THz radiation. Two important
parameters are the length of the metallic antennas and the distance between.

In Chapter 2, the theoretical preliminaries needed in order to analyze
electromagnetic scattering of a perfect electric conductor are discussed. From
Maxwell’s equations the inhomogeneous Helmholtz equation is derived, as well as
the electric field integral equation (EFIE) for a perfect electric conductor. The
derivation of the dyadic Green’s tensor is made and rewritten into cylindrical
coordinates before extending the dyadic Green’s tensor to accommodate for a
planer interface between two isotropic media. The chapter concludes with an
introduction to the method of moments, an numerical method for solving linear
operator equations, and an example of how the method can be applied to an



arbitrary three-dimensional surface.

Chapter 3 discussed the script that implements the method of moments in
MATLAB. The chapter contains a walkthrough the scripts structure, covering the
overarching operations from import of antenna structure to solving the MoM, to
computing and visualizing the current and finally different ways of computing the
radiated electric field. In addition some thoughts behind the implementation are
presented alongside limitations regarding input and options.

The results acquired from the implemented MATLAB script are presented in
Chapter 4. The surface currents induced by different excitation sources are
presented, as well as the far-field radiation patterns for half-wave dipoles. The use
of a voltage feed as an excitation source for different dipoles, and the far-field
radiation patterns for dipoles located on a silicon substrate are examined.

Chapter 5 contains discussion of the results, followed by conclusions presented in
Chapter 6.






CHAPTER

THEORETICAL
PRELIMINARIES

radiation scattered of a perfect electric conductor near a planar interface.

The inhomogeneous Helmholtz equation is derived from Maxwell’s
equations, followed by derivation of the electric field integral equation for
scattering of a perfect conducting surface. The dyadic Green’s tensor for the
electric field is derived, and rewritten into cylindrical coordinates. An expression
for the Green’s tensor for a two-layered planar interface is obtained, followed by a
presentation of the method of moments and it’s application to an arbitrary
three-dimensional perfect electric conductor.

THIS chapter establishes the theoretical foundation required to analyze the

2.1 MAXWELL’S EQUATIONS

This section will summarize Mazwell’s equations, and the electromagnetic boundary
conditions needed in order to analyze the radiation produced by electric currents
induced on a perfect electric conductor. The inhomogeneous Helmholtz equation
and the electric field integral equation are derived in the following subsections.

The differential form of Maxwell’s equations relates electric and magnetic field
vectors to current densities and charge densities at any point in space-time where
the fields are continuously differentiable. For a linear isotropic medium, Maxwell’s

5
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equations in the frequency-domain are given by

VX E=—iwuH, (2.1)
VxH=iweE+J, (2.2)
V-D=p, (2.3)
V-B=0, (2.4)

where E is electric field intensity, H is magnetic field intensity, D = ¢E is electric
flux density, B = pH is magnetic flux density, J is electric current density, p is
electric charge density, ¢ is electric permittivity, and p is magnetic permeability.
[5] Notice that we have assumed a e~ time dependency, which will be
suppressed throughout the thesis.

At interfaces between media, the vector quantities in Maxwell’s equations may not
be differentiable, and we instead require the fields to satisfy some boundary
conditions, which relates the tangential and normal components of the vector
fields. For the interface between two arbitrary media, the boundary conditions can
in general be expressed as

fix (BEi — Eg) =0, (2.5)
fx (H —Hy) =J,, (2.6)
n- (D1 —Ds) = ps, (2.7)
fi-(Bi—By) =0, (2.8)

where fi is the unit normal vector on the interface with direction from medium 1
to medium 2, J is surface current density, and py is the surface change density. [5]
If one of the two media is a perfect electric conductor (PEC), e.g. medium 2, the
boundary conditions can be reduced to

AxE =0, (2.9)
AxH =J,, (2.10)
f-Dy = p,, (2.11)
B =0, (2.12)

since Eo = 0. This means that the electric field E; on the surface of a PEC only
has a normal component. The same statement holds true for the electric flux
density Dj.
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2.1.1 Radiated Electric Fields

In the following, the inhomogeneous Helmholtz equation and an integral equation
for the electric field will be derived. We start by taking the curl of Eq. (2.1) to
obtain

VXxVxE=—iwuV xH, (2.13)
and next apply the vector identity
VxVxE=V(V-E)-VE, (2.14)
in order to restate Eq. (2.13) as
V(V-E) - V?E = —iwuV x H. (2.15)
By substituting Eq. (2.2) into Eq. (2.15) we get
V(V-E) - V?E = —iwuJ + k°E, (2.16)
where k? = w?pue. Taking the divergence of Eq. (2.2) yields
V.-VxH=V-J+iwV- -D (2.17)
=V -J+iwp,
and since the divergence of a curl equals zero, it follows that
V-J=—iwp. (2.18)

Now consider the parenthesis on the left-hand side of Eq. (2.16). This can be
rewritten using Eq. (2.3) as
P

. (2.19)

V.E-1v.D-
e

By utilizing Eqs. (2.18) and (2.19), the parenthesis in Eq. (2.16) can be expressed
as

V-E=—_V.J. (2.20)
we

By substituting Eq. (2.20) into (2.16) and rearranging, we arrive at the
inhomogeneous Helmholtz equation:

V2E + K2E = iwud + isv (V-J). (2.21)
w

Equation (2.21) can be solved by means of Green’s functions. The concept of
Green’s functions is further explained in Section 2.2. By using this method, it is
possible to show that the solution to Eq. (2.21) is given by

E(r) = —iwu/a(r,r') J(&)dr', (2.22)
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where

eik|r—r’|

C(r,r) = (? + 1vv) gr,r), g(r,r) (2.23)

k2

- drc|r — /|

The expression given by Eq. (2.23) is known as the dyadic Green’s tensor. A
derivation is included in Section 2.2.

2.1.2  Scattered Electric Fields

The scattering of electromagnetic waves of a PEC can be viewed as radiation
emitted by the PEC itself, where the radiating currents located on the scatter are
themselves generated by external fields. If the induced current J is known, the
scattered field can be calculated from by

E,(r) = —iwp //S G(r,r') - J(r') dr' . (2.24)

However, the current J may not be known initially, or might not even have an
analytic solution. In those situations, J must therefore be numerically solved for.
Consider the boundary conditions of the electric field at the surface of the PEC:

A(r) x Eg(r) = —i(r) x E;(r), (2.25)

where 0(r) is the surface normal.
By combining Eqgs. (2.24) and (2.25), we can now formulate the electric field
integral equation (EFIE) for a perfect conducting surface,

—@ﬁ(r) x E;(r) =n x //S G(r,r') - J(r')dr'. (2.26)

The EFIE is also sometimes expressed in terms of the magnetic vector potential
A(r):

—w—zﬂﬁ(r) x E;(r) =n x [1 + ];VV} A(r). (2.27)
For an arbitrarily shaped PEC, the EFIE relates the tangential component of the
incident electric field to the tangential component of the scattered field at the
surface of the PEC. If the incident field E; is known, the unknown current J can
be solved numerically by the method of moments described in Section 2.4. Once
the current has been solved for, Eq. (2.24) can be used to obtain the scattered
electric field.

2.2 GREEN’S FUNCTION INTEGRAL METHOD

The section will present the Green’s function integral method. The following
subsections will contain derivations of the 3D free-space Green’s function for the
electric field, and the dyadic Green’s tensor.
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Green’s functions are mathematical tools that can be used to find solutions to
ordinary differential equations with initial value conditions, or even more
complicated equations such as inhomogeneous partial differential equations with
boundary conditions. In electrodynamics, Green’s functions are widely used to
solve differential equations which are difficult or impossible to find exact solutions
to, but also in other disciplines are the Green’s functions often used, e.g. in
quantum field theory they are used as propagators .

Consider a inhomogeneous differential equation of the form

Lu(r) = f(r), (2.28)

where L is a linear differential operator, u(r) is a unknown function.
The Green’s function g(r,r’) is defined as the inverse of the operator £, and
satisfy the equation

Lg(r,v')=6(r—1'), (2.29)

where d(r — r’) is the Dirac delta function.

/Eg(r, ) f(r')dr' = /5(1‘ — ) f(r')dr'. (2.30)

Since £ is an linear operator that only operates on 1/, Eq. (2.30) can be written as

L(/gmﬁﬁ@yw):/ﬁ@—ﬂﬁ@qmu:ﬂm, (2.31)

where the last equality follows from the properties of the Dirac delta function.
From Eq. (2.31) it can be seen that a solution to Eq. (2.28) is given by

u(r) = /g(r,r/)f(r')dr’. (2.32)

The method used for solving for u(r) in Eq. (2.28) is essentially the method of
moments, described in Section 2.4, which can be utilized when £ is an linear
operator.

2.2.1  Free-Space Green’s Function

In order to derive the free-space Green’s function, we make use of Helmholtz’s
theorem, which states, that any continuous vector field F can be decomposed into
the sum of a gradient and a curl term, i.e.

F=-VO&+VxA, (2.33)

where ® is the scalar potential, and A is the vector potential. [6]
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If no free charges are present in the medium, Eq. (2.3) implies that H can be
written as

H=1VxA. (2.34)
i

Combining Eq. (2.34) and Eq. (2.1) allows us to write
V x (E+iwA) =0, (2.35)
and by utilizing Helmholtz’s theorem again, it follows that
E +iwA = —Vo. (2.36)

By taking the curl on both sides of Eq. (2.34), and applying the vector identity
given by (2.14), yields

PtV xH=VxVxA=V(V-A)-V2A (2.37)
When substituting Eq. (2.2) into (2.37), we find that
V(V-A) - V%A =iwueE + pJ | (2.38)
and by using Eq. (2.36), Eq. (2.38) can be stated as
V(V-A)— VA = uJ —iwpeVe + w?ueA (2.39)
or rewritten as
VA + KA = iwpeVO +V (V- A) — uJ, (2.40)
where k? = w?pe.
From Helmholtz’s theorem, we are free to choose the divergence of A, so we
conveniently choose
VA= —iwued. (2.41)
Substituting Eq. (2.41) into (2.40) yields the vector Helmholtz equation,
VZA + KA = —uJ, (2.42)

which must hold for all components of A. The Green’s function for each
component of Eq. (2.42) must satisfy the scalar inhomogeneous differential
equation given by

Vig(r,v') + k*g(r,r') = —6(r —1'). (2.43)

With Eq. (2.43), we are essentially considering a point source and an observation
point located at r’ and r, respectively.
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Since the solution to Eq. (2.43) is for a point source, it must retain spherical
symmetry and it is therefore adequate to only consider the radial term in the
Laplace operator. The first term on the left-hand side of Eq. (2.43) can be
written as

V2g(r,r') = :26 <r2arg(r, r')> (2.44)

1 0? ,
= ;WTQ (r,r'),
where 7 = |r — r’|. By using the last equality in Eq. (2.44), the homogeneous
variant of Eq. (2.43) can be formulated as

2
%Tg(r, ') + E*rg(r,r') = 0. (2.45)

Since we have adopted the time dependency e~*, the only physical meaningful
solution to Eq. (2.45) for r > 0 is given by

, eikr
g(r,r) =C—o1 (2.46)

r

where r = |r — r/|. In order to find a unique solution, we need to impose boundary
conditions. We would require that g(r,r’) — 0 as r — oo, which is already fulfilled
by Eq. (2.46). In order to determine the constant C, we substitute Eq. (2.46)
into Eq. (2.43) and integrate the expression over a sphere containing the origin,

C///V{vﬂf?#k?efr} dv = —//Vé(r—r’)dV: -1, (2.47)

where dV = r?sin(¢)dfd$. The first integral on the left-hand side of Eq. (2.47)
can be solved by using the Gauss’ divergence theorem:

eikr eikr
c/// Vi—adv = c# V— -1dS (2.48)
1% r S r

ezkr

= 4nCr?t -V

r

= 4nC (ikr — 1) *"
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The second integral has a solution given by

ikr T )
C/// K25 qv = 47rl<:2C/ ret*” dr (2.49)
v r 0

) 1 r 1
_ 2 tkr | & N
= dnk“C (e {kz + zk} k2)

=4nC (eikr [1—ikr] — 1) .

In the limit, where » — 0, the approximation e**" ~ 1 is considered valid and Eq.
(2.49) goes towards zero. Equation (2.48), on the other hand, becomes —4rC. [7]
The constant C' in Eq. (2.47) can now be solved for, and the 3D free-space
Green’s function is thus given by

, etklr—r’| 550
g(r,r') = m (2.50)
The solution to Eq. (2.42) can now be found using
A= ,u/ J(r')g(r,r")dr'. (2.51)
\%4

When dealing with electric fields, the Green’s function needs to relate all
components of the source to all the fields components. This type of Green’s
function is referred to as the dyadic Green’s tensor.

2.2.2  Free-Space Dyadic Green’s Tensor

In order to find the dyadic Green’s tensor, we consider the electric field wave
equation, which can obtained by substituting Eq. (2.2) into Eq. (2.13):

V x V x E(r) — K?E(r) = —iwpJ(r). (2.52)

By utilizing Egs. (2.36) and (2.41), the electric field E can be found from

E= iwA - VV-A (2.53)
WHE
1
= —iw [1 + kzvv.] A,

where A is on the form of Eq. (2.51). If the electric field is produced by an
infinitesimal current source J, i.e. a point source, along the X-direction,
1

J(r) = —mé(r -r')x, (2.54)
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<
P(r,).ﬂ_“ G(r,r)
Zn L T
7 e =P
’ .v
: PRt
’ -
1 P
Y PPie
Il’ ,;—”“ r
1, f"’
I'," -
Y

FIGURE 2.1 — The Green’s tensor describes the electric field E at a field point r
due to a point source p located at point r’. The electric field at r depends on the
orientation of p and the Green’s function must therefore be a tensor in order to
account for all possible orientations.

the electric field E can be calculated from

E = —iwu/ G.(r,r') - J(r')dr’, (2.55)
v
where
1
G,(r,r') = [1 + szV] g(r, )%, (2.56)

and g(r,r’) is given by Eq. (2.50). If the J instead had been along the y- or
z-direction, the electric field can be calculated by replacing x with ¥ or z,
respectively, to obtain

_ 1 - )
Gy(r,¥) = |14+ 59V | glr.¥)5., (2.57)
or
/ [ 1 1 N A
G (r,r')= |1+ ﬁvv- g(r,x')z. (2.58)
For an arbitrarily located point source p = ﬁé (r — ') p, the electric field can be

calculated by combining Eqs. (2.56), (2.57), and (2.58) to form
<~
E(r) = G(r,¥) -p, (2.50)

<>
where G(r,r') = G, (r,r') X+ Gy(r,r') y + G (r,1/) 2.
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CHAPTER 2.

THEORETICAL PRELIMINARIES

A
By using the unit dyadic I = XX + §y + 22, we can write the dyadic Green’s

tensor as

<
G

(I‘, IJ) =

1

. :
T+ 5V

A glr, ) (XX + 39 + 22)

<~

g(r, v 1

g(r,r'),

4
where V - [QI] = Vg has been used in the last equality. [5]

(2.60)

Due to the double derivative of the scalar Green’s function, the dyadic Green’s
tensor is strongly singular and numerical evaluation via integration can be
problematic when observation points are close to the source points. There are
methods of handling the singularities, such as singularity extraction techniques

where the singular integral is extracted and calculated in closed form. [§]

2.3 GREEN’S TENSOR IN CYLINDRICAL
COORDINATES

In this section, the dyadic Green’s tensor will be rewritten into cylindrical coor-
dinates. In the following subsections, the derivation of the Green’s tensor for a
planar interface of two media will made, and expressions for the far-field Green’s
tensor are obtained. This section is largely based on [9].

When solving electromagnetic problems it is sometimes advantageous to change to
a different coordinate system. In the case of the dyadic Green’s tensor, changing
from Cartesian coordinates to cylindrical coordinates allows for the fields to be

represented as a single integral, making implementation easier. We first make use
of Weyl’s identity, presented in [10], to obtain an angular spectrum representation

of Eq. (2.50):

) 1 iky (') iky (y—1)) iks, |2—2'
g(r,r’) = 871'2//1%61 (z—a’) giky(y—y') gikzy [2—7] dkydk, ,
ko oy

where the subscript “1” refers to a parameters value in medium 1.

In order to convert to cylindrical coordinates, we define

x—a = pr COS Py,

y—y = prsing,
ky = k1 cos ¢y, ,
ky = k1 sin ¢y,

(2.61)
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where it should be noted that p, and ¢, are defined with respect to the relative
distance, hence the subscript r.
By using Eqs. (2.62), one can express Eq. (2.61) in cylindrical coordinates as

{ 1 i cos( ¢y — i z—2z'
. r,)_w//l%e kopr cos(u—6r) ke [==2| |k desy (2.63)

By using the Bessel function given by

2m

1 .

Jo(a) = by /ew‘cos‘z’ do, (2.64)
0

the scalar Green’s function can be rewritten as

i k el z—z'
o) = 1= [ T Rollypo)eta = . (2.65)

By using the gradient i cylindrical coordinates (V Py 8 or T d)r o 8¢r +z 3Z>
the gradient of the Green’s function can be expressed as

/

7 R . zZ—z
Vg(r, r/) = E / {pT ka(/](kppr) + ZZkZlMJO(kppT)} (266)

k, . .
« —P ezkzl|z 2| dk‘p,

21

p— ! .
where the factor éé,' accounts for either 2/ > 2 or 2/ < z.

Additionally taking the gradient of Eq. (2.66) yields

i
VVy(r,r') = . /{ PP, kQJO/(kppr) + (pr2 + 2p,.) ik k21 2 — |J0(kpp7“)
(2.67)

~ ~ k Lk ‘ )
+ ¢ ;fJé(k‘ppr) — 22k, JO(kppr)} el dk,

21

It should again be noted that the cylindrical unit vectors (i)r, (}T, i) are relative,
and defined by

p, =X cos ¢, + ¥ sin ¢, , (2.68a)
¢, = —X sind, + § cos oy, (2.68D)

where ¢, is the relative angle defined in (2.62). By substituting Eq. (2.67) into
the dyadic Green’s tensor, given by Eq. (2.60), we obtain an expression for the
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free-space dyadic Green’s tensor in cylindrical coordinates:

o i
G(r,x') = / {mpr
Ar

+ ¢7‘¢7‘ |: ( ppT) kzp JO(kaT):| + (prz + Zpr) ¢ I{Z2 ’Z _ Z,’ J(l)(kppT)}
1

A A

k
8T8 (kopy) | + 22

Jo(kppr) + k2

Kp i 1oy
x L etkal=l g,
21

. 2 2
? A A A A
= E / {prpr JO(kppT) k2J (kppT) + 2z éJO(kppr)
. k2 4 (kopr) koksy 2 — 2
Tn(k : Yp Jo\pPr A A A A - vplvzy J/ k -
+¢7‘¢7’ l 0( P ) + ki% kppr + (prz +Zpr)Z k‘% |Z — 2 ‘ O( P )

X :—’Jeikﬂ === k. (2.69)

21

4 A A
where I = XX +yy + 2z = pp + ¢ + Zz has been used.
In the remaining sections of this thesis, Eq. (2.69) will be referred to as the direct

< (d)
Green’s tensor, denoted by G (r,r’).

2.3.1 Green’s Tensor for a Planar Interface

For scattering near an interface one must account for reflection and transmission
in order to describe the electric field in both media. It is therefore needed to
consider both s- and p-polarized light when constructing the dyadic Green’s
tensor for a two-layered planar interface. The following dot-products between
Cartesian- and cylindrical coordinates will be utilized in the derivation:

P, X = cos oy, (2.70a)
P,y =singr, (2.70b)
b, % =—sing,, (2.70¢)
¢, -y = cos o, . (2.70d)

Consider a planar structure with interface located at z = 0. For z > 0, the
Green’s tensor can be decomposed into two parts; the direct Green tensor given
by Eq. (2.69), and an indirect Green tensor that deals with the reflection that
occurs due to the surface. For z < 0, a transmitted Green’s tensor have to be used.
For a two-layered planer interface, this is expressed by

o el ,
= G (rr)+G (r,1), z>0,2 >0,
G(r,r') = o) (2.71)
G (r,v), 2<0,2>0.
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We will only consider a planer interface between two isotropic media, and so the
permittivity € will be given by

€1, z>0,
e(r) = 2.72
() {62, z<0. ( )

In order to find how the appropriate Green’s tensors can be expressed, we make

nd
use of the unit dyadic I, which has the property

G=G-1=G- (X% +§5 + 22) (2.73)

<> <> <>
= (G.&)&+<G-y>y+(c;-z>z.

We start by considering the z-component of an electric field incident on the planar
surface, where 2’ > z > 0, given by

< (d)
E.r)=G (r,r) 2 (2.74)

7 > AkQ . L kok, k ik, |z—2'
= . {zk%Jo(kppr)pw ’;{{Jé(kppr)}k;e Al dk,

The z-component of the reflected and transmitted fields can thus be expressed by

B k2 k k.
E.= - [ @ (k) a8 do(kppe) + Py -0 T (Kppr) (2.75)
’ 47T 0 kl kl
% ﬁeikzl(zﬂ’) dk, ,
Z1
. 2
1 o0 €1 N k N k‘ kz
E.,=— t® (k)L 2% L Jo(kopr) — P2 T (K oy 2.
t, r J, ( p) o {Z k:%JO( pP) P k:% Jo( P )} ( 76)

ko o o s
X P ezk:zlz efzszz dkp,
Z1

where r®) and t®) are the Fresnel reflection and transmission coefficients defined
by

®) (1 ) = 2= — €1kz 2
" ( p) 82](521 +51kzz ’ ( -773)
1P (k,) =1+ rP(k,), (2.77b)

where (p) refers to p-polarized components, and the subscripts, “1” and “2”, refers
to medium 1 and medium 2, respectively. By using Egs. (2.70), the %X- and
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y-components of the incident electric field can be calculated as

E.=G (r,r)-x (2.78)

. 2
7

o0 k; .
= - {i)r cos ¢y [JO(kppr) /{QJ (kppr)‘| - ¢r sin ¢y [JO(kppr)

47'[' 0
ké J(l)(kppr) . izk k.,
k2 kppy k?

k, /
Jo(kﬂpr) Cos ¢r} kipelkzl (='=%) dky

1 21

A e - Jo(kppr) kgl
~an ), { Py COS ¢Tl kppr k2 Jo (kﬁpr)

K2, Jo(ppe) |, Kk by o
k2 Okp;r _ ];ijo(kppr)cos¢r kiekzl( )dkp,

21

P T

and

<>
E,=G (r)-y (2.79)

i [ 2

o ks
== {pr sin ¢, [Jo(kppr) k2J (kppr)

4T Jo
k2 Jo(kyopr) kE, . kp in (s
]{%12) Okp;TT Y k' Jé(k‘ppr) sin ¢, kie 21 ( ) dk,

21

+ &7’ COS Oy [JO(kppr)

7

o0 k,pr ]CZ 4 1
= - 0 { - Sin ¢p [(pﬂ) y J (kppr)‘| — ¢, cos Py [JO (kppr)

am kppr k‘2
k2, T (kppr) Kok, by o
+ k2 Ok:p;r — 71 k2 1 JO(kppT) sin gbr FZG kzl( ) dk‘p .

The components of the incident electric field given by Eqgs. (2.78) and (2.79) can
be separated into s- and p-polarized components:

s i [ 4 . . Ji(kopr
E{)(r) = y /0 {fbr Jé’(kppr)&w—proli;f))cowr} (2.80)
pPr
x e\ TE dk
ks, P
i [ 4 k2 T (kypr P k2
E’(i?(r)zéhr/o {¢r Oli ;p ) _ P kglj (kppr) cos ¢y (2.81)
pPr
P Sk kp i (o
—zi~ 5+ Jo(kppr) COS¢T} kipelkzl(z *) dk, ,
i 21
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and
S { o ~ J} (k pr) ~
E()(r) = 47T/0 {—pr Okpgr sin ¢, — ¢, Jé/(kpp,)cos@} (2.82)
o g,
21
N - . o k2 Ty (kopr)
EEZ)(F) - 477/0 {_perl 0 (kppr) sin ¢ — d)ri()kp# COS ¢y (2.83)
kk’z ko I_
— 21 2 L Jo(kppr) sin d)r} k—pelkﬁ (#'—2) dk, .
21

The s- and p-polarized components of the reflected field for the %X- and
y-components are then given by

: o0 !
ESJS% - / {—i)r Jo]ik,;/?r) cos ¢ + ¢, J (kppr) sin (br} ) (k,) (2.84)
0 pFr

% ﬁei’le (z+2") dk, ,
21

o0 k2 2 Ty (kppr)
E® — A AJ k,pr , z1 YO\MPRT) s \ 2.85
m=r/ {pr ) coso = F B wng, (255)

kok. ky /
_Gie 1J6(kpp,4)cos¢r}r(p)(kp)kpeZkzl(Z+Z)d/€p,

ki o
and
I e L Jh(k . R .
ETS; = / —p 0(Kpp) sin ¢ — (bJ(')'(kpp) cos ¢ 7 )(kp) (2.86)
47T 0 k’pp
w Ko gk, (z+2) dk,,
21
(R 2 Ty (kopr)
E(P) — ’L/ A Z1 \ Jo\vpPr) . 9
T 4 J, Pr kz Jo (kpp )51H¢R+¢r kQ Fopy cos ¢ (2.87)
. kpkz,

k, ; /
T4 (k,pr) sin ¢r} T(P)(kp)kipezkzl (242') dk,,

21
where the reflection and transmission coefficients for s-polerization are given by

-

) = 3
21 29

) (2.88a)

t (k) =14 r9(k,). (2.88b)
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By combining the s- and p-polarized components for each X, ¥ and Z component
of the reflected field, we can obtain the indirect Green’s tensor:

o) = Bra X+ By § 4+ Byt (2.89)
where
E,.=E{) +EP), (2.90a)
E,, =E{) +EJ), (2.90b)
E,..=EY. (2.90¢)

The Cartesian unit vectors can be expressed in terms of the cylindrical unit
vectors as

X = P, cos ¢, — @, sin ¢, , (2.91a)
§=p, sing, + ¢, cosp, (2.91b)

which allows for Eq. (2.89) to be written more compact as

Jo(kppr) kg

IRy AR I (prpr S ,m) (2.92)
k2
(»)
+ P (kp> - k‘ ]{prr k‘% 0

(A Pr ZQIJ(pT)+¢r¢T

o oK
+(Pr2 —2p,) i~

o Jé(kppr)> } k—pe“%(m ) dk, .
1

21

In a similar manner as done for Eq. (2.89), the transmitted Green’s tensor can be
obtained by

& er) = Biok + Euy 4 Fru s, (2.93)

where
E., = EY) + EY, (2.94a)
E., =E{) + E{), (2.94b)

E,.=E{. (2.94c)
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The s- and p-polarized terms of Eqgs. (2.94a) and (2.94b) are given by

y oo !
EES,JZ - / —p, Jo(kopr) cos ¢y + @, Jy (kppy) sin ¢, t(s)(kp) (2.95)
’ 41 0 kppr

kp k. o s
% iezkzlz 6—zk22z dkip,
21

(») i > L L J(l) (kpp'r) :
E = — — - - oy , 2.
t,x 47 /0 { Pr k% ‘]0 (kpp ) COs ¢ + ¢ k% kppr S ¢ ( 96)

. kok
—Zi 2%1

Jo(kppr) cos qu} ¢®) (kp) :—peikﬂz/e_isz dk, ,

21

s *° A J/ k r) . ol s
Ep) = — /0 {—pﬂ)]i;f’)sm@—qbr Jé’(kpp»cowr}t( Mky)  (2.97)
pPr

kp ik o —s
% iezkzlz e*lk@z dkp,
k.,

@ _ [T ] kake . o kaikey Jh(kpp)
Et?y—élﬂ_/o {Pr ]1{:% 2J6'(k:ppr)81n¢r*¢ ;{7%2 k:pp COS @, (2.98)

L kok
—Zi 2%1

Eooo,
Jo(kppr) sin (j)r} t(p)(k:p)k—pe”%z e gl

zZ1

Again we convert the Cartesian unit vectors to cylindrical unit vectors, and
thereby obtain the transmitted Green’s tensor given by

o (1) i  Rkpr) 4 s
G mﬂwzhﬁ {—Www<mm(KW)—@¢JW%m0 (2.99)

kppr
L ke oo kb, Jh(kopr) K2
10, ( by, B2 gk ) + By, Pria ToEeP) |55 )
ki ki kppr k1

~ Akz A A k kz k tky, 2" —ikooz
—(przk—zj +2p,)1 '{;{% ! Jé(kppr)> } k—:le 17 e =% dk,

The Green’s tensor for a planer interface is given by Eqs. (2.69), (2.92) and (2.99).
The three equations are also included in Appendix A for easier overview.

2.3.2 Far-Field Green’s Tensor

If we want to calculate the far-field radiation, the Green’s tensor can be expressed
by simpler equations, making implementation easier. We will for that reason
derive the far-field Green’s tensor. We start by considering the ¢¢ term of
s-polarized part of the indirect Green’s tensor:

_ 1 ik, (242
Coo = Jy R DU )e T k. (2.100)
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By using the relation

1
T(w) = —Jo(a) —  Rfa), (2.101)
one can separate Eq. (2.100) into two integrals:
i >k iky, (242
Ii= i k—:lJo(kpp,«)e 2 (42 g, (2.102a)
1 *k, 1 , /
Ty=— | L——J(kyp,)e*= ) dk, . 2.102b
=g | i ke : (2.102))

In the far-field limit p, ~ p and (,?br ~ (2), and since the 1/p,-term will make the
T>-integral vanish, we only need to consider Eq. (2.102a). The same holds true for
other integrals in Eq. (2.92) which contain a 1/p,-term. For k, > k1, the
exponential term e**=17 will approach zero for large values of z, since k., becomes
imaginary. This holds for all the integrals in Eq. (2.92), and all of them therefore
only need to be evaluated for 0 < k, < k1 when considering the far-field
approximation. By using

k., = kicosa, 2.103a
1
k, = kisina, 2.103b
o
we can express Eq. (2.100) as
(0 ) i /2 , ,
oo =~ - / kado(kppr)et a1 da (2.104)
a=
Next, we will also use that
p=rcosf, (2.105a)
z=rsinb, (2.105b)

where p is the regular cylindrical coordinate, and 0 < 0 < 7/2.
When r’ is near the origin and the observation point r is far away, the
approximation p,. ~ p —r’ - p can be made, and by applying that

2
Jo(x) =~ 1/ = cos(r —m/4) for z>1, (2.106)

we can write the following expression:

. 1. : A
cos(kppy — m/4)e*=17 = etkopr=m/4) 4. e_’(kpp”_“/4)} etk ? (2.107)

Q

N~ N~ N

_eikppefkpr/.pefﬂ/z;+6fikppekpr/.ﬁeﬂ/4} eikz 2

'eiklrcos(oz—@)e—kpr’ﬁe—w/zl + eilﬂrcos(a+9)€kpr’~i)e7r/4} ’
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where cos(a + ) = cos(a) cos(f) F sin(a) sin(f) have been used.
We now make a series expansion of the first factor in each term of Eq. (2.107):

eik1r cos(aFb) eiklref%ik17“(a$9)2 . (2.108)

For large values of k,p, the parts of the integral where Eq. (2.108) is oscillating
fast with « will vanish. The only parts that will remain is where o =~ 6 and
a+ 60 = w. If we start by considering the case when 0 < 6 < 7/2, the integral
reduces to

< @ff)  jetkr 9 /2

T gg wkirsin? 6

eféklr(an)Q do .

r() (k) kpeher ¥ e ther bem/4 /

a=0

(2.109)

By extending the integration limits to go from —oo to +o00, the integral can be

evaluated using
+o0
/ e dy = Vr/a, (2.110)

—0o0

which leads to the following expression:

H(Z»ff) ieiklr 2 : ’ : VPN 27
~ (s) k. eth=? g—ikor"-p —m/4 2111
¢b 81 k7 sin? HT (ko)Epe © © ikyr ( )
eikzlr ) , o
= OO (el e, (2.112)
r

where e~/*\/=i = —i have been used. The far-field expressions for the other
terms in Eq. (2.92) can be obtained by the same approach, and are given by

oG.ff)  eikr k2
G ~ r(P)(k,)eth= # gmikor"p 221 (2.113)
rp Ay P k?
H(’vaf) ikyr . ’ . /A ]{}2
G.. (ke e (2.114)
1
< (i, f) etkr o kk
p2fep :I:TMT(’))(kp)e’kzlz e~ ik P (2.115)
1

where the + in Eq. (2.115) indicate + for the pz-component, and — for zp. By
using the coordinate transformations given by

p=sinft+cosh, (2.116a)
=0, (2.116b)
2= cosOt —sin 6, (2.116¢)
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one can obtain the indirect far-field Green’s tensor given by

< (6,1 f) ikyr FR
(v.1') = e ot [k, (2117)

Arr
k, k.
_r( *p
" (kp)O (Z k1 TP k1 ﬂ

The transmitted far-field Green’s tensor can be obtained by a similar approach,
yielding

8(t7ff) ’ eik’QT‘

(r, 1) = ——¢th=a? ko’ P P | yts (2.118)
r Zl
2
€1 | An k k k PN AAkz k kz
+t(7’)(k:p)— { k2 k2 (zp + pzkzj> 2% - H .

The last term that is needed in order to calculate the far-field radiation patterns is
the expression for the far-field direct Green’s tensor. In a Cartesian coordinate

~(d
system G (r,r’) can be written as

od e i 1 RR 3i 3 etkrfr—r’|
SN DS PR G Lk & R
G () [ { TR (kR)?} R { TR k?R?H e

(2.119)

where R = |R| = |r — r/|, and RR denotes the outer product between R and itself
[5]. In the far-field, when R > A, the only terms that survives are

o (d,ff) <  RR7 etk [r—r'|
G (r, I',) = T R2 }

A|r — 1’|

= |00 + d¢ —tkifr 2.120
+ o] (2.120)
< (d.ff) < (,11)
The far-field radiation pattern can now be obtained by using G and G
< (t.ff)
for medium 1, and G for medium 2.

2.4 METHOD OF MOMENTS

In this section the concept of the method of moment is presented. This is based on

[11] and [1].

The method of moments (MoM) is a numerical technique for solving a linear
operator equation by converting it into a matrix equation. This method was first
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applied to electromagnetic field problems by Harrington in 1968 [12], and has
since been used to find numerical solutions to various scattering and radiation
problems. The general technique is as follows.

Consider the equation given by

L(f)=g, (2.121)

where L is a known linear operator, g is a known excitation function, and f is an
unknown response function. The unknown function f is approximated by a finite
series of basis functions f, as

N
> anfn, (2.122)

where «,, are unknown constants. Substituting Eq. (2.122) into Eq. (2.121), and
using the linearity of the operator yields

N
Y anl(fn)~g. (2.123)

Next, a set of testing functions w,, are defined, and the inner product between
each wy, and Eq. (2.123) are taken,

N
> an(wm, L(fn)) = (Wm,g), m=1,2,...,N, (2.124)
where the inner product is defined by

(W, f) = / (@) [ 1) i (2.125)

Equation (2.124) can be formulated as a matrix equation in the form of

Za=b, (2.126)

where

<w17£(f1)> <w17£(f2)> <w1,£(fN)>
(wa, L(f1)) (w2, L(f2)) -+ (w2, L(fN))

N
I

(wn L)) (wn, £(f2)) - {wys £(Fn))

aq <’U)1,g>
Qa2 w2, g
b ( ' )

an (wN7g>
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If the matrix Z is invertible, the unknown coefficients «;, can be calculated by
solving Eq. (2.126) to obtain

a=27"p. (2.127)

By substituting Eq. (2.127) into (2.122) an approximated solution for f can be
found.

When MoM is applied to the electromagnetic problems discussed in this thesis,
the known excitation function g corresponds to an incident electromagnetic field,
f is the induced current, and £(f) is the electromagnetic field due to f. The Z
matrix is also known as the impedance matrix.

The choice of basis and testing functions will affect the accuracy of the solution to
Eq. (2.122), as well as how efficient the solution is, since the complexity of the
functions will increase computation time when evaluating the inner products.
Though simple basis functions may require a large N in order to obtain an
accurate solution, the inner products may be computationally easier to handle
than more complex functions. There are no specific guidelines for choosing which
basis functions to use, but one of the most crucial characteristics they must posses
is to represent the expected behaviour of the unknown function as exact as
possible. The basis functions should however not have smoother properties than
the unknown function [13]. Choosing the testing functions such that f,, = ws, is
known as the Galerkin’s method, and will result in a symmetric Z matrix, due to
the symmetry of (.,.). This can be exploited to reduce computation time when
implementing a MoM code, since the lower diagonal elements of Z are equal to
the upper diagonal elements, however if the integrals are solved numerically, e.g.
by Gaussian quadrature, the approximations may destroy the symmetry of the
impedance matrix.

2.4.1 RWG Basis Functions

The choice of basis functions is very tricky, and it all comes down to trying to get
the solution to converge. As mentioned, simple basis functions may be relatively
easy to implement, but could require a large number of N in order to converge,
whereas more advanced basis functions will reduce the number of unknowns in the
matrix equation but at the cost of more complicated code that could take longer
to run. One of the most commonly used basis functions for triangular tessellations
are the Rao-Wilton-Glisson (RWG) basis functions, proposed in 1982 [14].

The RWG basis functions is defined by

2il+ o/ (r) forr e T,F

fn(r) = ;an;(r) forre T,

0 otherwise,,

(2.128)
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\%

FIGURE 2.2 — The RWG basis function are assigned to an edge shared by two
adjacent triangles. The definition ensures that no current pile-up on edges.

where T) and T}, are triangles sharing edge n, ¢,, is the length of the edge, A} is
the area of T,", and the vectors g, (r), g, (r) are given by

of(r)=vi—r, reT/S (2.129a)
o,(r)=r—v , rel,, (2.129b)

where the vertices v, v~ are as shown in Figure 2.2. The RWG basis functions
are only assigned to interior edges of a mesh, but for a closed surface all edges will
be assigned a function, meaning each triangle will be assigned three RWG
functions. Not only are the surface current J approximated by the basis function,
but the basis functions also approximates the original surface [15]. It is therefore
important to have a good tessellation of the surface, and ensure a reasonable
triangle aspect ratio.

2.5 ARBITRARY THREE-DIMENSIONAL ANTENNA

For simple structures, e.g. closed-end cylinders or spheres, it is possible to define
the geometry in MATLAB, but for more complicated structures, it is more
convenient to use computer aided design (CAD) software to define the structure.
The 3D surface is divided into a number of connected patches. Typically,
triangular-or sometimes quadrilateral patches are used to make a polygon mesh of
the surface. The patches can be flat, or curvilinear.

In Subsection 2.1.1 we found an integral equation for the radiation of electric
fields due to surface currents, and in Subsection 2.1.2 we considered the scattering
of a PEC, which led to the EFIE that relates the tangential component of the
scattered field at the surface to the incident field:

_wiuﬁ(r) X Bi(r) = i x //Sé(r,r') Iy’
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We will now apply the MoM to the scattering problem. The unknown current
J(r’) is expanded into a finite sum of weighted basis functions:

N
J@') = onfa(r). (2.130)
n=1
Substituting Eq. (2.130) into the EFIE yields
i o 1 N
—@ﬁ x Ei(r) = {1 + kgvv} /fn g(r,r") ;anfn(r’) dr’ (2.131)

where f,(r’) is everywhere tangential to the surface. By applying the testing

functions f,,(r) we obtain Z-matrix elements given by

L = /fm f(r) - /fn g(r,)f,(v)) dr'dr (2.132)

1 ’ N,
+k72/fm fm(r) : [vv'/fng(rvr)fn(r)dr] dI’,

and excitation elements b, given by

i
by = —— f.(r) - Eij(r)dr. 2.133
R (213)

Let us consider the second term in Eq. (2.132), which can be rewritten:

To(r) = / £,.(r) [vv - / £,(r')g(r, ') dr’} dr
_ / £..(r) - [v / (e, eV - £, () dr’} dr

_ / £0(r) - VH(r) dr, (2.134)

where H(r) = [ g(r,x’)V' - £,(r')dr’. A detailed proof of the operation used in the
bracket term is derived in Appendix B. By using the vector identity given by Eq.
(B.3), the integrand in Eq. (2.134) can be reformulated, and allows for the
equation to be expressed as

Io(r) = / V- [fn(0)H ()] = [V £ (0)| H(r) dr, (2.135)

where we can apply Gauss’ divergence theorem to the first term, and make the
bounding surface large enough to make the integral vanish, leaving only the
second term:

Iy(r) = —/ [V . fm(r)}’H(r) dr

= —/V (1) /g(r, )WV - £,(r')dr’ dr. (2.136)
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Let us now consider the RWG functions as our choice of basis functions. For an
arbitrary 3D antenna structure with a triangular mesh, the impedance matrix
elements can thus be obtained from

Do — // // {fm(r) () — % [v.fm(r)] [V’-fn(r/)]} Z:r dr'dr, (2.137)

. fn

where the divergence of the RWG-basis functions are given by

14
—A—% forr € T,F

V- f,(r) = ﬁ% forr € T~ (2.138)
An
0 otherwise .

The integrals in Eq. (2.137) are over two RWG functions, which span two
triangles each. Since the dipole surface is closed, each triangle supports three
RWG basis functions, and the integration over a source and observation triangle
contributes to nine matrix elements. It is therefore more efficient to perform outer
loops over source and test triangles and inner loops over basis functions, and add
the results to the appropriate matrix elements.

For a single source and test triangle, Eq. (2.137) are given by

_ Lan l + 1,y 1} 6ikr ,
7= A.A, ////{4Qm(r) o, (r')+ 22 [ dmr dr'dr . (2.139)
T Th

For non-near terms, one can generally use numerical methods, such as the
Gaussian quadrature rule, to approximate the integrals. The Gaussian quadrature
rule is a method of approximating a definite integral of a function by a weighted
sum of the function evaluated at specific points within the integration domain.
For M evaluation points, the integral can be approximated by

LynL, &L X 1. Lo, 1) etFF
TSRS S wn {feh(y) - i £ g} G (2140)
p=1g=1
where w; is the weight of the i’te point, and
Rpg = /(25 — 50)2 + (yp — )2 + (2 — 2)?. (2.141)

For self-coupling terms, i.e. when triangles overlap, a common method for
handling the singularities are the singularity extraction, which uses the following
expression:

+ = (2.142)
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The first term on the right-hand side of Eq. (2.142) can be used in directly Eq.
(2.140) since it is well behaved for all values of r in this limit:

ikr
lim [e - 1] = ik. (2.143)

Therefore, only the 1/r term must be handled with care when performing the
integration:

Il/r -

1)1
/ /
{ (r)im}rdr dr. (2.144)
m Tn
When T,,, and T,, overlap, the inner and outer integration in Eq. (2.144) can be
calculated analytically. The basis function vector g,, ,, are first converted into

simplex coordinates. For the basis function o~ (r) on 7, the simplex coordinate
is given by

o(r) = (1 = A1 = A2) vi + A1va + Xav3 — Vi (2.145)

where vi, vy and v3 are triangle vertices, vy, ,, are the vertex opposite edge on the
triangle, and \; are the simplex coordinates. So for o~ (r) on 77, the integrals
over the first term in Eq. (2.144) is on the form of

Il/r 1= // // { 1 — A\ — )\2)V1 + AMvy + Aovy — Vm} (2146)

{ 1 — A1 — )\Q)Vl + Avy + Aovy — Vn} dr'dr .
By multiplying the terms in the above results in a set of integrals of the form

C’// // i) —— ,dr/dr. (2.147)
T JJ T, v —r'|

Eibert and Hansen in [16, 17] have evaluated these integrals analytically. By using
the edge lengths of the considered triangles defined by

l1 = |V2 - V3’ 5 (2.148&)
ZQ = |V3 - V1’ s (2.148b)
13 = ’Vl — V2’ s (2.1480)
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the results are given as

1 1 1 1 1
— dr'dr = —1Iny +——Ing +-—1 2.149
4A2 // // R TR TR TR (2.149)

1 12 + 512 — 13
/ / . 3
4A2 //m //n A )\1 dI‘ dr = ﬁl 1+ 712(”;’ In 1o (2150)

B-B+55 b b

1208 P60z T 601
3024+ 13 - 13 13+ 313 — 13
PYPN d’d ==L 2 3 L2 3 2.151
1A? //T // Yr— v o M TR ™ (2.151)
1 ls—1ly I3—1
—
o ™ a0z T a0
L5313
! AR L Rl 2.152
4A2// // M r—rfydrdr T B (2.152)
12— l2+5131 Is—1l -1
B oz Yo

where

In; = log

212y _ 12
(211 +13) — 13 Iny = 1
12— (ls—1;)?

(lz + 13)2 — l%
l% — (ll — l2)2

Ing = log

(l3 + l1)2 — l%
l% — (lg — 13)? '

The remaining integrals involving the integrand in Eq. (2.146) can be obtained by
permutation of the vertex indices [16]. These analytic expressions for the
self-coupling terms are fast to calculate, but the preliminary mathematical work is
extensive. Another method, which is less accurate, is to use numerical integration
on the self-coupling terms as well. If the source points do no coincide with the
testing points, the quadrature method can be used to approximate all integrals. A
simple approach would be to divide the source triangles into nine sub-triangles and
perform a nine-point quadrature on the source integrals, and only use a one-point
quadrature on the testing integrals. A similar method was tested by Makarov in
[18]: the nine-point quadrature was applied to all non-near terms, whilst the
self-coupling terms were evaluated using the analytic expression given by Eq.
(2.149). The basis functions g(r) were replaced by their values at the center of the
triangle, thereby omitting the need for the rest of the analytic expressions given
by [16]. The results of this method were compared to when the nine-point
quadrature were used for self-coupling terms as well. According to Makarov, both
approaches produced very similar results, and notes the calculations produced a
deviance in the surface current magnitudes of less that 1%.






CHAPTER

IMPLEMENTATION

script will be reviewed, then select methods of interest will be further examined.
This will be done by presenting considerations for how the code is structured,
how the equations are implemented and what inputs the script accepts.

IN this chapter the implementation will be presented, first the structure of the

3.1 SCRIPT STRUCTURE

The script is split into two parts, the “MoMScript” which is the executed part and
the “ArbitraryAntenna” class, which holds methods used for the computations.
This split is used to ease readability and increases modularity of the code.

3.1.1  Import of STL File

This section in the “MainScript” loads the STL file specified by the string. It
returns an STL object that holds a p-matrix of points and a t-matrix of triangle
points. The p-matrix holds x,y, z-coordinates as the first, second and third
column respectively and each row constitutes a point. The ¢t-matrix consists of
each corner of a triangle as columns with each row constituting a triangle. The
corners are numbered and the number corresponds to an index in the p-matrix. So
for example a row from the t-matrix consisting of (1,2,3) means that the
coordinates to the corners are found in the p-matrix first, second and third row.
The STL file reader used in this code is the “STL File Reader” [19]. This STL
reader is limited to STL files saved in binary format, and an error will be
produced if an attempt is made at loading a STL file saved in ASCII format. The
STL reader function could be replaced with any equivalent or even loading the p-

33
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and t-matrices directly from a saved file, the only restriction is that the
dimensions must match what is described above.

3.1.2  Remove Duplicate Points

Due to the way the STL files are created in Fusion360, there are some points that
overlap and appear more than once. In order to save calculation time these points
are identified and pruned.

This is done by first identifying points that share coordinates and saving their
indices. The lowest of these indices are used as replacement in the ¢-matrix, for
instance if the points 1, 27, 48 and 537 were the same point the occurrences of 27,
48 and 537 would be set to 1 in the ¢-matrix. Lastly the redundant points are
removed from the p-matrix and the p-matrix are updated with the new indices.

3.1.3  Duplicate Antennas

This thesis have used the script to examine dipole antenna, however it was also of
interest to examine how multiple dipole antenna interact with each other. This is
an option within the script, however no method can do it automatically, therefore
an outline of the procedure will be given here. Once the p-and ¢ matrices have
been created these can be manipulated in order to create different structures, the
methods are a result of the p matrix consisting of coordinates and the ¢t matrix
the indices of these coordinates. When the STL file is loaded the coordinates will
correspond to the placement in the coordinate system that the antenna had in
Fusion360, in this thesis this corresponds to the center of the antenna at the
origin, and as such it can be translated in any direction. In order to displace an
antenna along the z-axis one simply expresses the new z-coordinates as the old
ones plus the wanted displacement i.e. p(:,3) = p(:,3) + 2 would displace the
antenna 2 meters in the positive z-direction. This can also be done for
displacements in a negative direction writing p(:,3) = p(:,3) — 2 for the same
antenna would return it to its original position. In addition to moving the
antenna it can also be scaled in its dimensions p = 2 - p would result in an antenna
with twice the size as the original, this scaling can also be applied to single
dimensions, if the length of the antenna is in the y-direction p(:,2) = 2 - p(:, 2)
gives an antenna with twice the length but without changing the diameter, if the
wavelength is scaled with the length increase this effectively halves the diameter.
The translation of antenna can also be used to create different structures by
assigned the translated structure to a new p-matrix and then concatenating them
i.e. duplicating p into pl and p2 followed by assignments

pl(:,3) = pl(:,3) + 0.1,
p2(:,3) = p2(:,3) — 0.1,
p = [pl;p2].
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Next, the £ matrix also needs to be updated. This is done by assignment
t = [t1;t2 4 length(pl); t3 + length(pl) + length(p2)],

in order to extend this to more antenna the length of p should be added an
additional time for each added antenna.
The approach outlined here uses the same initial mesh for all duplicated antennas,
but it can also be done for different meshes, if pl, p2 and p3 are the p matrices
from different STL files and t1,¢2 and t3 are their corresponding ¢ matrices then
the combined p-matrix is

p = [p1;p2; p3],

and the combined ¢-matrix is
t = [t1;t2 + length(pl); t3 + length(pl) + length(p2)].

When combining multiple antenna in this way, the scaling method can also be
applied. If one wishes to sale the entire system, it can be applied after the
concatenation, however, one could also change the scaling of a single antenna
before concatenation.

3.1.4  Calculation of Antenna Dimensions

Dimension calculation within the script is set to calculate for a dipole, but will
attempt to calculate dimension for any imported structure. The length is found
by determining the maximum value of the p-matrix and determining in which
dimension it is a maximum. Then the minimum value in the same dimension is
subtracted, thus giving the length denoted by L. The radius is determined by
averaging the absolute of the minimum and maximum values in the two remaining
dimensions. For the dipole antenna modeled in this thesis, this means

L = max(y) — min(y) and

radius = (|min(z)| + |min(z)| + |max(z)| + |mazx(z)|) /4. The wavelength is set
to 2L, resulting in a half-wavelength antenna, as these are typically the most
effective. The wavelength can however easily be changed to other values in order
to examine alternate radiation patterns. The diameter is used to determine the
minimum displacement needed for the silicon interface to avoid an overlap
between the interface and the antenna.

3.1.5 Additional Triangle Information

In order to evaluate the RWG functions, some intermediate calculations are done
for each triangle. Firstly, the area and the center point of each triangle is found:
these are saved in Area and Center, respectively. In order to calculate the
Gaussian quadrature each triangle is split into sub-triangles: This is done by
calculating the coordinates of the points located at 1/3 and 2/3 of the length on
each edge in the original triangle. These points, the original corner points as well
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as the center point, are used to create nine sub-triangles. The center points of
these are saved in the matrix SubT'ri. The matrix SubT'ri has the dimensions:
[Amountofsub — triangles, 3, amounto ftriangles).

SubT'ri(:,:, 1) returns the center points of the sub-triangles contained in triangle 1.
Additionally, the script contains the option to further increase the amount of
sub-triangles by creating nine sub-triangles within each sub-triangle, thus resulting
in a total of 81 sub-triangles per triangle. This effectively makes the 9-point
numerical quadrature into an 81-point numerical quadrature, if this option is used.
Since the triangles supplied by the STL file are plane triangles with the corner
points placed on the surface, this method leads to a faceted surface with the
center points placed slightly inside the antenna. In order to correct for this, the
script contains a method for lifting the points in Center and SubT'ri to the actual
surface of the antenna. This is done by separating the antenna into three sections:
an upper sphere, a cylinder and a lower sphere. The upper and lower spheres use
the center of the sphere as a baseline point, in order to determine the direction of
the normal vector to a given point and replaces this point by

CenterO fSphere + NormalV ector - radius. The cylinder part employs the same
method, however the CenterO fSphere is replaced by the center of the cylinder
with the y-value equal to the point currently being lifted. The method determines
if the point to be lifted is on a sphere or cylinder by checking its y-coordinate
against a preset value. Therefore the lift method takes a bool, Lift, that
determines if the points should actually be lifted, for non dipole antenna or dipole
antenna that have been scaled this Lift should be zero. The method however
should still be called as it changes the dimensions of the SubT'ri matrix to the
ones mentions earlier, and this is the format the script expects to receive.

3.1.6  Identifying Edges

In order to determine which edges exist for a structure, and therefore which basis
functions need to be defined, a connectivity list is created as described by [1].
This is done by looping over all points and determining which triangles they are a
part of. Then the remaining point of the triangle are identified along with their
indices, and only points with indices higher than the current iteration in the
for-loop are of interest. This is done to avoid finding the same edge twice. The
information is stored in a cell, which for a given edge, holds the index of the
starting point, the index of the end point, as well as indices for the triangles that
the edge is a part of. The starting point is equal to the index in the list, while the
end point indices are held as an array in the first column of the list and the
triangle indices are held as an array in the second column.

The connectivity list is used to create the EdgeList in order to ease accessibility
to the information, as the EdgeList is stored as a matrix. Its indices corresponds
to the numbering of edges, the first column holds the start point of the edge,
second column holds the index of the end point. The third and fourth column
hold the vertices needed to compute the basis functions, that is to say the vertices
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opposite the edge. The third column holds the vertices used to compute o™ and
the fourth column the vertices used to compute @~ , the vertex with the lowest
index is always assigned as the positive vertex.

The RWG basis functions are created in the same loop as the EdgelList is created.
These are saved as function handles in the cell Basis. The row indices in Basts
corresponds to the edge number, the first column holds the ot function handles,
while the second column hold the o~ function handles, these correspond to Eqs.
(2.129). The remaining part of the basis functions are stored separately in the
matrix BasisLA with the same row indexing: the first column holds L/2A,,
second column holds L and the third column holds L/2A,,. Here A, and A,
corresponds to the Area of the plus and minus triangles respectively. The length
is stored separately to reduce calculations when employing a numerical quadrature
solution to the integrals of the MoM method, as the areas will cancel out. The
function handles are evaluated in the center points of their respective triangles,
and in the corresponding sub-triangles. These values are saved in RhoP, RhoM,
RhoP__ and RhoM __, where the underscore denotes that the values belong to
sub-triangles center points.

3.1.7  Options for FExcitation of Antenna

In order to determine the excitation vector, given by Eq. (2.133), one needs to
calculate the incident field. In this script, the incident field is calculated in the
center of each triangle on the antenna. Given that there are both plus and minus
triangles the expression becomes [18]

L

b = 5 [Bilrer) - e(rer) + Bifre-) - o(re-)] (3.1)

The script has three options for excitation of the antenna: a plane wave, a point
source, and a voltage feed. A plane wave is expressed by

Ei(r) =% kT 4 vy KT 4 5 etkr , (3.2)

in the script, where the polarization is in the y-direction and the other
polarization directions are set to zero. In addition the wave is chosen to propagate
along the Z direction, so the values of r are chosen as the triangles center points
z-coordinates. Even though the wave is only polarized in the y-direction the field
is still represented as a matrix with the X, ¥, and z-polarization as the first,
second and third column, respectively. This configuration makes it easier to
change the incident fields polarization, as the script expects it to passed in matrix
form and has no special restrictions on the polarization or propagation direction.
When the excitation source is a point source, the incident field is calculated at the
center points of the triangles in the method PointSource, here the location of the
point source and the polarization is passed as the last two arguments. The electric
field strength can be calculated from [5]

Ei(r) = w2u8(r, ) p. (3.3)
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The most common configuration used for the point source is placing it an antenna
length from the antenna in the z-direction and having it be polarized in the
y-direction.

The third alternative for excitation is a voltage feed, this method is outlined in
[18] for a strip. When employed for a strip one of the RWG edges is used as a
driving edge, that is assumed to act as a voltage gap, this gives rise to an electric
field within the gap given as

V

E=—_y.
Ay

(3.4)
The gap is associated with an RWG edge so A — 0, as they do not have a physical
width This in turn means that £ — oco. Therefore, the field can be expressed as

E=Vi(y)y, (3.5)

which means that the integral over the field is equal to the applied voltage. In
terms of implementation, this means that an applied electric field is only present
in the triangles which share the edge chosen as the feed edge. This results in a
change of the excitation vector to

by, =LV, (3.6)

for the feed edge and 0 for the non-feed edge. In order to apply this method to a
3D dipole, the infinitesimal gap is chosen to be at y = 0, effective placing it in the
middle of the antenna in the longitudinal direction. The voltage is then applied to
all edges that coincide with this split. The excitation vector therefore is expanded
to include all the edges that the voltage are applied to. This method for a voltage
feed is not guaranteed to work for all meshes, as it requires perpendicular edges at
y = 0. The feed position can however be changed, but in most cases a centered
voltage feed in regard to the the antenna structure is wanted. If one wished to use
a voltage feed in simulations, care should be taken to ensure that there exists
edges that meet the given requirements. When multiple antennas are used in
simulation the amount of antenna that receive a voltage feed can be changed, this
is done through the variable Yagi, if it is true only the second antenna in the
concatenated p-matrix is used as a feed antenna.

3.2 IMPLEMENTING THE METHOD OF MOMENTS

The script has implemented two equivalent ways of using the MoM. The difference
lies in their approach: one is for-loop based and the other is vectorized. Both are
included in Sections C.1 and C.2 in Appendix C, respectively. The difference
between them will be outlined here, the for-loop based approach should easier to
read and understand, however the difference in computational speed makes the
vectorized method far superior. The MoM implementation is based on Eq.
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TABLE 3.1 — Table with sample computation times for the impedance matrix
for the two methods. N denotes the amount of basis functions with impedance
matrix size being N x N.

N 828 1053 1350

Loop-based [s] 50.37 87.11 129.65
Vectorized [s] 4.60 6.79  11.15

(2.140), and follow the quadrature schemes employed by [18], which are discussed
in Section 2.4. Equation (2.140) expresses a single matrix element in the
impedance matrix Z. The impedance matrix has dimensions N x N where N is
the number of edges assigned an RWG basis function. In the implementation, Eq.
(2.140) is split into multiple parts:

M ikR
L etfilipg
Arn = g, (r7) ; (3.7)
qzzjl 8wy 7 Ryq
+_ Lm +
Dot™ = — Ay - 07, (1p) , (3.8)
Wp
M ikR
Ly,
) P (3.9)

= 47k? Rpq
Given the quadrature approach, wy =9 and w, = 1, which in the script are used
by having A and phi* depend on distance to sub-triangles and Dot* depend
on distance to the center of the triangle. Both the vectorized and the
non-vectorized method use these sub calculations. The methods both loop over
the m basis functions as an outer loop, the difference comes in how the n basis
functions are treated. The non-vectorized method computes them in an inner for
loop thus computing only one entry in the impedance matrix Z,,,. The
vectorized method calculates the interaction with all other basis functions for each
m, thus calculating an entire row of the impedance matrix at a time, Z,, y. In
Table 3.1, the computation time for the two methods are presented. In addition to
the faster computation times, the time scaling is also better, as the loop-based
approach is O(n?) while the vectorized is O(n).

3.2.1 Current Calculation and Visualization

The current is calculated for each triangle on the antenna, and for each triangle
the current is assumed constant. From the expansion of the current into basis
functions, Eq. (2.130), the current can be found from the coefficients determined
by the MoM as well as the basis function. Given the way the RWG functions are
distributed over the antenna, there are three RWG basis functions that will add to
the current of a given triangle. In order to compute these values, a outer loop over
triangles, and two inner loops over plus basis functions and minus basis functions
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FI1GURE 3.1 — 3D visualization of the surface current distribution of a half-wave
dipole antenna. The antenna is scaled down by a factor of two in the longitudinal
direction to increase visibility of the triangular mesh.

within the triangle, are performed. In order to visualize the current, two
approaches are employed: one can plot the absolute value of the y-component of
the current against the y-coordinate of the center of the triangle. This is adequate
as the current in the other dimensions are essentially zero. The other computes
the size of the current and normalizes it, then, by matching triangle corner points
to the current, a 3D figure can be created. This figure represents the antenna
structure, where each triangle receives a color relative to the value of the current.
An example of this can be seen in Figure 3.1.

3.3 CALCULATION OF RADIATED FIELD

The script contains various ways of computing the radiated fields of antenna.
These are based on the equations and thoughts presented in Section 2.2. The
calculations of the scattered field are split into two different approaches: one type
of method computes the radiation as a result of a current running through the
antenna, which is based on 2.24. The second type of method is based on Eqgs.
(2.120), (2.117) and (2.118). This allows computation of the far-field radiation
based on the angle of observation. These methods can be found in Sections 2.1.1
and C.4, respectively. The results of these methods are polar plots that illustrate
the radiation patterns, these are useful tool in determining the directivity of an
antenna or antenna configuration.

The first type of method computes the x-, y- and z-components of the radiated
field in the zy-, x2- and zy-planes. In order to calculate the radiation in the three
planes, an outer loop over these planes are employed. The method runs an inner
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loop over triangles, calculating the triangles contribution to the each component
of the E-field in the current plane. The procedure for each plane is the same. The
xy-plane is used here as an example for the computation method. First the
x-distance and the y-distance are discretesized into the desired resolution. In the
second loop three matrices are calculated: these contain the distance to each point
in the area of interest from the center point of the triangle for the z-, y- and
z-components respectively. The values in the R,-matrix vary with rows, and the
values in the Ry,-matrix vary with columns. The R.-matrix values are constant.
These matrices are then used to compute the total distance to a point by

7= /T2 + 72 412, which in return is used to compute the parts of the Green’s
tensor split into

B etkT
 Anpr’
1 1
Gl=14-—=—- —
% (kr)?’
and
3t 3
G2=14—=—- —.
YT e

Note that the division occur element-wise. Next each direction of the Green’s
tensor are computed separately and used to compute a component of the radiated
field. For the E-fields X-component in the xy-plane these are computed as

Glow = <G:1 _ Relia G2> g,

r2
(R
Gzy == < 1"2 G2> g,
éxz = <_ RZ2RZ G2> .6)
T

and
-E:Jzy:c = ZWN(G:L‘:L‘ “Jz+ Ga;y : Jy + éxz . Jz) . AT@CL;

Note the missing term G1 in the @xy and G, expressions, as the unit dyad does
not contribute to this direction. These field components are then added to the
previous total, in order to account for all triangles.

There are some considerations about which part the loop should run over. One
can choose between computing the radiation for all points in the plane or for all
triangles on the antenna, choosing which of these parameters should be used in
the for loop should be done based on the amount of elements.
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The second method type only calculates a vector that represents the angular
far-field, this makes this method of computing the E-field much quicker given the
less intensive calculations. These methods also employ a loop over triangles,
however here it might be time beneficial to make a change of loop parameter as
the resolution is also set at 200 steps. The method, as a baseline, computes the
field for ¢ = w/2 and letting 0 < 6 < 27, corresponding to the radiated field in the
zy-plane. In the same approach as for the previous method each part of the
Green’s tensor is assigned to a variable, each corresponding to a direction. The
radiated field is calculated in all angles for the direct, indirect and the transmitted
part of the Green’s tensor. The computed field is then created depending on the
placement of the surface, the current method has it placed at z = 0, thus when
m/2 < 6 < 3/2m the transmitted part of the field is used and the sum of the direct
and indirect radiation is used for the other angles.



CHAPTER

ANALYSIS AND RESULTS

code discussed in Chapter 3. Section 4.1 contain convergence plots of

the induced surface current of a three-dimensional half-wave dipoles, with
diameters D of 3,1,0.5 and 0.1 mm. Different excitation types have have been
used to produce these figures: plane wave, point source, constant field, and
voltage feed. Section 4.2 presents radiation pattern produced by the induced
surface currents. In Section 4.3 the results for dipoles located on silicon are
presented. The distances between the dipoles and the effect it has on the
transmitted radiation has been examined. In each of the above mentioned
sections, we have used a dipole length of L = 10+ D cm.

THIS chapter presents the results obtained using the implemented MATLAB

4.1 INDUCED SURFACE CURRENTS ON 3D-DIPOLE

As mentioned in Section 2.4, the accuracy of the Z-matrix, and thereby in
extension also the surface current J, depends strongly on the number of unknown
variables. One method of checking the accuracy of the calculations, is to
investigate the convergence of the values of the induced current. The convergence
plots in Figure 4.1 showcases the absolute value of the y-component of the surface
currents induced on a half-wave dipole with a 3 mm diameter. Three different
excitation types are presented: plane-wave, point source, and constant field.
When incident with a plane wave or a point source, the values converges but the
current differs in value around a cross section of the antenna, as seen in Figure 4.1
(a) and (b). This behaviour is further tested by correcting the positions of the
center points of triangles and sub-triangle so they match the surface of the
antenna. The resulting surface currents obtained by this method are plotted in
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FIGURE 4.1 — Induced surface currents of a half-wave dipole with diameter of
3 mm. The different excitation types used are a plane wave, point source and
a constant field. The number of triangles used are shown in the legend of each
figure. For all excitation types, except the constant field, display variation in
surface current values around the cross section of the dipole.

(c), with no noticeable difference. In (d), the use of a constant field produces a
very narrow difference in the surface current values around a cross section.

Figure 4.2 shows the y-component of the surface currents for half-wave dipoles
with diameters of 0.5 and 0.1 mm. As the diameter decreases so does the variation
in the cross sectional surface current. However when decreasing the diameter
there is an increase in required triangles needed to accurately represent the
geometrical surface. The increase in triangles are in all dipole dimensions. The 0.1
mm diameter dipole requires substantially more triangles compared to the 0.5 mm.
The figures showcasing the surface currents induced by plane waves from Figures
4.1 and 4.2 are shown side-by-side in Appendix D.
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FIGURE 4.2 — Surface currents induced by a plane wave vs. antenna length. The
cross-sectional variation of the surface currents decreases with smaller diameter.

Number of mesh triangles are shown in the legend.
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FIGURE 4.3 — Voltage feed induced surface currents for 0.5 mm diameter dipoles.
The applied voltage are 1 V. Number of mesh triangles are shown in the legend.
Note the nonzero values at y =0 for A= L and A = %L.
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Figure 4.3 shows the surface currents for 0.5 mm diameter dipoles with a voltage
feed as excitation source. The voltage feed is applied to the center of the dipole,
as described in Subsection 3.1.7. The variation is the cross sectional surface
currents are not noticeable, but some nonzero values of the feed current is
observed for A =L and \ = %L.

4.2 3D DIPOLE RADIATION

In order to investigate how the variation in the current around a cross section (see
Figure 4.1) affect the radiation patterns, we compare the electric field across the
dipole in the xy and zy-planes. The 3 mm diameter dipole is selected to be
analyzed since it has the most prominent variations. Figure 4.4 shows the electric
field across the dipole for the zy and zy-plane in (a) and (b), respectively. At first
glance, the field appears to be symmetric around the dipole center in both planes,
but a close inspection reveals that the zy-plane show an asymmetry.
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FIGURE 4.4 — E-field across a 3 mm diameter dipole. The plane wave excitation
source is polarized along ¥y and propagating in the z-direction. The zy-plane is
fully symmetric, while the zy-plane show a slight asymmetry. Number of mesh
triangles are shown in the legend.

TABLE 4.1 — Differences in |E; ,|-value between points at opposite sides of the
dipole. The variation in the zy-plane becomes negligible at large distances. The
xy-plane is fully symmetric around the dipole center.

Distance +5.03 +2111 +41.21 +51.26 +81.41 +121.61
from dipole [cm]
AlE,| 00 0 0 0 0

AlE. | 0.0072 0.0012 0.0003 0.0002 O 0
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FI1GURE 4.5 — Polar plots of the far field radiation for single dipoles diameters of
3 and 0.5 mm in a distance of 10 m. The angles vary in the zy-plane.

The plane wave used as an excitation source is polarized along ¥ and propagates
in the 2-direction. Table 4.1 lists the difference in |E; ,|-values between two points
on opposite sides of the dipole. In the zy-plane the field appear symmetric across
the dipole, while zy-plane displays a small asymmetry that is most prominent
near the dipole.

This representation of the radiated field is however inadequate to establish the
directivity of an antenna, and for this purpose polar plots are used. These are
presented for dipoles with diameter of 3 and 0.5 mm in Figure 4.5: the angle
varies around the zy-plane with 0 being in the immediate positive z-direction.
They showcase a deviation in value of the field similar to the cross sectional plots,
this difference is more pronounced for the 3mm diameter dipole, which is also in
line with the observations from earlier. The plots showcase the expected pattern
of a half-wave dipole, and will be used as a baseline comparison to the results
when an interface is included.

4.3 DIPOLES ON SI-SUBSTRATE

In order to model a photoconductive antenna, the substrate on which the
antennas lie must be included, for this task the Green’s tensor for a planar
interface, presented in Subsection 2.3.1, is used. In order to carry out this analysis
a current density equal to that of a dipole without the interface present have been
assumed. In Figure 4.6 the radiation patterns for a single half-wave dipole located
in free-space and on a Si-substrate, are shown in (a) and (b), respectively. It is
clearly seen that substantially more radiation are coupled into the substrate, and
thereby highly changing the directivity of the emitted dipole radiation. Figure 4.7
demonstrates the variation in radiation patterns for half-wave, full-wave, 3/2-wave
and 2-wave dipoles on a Si-substrate.
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FIGURE 4.6 — Angular plot comparison of radiation patterns: (a) Free-space
0.5 mm half-wave dipole w. voltage feed excitation. (b) Same dipole located

on Si-substrate. Most of the emitted radiation are coupled into the substrate.
Number of mesh triangles are shown in the legend.
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FI1GURE 4.7 — Effects of different wavelength for a dipole on Si-substrate. Number
of mesh triangles are shown in the legend.

RESULTS
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FIGURE 4.8 — The maximum values of |E|?|r|? plotted as a function of the
distance between two dipole antenna.

The radiation patterns partially resembles the radiation from a free-space dipole,
as seen in Figure D.2 in Appendix D, but with substantially more radiation
coupled into the substrate. The behaviour of coupling radiation into a substrate is
of particular interest in the construction of photoconductive antennas, as
presented in Chapter 1. As such it is interesting to examine how to increase the
directivity of the coupling. This is done by simulating the radiation that results
from two and three dipole antenna. By changing the distance between the
antenna an optimal inter antenna distance is sought. In the results, that will be
presented here, all antenna will be excited by a voltage feed.

In Figure 4.8, the distance between antennas are illustrated for the situation with
two dipole antennas placed on the interface. In (a) the results for the 0.5 mm
diameter antennas are presented: It can be seen here that the diameter with the
highest maximum is a little larger than 10 cm, the actual value is 13.34 cm, this is
equivalent to 67% of the wavelength. In Figure 4.9 the radiation pattern is shown.
It displays significant radiation in the main lobe located at 180°. However it also
displays significant side lobes which could be an unwanted behaviour if the
photoconductive antennas are intended to be placed in arrays, as it might
interfere destructively with the other configurations in the array. Figure 4.8(b) the
same is shown for antennas with diameter of 1 mm. The peak maximum value
appears in a similar location to the one for 0.5 mm. The actual value is 13.39 cm
which corresponds to 66%. Note that the wavelength depends on the length of the
antenna and the diameter influences the length due to the spheres on the ends of
the antenna. The radiation pattern for this configuration can be seen in Figure 4.9
(b) where the main lobe is located at 180°. This configuration also displays
prominent side lobes.

In Figure 4.10 the inter antenna distance for the situation with three antennas
placed on the substrate: (a) displays the results for three dipole antenna with
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FIGURE 4.9 — Angular far field radiation patterns for effective inter antenna
distance when using two dipole antenna. (a) is for distance of 13.34 cm and (b)
is for distance of 13.39 cm.

diameter 0.5 mm, the peak is around 15 cm with the actual value being 14.48 cm.
This corresponds to 72% of the wavelength. (b) shows the same but for antenna
diameter 1 mm, the peak is at roughly the same spot with a slightly higher value.
The actual value is 14.61 cm corresponding to 73% of wavelength.

In Figure 4.11 (a) the angular radiation plot for three dipole antennas with
diameter 0.5 mm is shown. It shows a main lobe at 180° as well as prominent side
lobes It is worth nothing however that the lobes are more narrow than for the two
antenna configuration. In (b), the angular radiation plot is shown for the same
configuration but with antenna diameter 1 mm. There are no real difference
between the radiation patterns.
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FIGURE 4.10 — The maximum values of |E|?|r|? plotted as a function of the
distance between three dipole antenna.
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FIGURE 4.11 — Angular far field radiation patterns for effective inter antenna
distance when using three dipole antenna. (a) is for distance of 14.48 cm and (b)
is for distance of 14.61 cm.






CHAPTER

DISCUSSION

be discussed here. We will discuss the limitations of the code, the methods
used, and the validity of the obtained results. The discussion is divided
into sections to match the structure of the thesis.

THE implemented code and the numerical results from Chapters 3-4 will

5.1 INDUCED SURFACE CURRENTS

Figures 4.1 (a) and (b) revealed that the induced current on a 3D dipole varied
around the cross section when a varying incident field was used as excitation
source. For a dipole which is relatively thin compared to the wavelength of a
normal-incident wave, polarized along the longitudinal axis of the dipoles, we
would not expect the induced current to vary noticeably around the cross section.
It was initially considered that the variation could stem from the faceting of the
surface, and as an attempt to correct for the variation, the evaluation points used
in the numerical integration were moved to the surface. This did not create any
noticeable changes in the current distribution, as seen in Figure 4.1 (¢). By
reducing the diameter of the antenna, the observed variation were reduced.
Assuming that the effect is entirely due to the variation of the incident field, it is
clear that the cross sectional variation in surface current will be less prominent
since the evaluation points are more closely spaced. A trade-off for the reduced
variation is the rapid increase in the number of triangles needed to represent the
surface accurately due to the increase in surface curvature. Furthermore, when
modeling objects in Fusion360 smaller than the 0.1 mm presented, it becomes
nearly impossible to check the quality of the meshes.
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Ignoring the cross sectional variation, the current appears to converge at around
580,552,984 and 2502 triangles for dipoles with diameters of 3,1,0.5 and 0.1 mm,
respectively.

The method of using a voltage feed did produce a current distribution that are
more in accord with what we would expect, as seen in Figure 4.1 (d). For the 3
and 0.5 mm diameter dipoles, the current appears to converge at 264 and 700
triangles, respectively, the smallest numbers tested.

The voltage feed method produced some nonzero values at the feeding points when
A=Land A = %L. For an incident wave, these point would normally be zero, but
since these are the feed points when using a voltage feed this behavior is expected.

5.2 ANTENNA RADIATION

In order to verify if the variation in the current was due to the incident field’s
varying across the structure, the cross sections of the electric field over the
antenna in the zy and zy-planes was examined. By closely inspecting the two
plots in Figure 4.4, it became clear that the dipole radiation were affected by the
asymmetric behaviour of the surface currents. The asymmetry is not present in
the plane of observation perpendicular to the direction of propagation of the
excitation field. This leads us to speculate that the asymmetry mainly stem from
the variation in the incident field across the antenna. From Table 4.1 it can bee
seen that the variation is negligible when more than three wavelengths away from
the dipole.

In order to represent the directivity of the dipole antennas, we made use of polar
plots of the far-field radiation. In Figure 4.5 the electric field in the zy-plane show
similar asymmetry as the cross sectional plots. The asymmetry became less
distinct for smaller diameters, as seen in Figure D.3: For diameters smaller than 3
mm the asymmetry is barely noticeable.

5.3 DIPOLES ON SUBSTRATE

The surface current used to calculate the radiation transmitted into the substrate,
is assumed to be the same as if there were no substrate present. This is not the
case, as the substrate surface gives rise to a reflection as well as a transmission,
which gives the Green’s function the additional part of the indirect Green’s
function. This would likely increase the total current in the antennas. In addition
it would probably affect the center antenna in the three antenna configuration the
most, thus resulting in a larger difference between the main lobe and the side
lobes.

Regarding the excitation method used, in the figures presented, all antennas in
the configuration are voltage fed, and on a photoconductive antenna this would
not be the case. On a photoconductive antenna, a center point located on the
semiconductor between the antennas would be illuminated, produce a current, and
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thus begin exciting the antenna. This could, to increase the accuracy of the
results, be simulated by applying the voltage feed only to the center antenna, or
by employing a point source placed between the two antennas. A correction for
this behaviour would likely not result in a change of the found effective distances,
as the antennas effectively are the same and the impedance matrix would remain
unchanged by this. The change could however be seen in the same way the
reflection is thought to have influence, by resulting in a higher current in the
center antenna and thus reducing the size of the side lobes.

In addition to this, the antennas should resonate at a higher wavelength, as the
refractive index of the substrate would influence the speed of the waves. This
could be seen as a new effective refractive index and a new, larger, wavelength
could be calculated to account for this change.

In light of this information the distances presented in Table 5.1, most likely
overestimate the percentage of the wavelength that should be used for an effective
distance, as they are based on a smaller wavelength that does not correct for the
substrates presence.

TABLE 5.1 — Effective inter antenna distances for configurations with two and
three antennas. Their relation to the wavelength A is also noted.

Ant. Dist. % of A

Two Antenna 0.5 mm 13.33 cm 67%
Two Antenna 1 mm 13.39 cm  66%
Three Antenna 0.5 mm 14.48 cm  72%
Three Antenna 1 mm 16.61 cm  73%

5.4 MATLAB CODE IN GENERAL

The script implemented for this thesis is reliant on using the method of moments
to compute the impedance matrix. In order to do this, the integrals of (2.139)
have been evaluated as a 9-point quadrature and a 1-point quadrature for all
terms. This has some implications for the accuracy of the calculated Z-matrix, as
these only approximate a numerical solution, this approximation could be made
more accurate by instead employing an 81-point and a 9-point quadrature. This
would still however rely on the same type of approximation and would probably
still break down when used on very small triangles, specifically for self-terms. To
make the method more reliable for smaller triangles one could do a proper
integration using some of MATLAB’s integration methods. This would be
expensive in time however and should probably only be used for self terms or for
evaluating triangles directly next to one another depending on the wanted level of
accuracy. This problem could also be addressed by the analytic terms presented in
Section 2.5, which would be a faster solution.
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In Section 3.3 it was briefly mentioned, that one should consider which parameter
to loop over between the amount of triangles and the discretizised steps in the
plane of radiation. In this thesis, the resolution used is set to 100 steps per 2 m
which gives the matrices a size varying from 40000 — 1000000, in order to make a
swap of loop parameter beneficial the amount of triangles would need to exceed
this number. As a reference the largest structure used in this thesis was = 9900
triangles in a Yagi-Uda antenna structure, this parameters for this structure is
presented in Table 5.2, with the radiation results in Figure 5.1.

5.4.1  Yagi-Uda antenna

Here the results for a nine element Yagi-Uda antenna structure will be presented.
This is done in order to demonstrate the capabilities of the script. The Yagi-Uda
structure is based on the values presented in [1], scaled to match the wavelength
resulting from the choice of dipole length, these measurements can be seen in
Table 5.2. The Yagi-Uda antenna is a highly directional antenna array, used

TABLE 5.2 — Scaled Yagi-Uda antenna. Dimensions are based on ones presented
by [1].

Element Ref 1 2 3 4 5 6 7 8
Length [cm] 10.43 9.60 9.61 9.37 9.21 9.11 9.01 895 891
Position [ecm] 0 3.21 456 6.99 10.5 14.91 19.95 25.62 32.05

mostly for radio wave communication. This big directivity is observed in the plots
for the antenna structure depicted in Figure 5.1. Ultimately however, these results
are included to showcase the versatility of the script and thus no analysis is
offered.
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FIGURE 5.1 — Yagi-Uda radiation plots for a voltage feed on the second antenna
in the chain. The left plot is the radiated field in the zy-plane, the right plot is
for the same plane.



CHAPTER

CONCLUSIONS

In this chapter, conclusions drawn will be presented on the strengths and
weaknesses of the MoM method in regard to the problem statement. Next, a
conclusion on based on the results, their general validity, as well as accuracy will
be presented. Finally, a general remark will be offered on the fulfillment of the
thesis goals.

The MoM showed mixed results in the computation of the current. The results
converged for all excitation modes, however, it did showcase a noticeable
broadening of the cross sectional surface current when excited by a plane-wave or
a point source. While this broadening is thought to be a result of the variation of
the excitation fields over the antenna, and as such, is a natural result of employing
the MoM on a 3D antenna, no final conclusion could be drawn on whether or not
this was actually the case. The current resulting from a voltage feed showed the
same current value for a cross section and as such, this excitation method should
be safe to employ regardless of the reason for the broadening. Because of this, if
one finds it important to account for the current change induced by the inclusion
of a substrate, it could be beneficial to use another method. In any case, if one
wishes to use the MoM to model this situation some changes need to be applied to
the method. This however would likely not result in a significant change to the
the radiation patterns, as this was not the case when the substrates influence on
the current were neglected.

This observed behaviour in the current resulting from the MoM, influences the
likely hood of the results validity. If the broadening indeed is a natural, and
intended, result of the method chances are the results hold. Should this not be the
case, the results are likely not valuable as the method likely has errors in the
implementation. The inter antenna distances presented in Table 5.1 showcase
some interesting tendencies in terms of how antennas should be placed in relation
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to each other: the first is that the radius of the antenna has a limited influence on
the optimal distance between antennas. The distance is affected more by the
amount of antennas present and seems to, based on limited samples, increase with
amount of antennas present. In order to fully optimize the directivity of the
radiation, the dimensions wanted for the photoconductive antenna should be
known, then one could search for how many antenna can be placed in this area
while still maintaining an optimal distance between each other. Additionally as
more antennas are added, the distance between them should not necessarily be
the same for all.

Overall, the thesis results have shed some light on how the MoM interacts with
3D antennas, how these antenna interact with one another, as well as some
information about how radiation transmitted through a substrate could be
increased. The thesis have primarily focused on changing the dimensions of
antennas by changing their diameter, which showed little influence in terms of
good inter antenna distances. It could be of great interest to determine if the % of
the wavelength continue to increase as more antenna are added to the structure.
In addition it would be interesting to investigate if these % are the same for
antenna with different ratios of length to wavelength.
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APPENDIX

GREEN’S TENSOR FOR A
PLANAR INTERFACE

coordinates is obtained. The derived expressions of each component of the
Green’s tensor are included here to provide an overview. For a planar interface
between two media at z = 0, the Green’s tensor is given by

IN Subsection 2.3.1 the Green’s tensor for a planar interface in cylindrical

+(d) o) , ,

o, G (r,r)+G (r,r), z2>0,2 >0,

G(r,r') = o (A.1)
G (r,1v), 2<0,2>0.

In cylindrical coordinates, the three components of the Green’s tensor are given by
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It should be noted that p, p and ¢ are relative with respect to the distance
between r and r'.
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INTEGRAL IDENTITY

This identity is used in order to rewrite Eq. (2.134) in order to obtain an
alternative form of the electric field integral equation, used in Section 2.5.
We thus wish to proof the following:

vV - /// (r,x’ dr—V/// rx) [V 3()]dr. (B.1)

Consider the volume integral Z(r) given by

=VV. ///‘/J(r’)g(r,r’) dr’ . (B.2)

By utilizing the vector identity,

THE following proof seek to justify the use of the identity given by Eq. (B.1).

V- [3@)g(r,r)] = g, ) [V - I@)] + I() - [Vg(r,v)] (B.3)

Eq. (B.2) can be rewritten as

V/// ) - Vg(r,r')dr’, (B.4)

where [V - J(r/)] = 0, since J(r) has no r’ dependency. Due to the symmetry of
the Green’s function, the following relationship can be used,

Vyg(r,r') = —V'g(r,r'), (B.5)
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where V' indicate the gradient with respect to r’. By using Eq. (B.5), Eq. (B.4)
can be stated as

I(r) = —V///V J(r') - Vg(r,x')dr . (B.6)

By using the vector identity given by Eq. (B.3) again, Eq. (B.6) becomes

I(r)= v ///V g(r,x) [V - 30)]dr' — v // v [iwg]a. @)

By applying Gauss’s theorem, the second volume integral can be converted into an
integral over an surface surrounding the volume, yielding

I(r) = v///vg(r,r’)[v’-J(r’)}dr’—v//s [J(r’)g(r,r/)} - dr!
= V///Vg(r,r'){vl : J(r’)}dr’, (B.8)

where the surface integral equals zero, since J(r’) is enclosed by the volume
contained inside the surface. By comparing Eq. (B.2) and Eq. (B.8), the identity
given by Eq. (B.1) is proven.
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MATLAB CODE

.1 MOM LOOP BASED

function [Z, a, b] = MoM(w, mu, t, Edgelist, BasisLA, RhoP, RhoM,
RhoP_, RhoM_, Center, k, SubTri, Ei, eps0)

7 = zeros (length (EdgelList), length (EdgelList))
+li*zeros (length (Edgelist), length (Edgelist));

[PlusTri, MinusTri] = ArbitraryAntenna.PMTri (t, EdgelList);

SubAmount = size (SubTri);
Quad = SubAmount (1) ;

for m=1:length (EdgelList)
mPdist = sqgrt (sum((Center (PlusTri(m), :)-SubTri)."2,2));
mMdist = sqgrt (sum((Center (MinusTri (m), :)-SubTri).”"2,2));
rhomP = RhoP (m, :);
rhomM = RhoM(m, :);

for n=1:length (Edgelist)
rhonP_ = RhoP_(:,:,n);
rhonM_ = RhoM_(:, :,n);

gmPnP = exp (-lisk*mPdist (:,:,PlusTri(n)))
./mPdist (:, :,PlusTri(n));
gmMnP = exp (—-lixksmMdist (:,:,PlusTri(n)))
./mMdist (:, :,PlusTri(n));
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gmPnM = exp (-li*k+«mPdist (:, :,MinusTri(n)))
./mPdist (:, :,MinusTri(n));
gmMnM = exp (—lisxk*mMdist (:, :,MinusTri(n)))
./mMdist (:, :,MinusTri(n));

AmnP = mu/ (4*pi) *

(BasisLA (n, 2) *sum (rhonP_ . gmPnP/ (2xQuad) )
+BasisLA (n, 2) xsum (rhonM_.*gmPnM/ (2+«Quad)) ) ;
AmnM = mu/ (4*pi) *

(BasisLA (n, 2) *sum (rhonP_ . +gmMnP/ (2xQuad) )
+BasisLA (n, 2) *sum (rhonM_.xgmMnM/ (2+«Quad) ) ) ;

PhiP = -1/ (4*pixlixw*eps0) *
(BasisLA (n, 2) *sum (gmPnP) /Quad
-BasisLA (n, 2) *sum (gmPnM) /Quad) ;
PhiM = -1/ (4*pixlixwxeps0)
(BasisLA (n, 2) *sum (gmMnP) /Quad
-BasisLA (n, 2) *sum (gmMnM) /Quad) ;

Z(m,n) = BasisLA(m,2)* (li*w* (dot (AmnP, rhomP) /2
+dot (AmnM, rhomM) /2) +PhiM-PhiP) ;
end

end
b = BasisLA(:,2).x(dot (Ei(PlusTri, :),RhoP,2)/2
+dot (Ei (MinusTri, :),RhoM,2)/2);

a = 7Z\b;
end

C.2 MOM VECTORIZED

function [Z, a, b] = MoMVectorized(w, mu, t, p, EdgelList, BasisLA,

RhoP, RhoM, RhoP_, RhoM_, Basis, Center, k, SubTri, Ei,
Reflector, GIxx, GIxy, GIxz, Glyx, Glyy, Glyz,
GIzx, GIzy, GIzz, epsO0)

Z = zeros (length (EdgelList), length (EdgeList))
+lixzeros (length (Edgelist), length (Edgelist));

SubAmount = size (SubTri);
Quad = SubAmount (1) ;

EdgesTotal = length(Edgelist);

[PlusTri, MinusTri] = ArbitraryAntenna.PMTri (t, Edgelist);

[BasisAnalytic, DistAnalytic] = ArbitraryAntenna.SelfTermInt

(t, p, k)i
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Cc.2.

MOM VECTORIZED

for m=1:EdgesTotal
mPdist = sqgrt (sum((Center (PlusTri (m), :)-SubTri).”"2,2));
mMdist = sqgrt (sum((Center (MinusTri (m), :)-SubTri)."2,2));
rhomP = repmat (RhoP (m, :), length (EdgelList),1);
rhomM = repmat (RhoM (m, :), length (EdgelList),1);

SamenPmP = find(PlusTri - PlusTri(m) == 0);

SamenMmP = find(MinusTri - PlusTri(m) == 0);
SamenMmM = find (MinusTri - MinusTri (m) == 0);
SamenPmM = find(PlusTri - MinusTri(m) == 0);

gmPnP = exp (lixk+mPdist (:,:,PlusTri))
./mPdist (:, :,PlusTri);
gmMnP = exp (lixk*mMdist (:,:,PlusTri))
./mMdist (:, :,PlusTri);

gmPnM = exp (lixks*mPdist (:,:,MinusTri))
./mPdist (:, :,MinusTri);
gmMnM = exp (lixks*mMdist (:,:,MinusTri))
./mMdist (:, :,MinusTri);

Acnst = mu/ (4*pi

)
PPA = permute (sum(RhoP_.*gmPnP/ (2+Quad)), [3 2 1]);
MPA = permute (sum(RhoM_.xgmPnM/ (2+«Quad)), [3 2 1]);
PMA = permute (sum(RhoP_.*gmMnP/ (2+Quad)), [3 2 1]);
MMA = permute (sum(RhoM_.xgmMnM/ (2+«Quad)), [3 2 1]);
AmnP = Acnst.*BasisLA(:,2) .* (PPA+MPA);
AmnM = Acnst.*BasisLA(:,2) .x (PMA+MMA) ;
Pcnst = -1/ (4xpixli*wxepsO);
PPPhi = permute (sum(gmPnP), [3 2 1])/(Quad);
PMPhi = permute (sum(gmPnM), [3 2 1])/(Quad);
MPPhi = permute (sum(gmMnP), [3 2 1])/ (Quad);
MMPhi = permute (sum(gmMnM), [3 2 1])/ (Quad);

PPPhi (SamenPmP) = DistAnalytic(PlusTri (m));
PMPhi (SamenMmP) = DistAnalytic (PlusTri(m));
MMPhi (SamenMmM) = DistAnalytic (MinusTri (m));
MPPhi (SamenPmM) = DistAnalytic (MinusTri (m));

PhiP = Pcnst*BasisLA(:,2) .* (PPPhi-PMPhi);
PhiM Pcnst+BasisLA(:,2) .* (MPPhi-MMPhi) ;

if Reflector

GIx = [GIxx(:,PlusTri(m), :)
GIxy(:,PlusTri(m),:) GIxz(:,PlusTri(m),:)];

GIy = [GIyx(:,PlusTri(m),:)
GIyy(:,PlusTri(m),:) GIyz(:,PlusTri(m),:)];

GIz = [GIzx(:,PlusTri(m), :)
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73 GIzy(:,PlusTri(m),:) GIzz(:,PlusTri(m),:)];

74 GImP = GIx + GIy + GIz;

75

76 GIx = [GIxx(:,MinusTri(m), :)

77 GIxy (:,MinusTri(m),:) GIxz(:,MinusTri(m),:)];

78

79 Gly = [GIyx(:,MinusTri(m), :)

80 GIlyy (:,MinusTri(m),:) GIyz(:,MinusTri(m),:)];

81

82 GIz = [GIzx(:,MinusTri(m), :)

83 GIzy(:,MinusTri(m),:) GIzz(:,MinusTri(m),:)];

84 GImM = GIx+GIy+GIz;

85

86 GImPnP = GImP (:,:,PlusTri);

87 GImMnP = GImM(:, :,MinusTri);

88

89 GImPnM = GImP (:,:,PlusTri);

90 GImMnM = GImM(:, :,MinusTri);

91

92 Z(m,:) = (lixw*mu/ (4xpi).*BasisLA(:,2).*BasisLA (m,2) .* (dot (permute (sum(RhoP_.*GI
93 +permute (sum (RhoM_.*GImPnM/ (2«Quad)), [3 2 1]),rhomP,2)+
94 dot (permute (sum (RhoP_ . +*GImMnP/ (2xQuad)), [3 2 1])
95 +permute (sum (RhoM_.*GImMnM/ (2«Quad)), [3 2 1]),rhomM,2)))."';
96 end

97

98 PlusDotProd = dot (AmnP, rhomP, 2) ;

99 MinusDotProd = dot (AmnM, rhomM, 2) ;

100

101 Z(m,:) = BasisLA(m,2).* (li+w* (PlusDotProd/2

102 +MinusDotProd/2)+PhiM-PhiP) . '+Z (m, :);

103 end

104

105 b = BasisLA(:,2) .*(dot (Ei(PlusTri, :),RhoP,2)/2

106 +dot (Ei (MinusTri, :),RhoM,2)/2);

107

108

109 a=7Z\b;

110 end

C.3 RADIATED E-FIELD

function [Exy, Exz, Ezy, xrange, yrange, zrange, Exyx, Exzx, Eyzx,
Exyy, Exzy, Eyzy, Exyz, Exzz, Eyzz] = EField(Center,

w, mu, kO, J, xmin, xmax, ymin, ymax, zmin, zmax,

steps, Area, Reflect, xsurf, n, lambda)

kR = 2xpi/ (lambdaxn) ;
xrange = linspace (xmin, xmax, steps);
yrange = linspace (ymin, ymax, steps);
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C.3. RADIATED E-FIELD

zrange = linspace (zmin, zmax, steps);
Exy = zeros (steps, steps);

Exyx = Exy; Exyy = Exy; Exyz = Exy;
Exz = zeros (steps,steps);

Exzx = Exz; Exzy = Exz; Exzz = Exz;
Eyz = zeros (steps,steps);

Eyzx = Eyz; Eyzy = Eyz; Eyzz = Eyz;

23
24
25
26
27
28
29
30
31
32
33
34
35
36
37

for i=1l:length (Center)
if §J == 1

repmat (rx (i,

for j=1:3
if j ==
rx = (xrange-Center(:,1));
ry = (yrange-Center(:,2));
rz = (0-Center(:,3));
elseif j==2
rx = (xrange—-Center(:,1));
ry = (0-Center(:,2));
rz = (zrange-Center(:,3));
else
rx = (0-Center(:,1));
ry = (yrange-Center(:,2));
rz = (zrange—-Center(:,3));
end

) ', 1,steps);

Ry = repmat (ry (i, :),steps,1);
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end

k (surfside, :

Rz = repmat (rz (i), steps, steps);
r = sgrt (Rx.”24+Ry."2+Rz."2);
surfside = find(rz (i, :)>=xsurf);
k = zeros(steps, steps);

k(:,:) = kO0;

if Reflect

g = exp(li.xk.xr)./ (4dxpixr)
(1+1i./(k.*r)-1./(k.*r
(1+3i./(k.*r)-3./(k.*r

(G1-(RR./r."2) .xG2) .*g;
RR = Ry.*Rx;

Gxy = (- (RR./r.”2).%G2).xg;
RR = Rz.*Rx;

Gxz = (=(RR./r.”2).%G2).xg;
Exyx = Exyx + li.*w.*mu.x

(Gxx.*J(1,1) + Gxy.*J(i,2) + Gxz.xJ(1i,3))*Area(i);

RR = Ry.*Rx;
Gyx = (-(RR./r.”2).%G2).xg;
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RR = Ry.=*Ry;

Gyy = (G1-(RR./r."2).xG2) .xg;
RR = Ry.*Rz;
Gyz = (-(RR./r.”2).%G2).xg;

Exyy = Exyy + 1li.*w.xmu.=*

MATLAB CODE

(Gyx.*J(1i,1) + Gyy.*xJ(i,2) + Gyz.»J(1i,3))+~Area(i);

RR = Rz.*Rx;

Gzx = (- (RR./r.”2).%G2).xg;
RR = Rz.*Ry;

Gzy = (=(RR./r."2).%G2).%qg;
RR = Rz.=*Rz;

Gzz = (G1-(RR./r."2) .xG2) .%*g;
Exyz = Exyz + li.*w.xmu.x*

(Gzx.*J(1,1) + Gzy.xJ(i,2) + Gzz.»J(1i,3))+*Area(i);

elseif j==

Rx = repmat (rx(i,:)',1,steps);
Ry = repmat (ry (i, :),steps,steps);

Rz = repmat (rz (i, :),steps,1);
r = sqrt (Rx.”2+Ry."2+Rz."2);
surfside = find(rz (i, :)>=xsurf);
k = zeros(steps, steps);
k(:,:) = kO;
if Reflect
k (surfside, :) = kR;
end

g = exp(li.xk.xr) ./ (4dxpix*r);
G1 (1+11i./(k.*r)-1./(k.*r)."2);
G2 (1+431./(k.*r)-3./(k.*r) ."2);

RR = Rx.*Rx;

Gxx = (G1-(RR./r.”2) .xG2) .%*g;
RR = Rx.=*Ry;

Gxy = (- (RR./r.”2).%G2).xg;
RR = Rx.x*Rz;

Gxz = (- (RR./r.”2).%G2).xg;
Exzx = Exzx + li.*w.xmu.x*

(Gxx.*J(1,1) + Gxy.*xJ(i,2) + Gxz.xJ(1i,3))+~Area(i);

RR = Ry.=*Rx;

Gyx = (=(RR./r.”2).%G2).xg;
RR = Ry.=*Ry;

Gyy = (G1-(RR./r."2).%G2) .*g;
RR = Ry.=*Rz;

Gyz = (=(RR./r.”2).%G2).xg;
Exzy = Exzy + li.*w.xmu.x*

(Gyx.*J(1i,1) + Gyy.*J(i,2) + Gyz.»J(1i,3))+~Area(i);

RR = Rz.*Rx;
Gzx = (=(RR./r.”2).%G2).xg;



117

119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135

137
138
139
140
141
142
143
144
145
146
147
148
149
150

152
153
154
155
156
157

159
160
161
162

164
165
166
167
168
169
170

Cc.3.

RADIATED E-FIELD

end

end

else

end

RR = Rz.=*Ry;

Gzy = (=(RR./r."2).xG2).%*g;
RR = Rz.x*Rz;

Gzz = (G1-(RR./r.”2) .xG2).%*g;
Exzz = Exzz + li.xw.xmu.x*

(Gzx.*J(i,1) + Gzy.*J(i,2) + Gzz.xJ (i,

Rx = repmat (rx (i, :),steps, steps);
Ry = repmat (ry (i, :),steps,1);
Rz = repmat(rz(i,:)"',1,steps);
r = sgrt (Rx.”24+Ry."2+Rz."2);
surfside = find(rz (i, :)>=xsurf);
k = zeros(steps, steps);
k(:,:) = kO0;
if Reflect

k (surfside, :) = kR;
end

g = exp(li.xk.xr)./ (4dxpixr);
Gl = (1+1i./(k.*r)-1./(k.*r)."2);
G2 = (1+3i./(k.*r)-3./(k.*r) ;

RR = Rx.=*Rx;

Gxx = (G1-(RR./r.”2) .xG2) .*g;
RR = Rx.*Ry;

Gxy = (-(RR./r.”2).%G2).xg;
RR = Rx.*Rz;

Gxz = (—=(RR./r.”2).%G2).xg;
Eyzx = Eyzx + li.*w.*mu.x

(Gxx.*xJ(1,1) + Gxy.xJ(i,2) + Gxz.xJ (i,

RR = Ry.*Rx;

Gyx = (= (RR./r."2).xG2).*g;
RR = Ry.#*Ry;

Gyy = (G1-(RR./r."2).%G2) .xg;
RR = Ry.*Rz;

Gyz = (—(RR./r.”2).xG2) .xg;

Eyzy = Eyzy + 1i.*w.*mu.x*

3)) *Area(i);

3)) *Area (i) ;

(Gyx.*J(i,1) + Gyy.+J(i,2) + Gyz.xJ(i,3))+Area(i);

RR = Rz.*Rx;

Gzx = (-(RR./r.”2).%G2).xg;
RR = Rz.*Ry;

Gzy = (=(RR./r.”2).%G2) .xg;
RR = Rz.x*Rz;

Gzz = (G1-(RR./r.”2) .xG2).%*g;
Eyzz = Eyzz + li.*w.*mu.x

(Gzx.%J(i,1) + Gzy.*J(i,2) + Gzz.*J(i,3))*Area(i);
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end

APPENDIX C.

Exy sgqrt (Exyx."24Exyy. "2+Exyz."2);
Exz = sqrt (Exzx."2+Exzy."2+Exzz."2);
Ezy sqrt (Eyzx."2+Eyzy. "2+Eyzz."2);

C.4 ANGULAR FAR-FIELD

function [Esc] = AngularFarFieldSurf (w, mu, k, r,
Center, J, steps, Area, eps2, epsl, n)

phi = pi/2;
theta = linspace (0, 2xpi, steps)';

under = theta>=pi/2;
over = theta<=3/2xpi;
UseTrans = logical (under.~*over);

eps2=eps2*epsl;

k1l = k;

k2 = kxnj;

kzl = klxcos(theta);
krho = kl*sin(theta);
krho2 = k2xsin(theta);
kz2 = k2xcos (theta);

refS (kzl-kz2) ./ (kzl+kz2);

refP = eps2.xkzl-epsl.*kz2)./(eps2.xkzl+epsl.xkz2);
tras l+refsS;

traP = l+refP;

MATLAB CODE

xH = [1, 0, 0];

yH = [0, 1, O];

zH = [0, O, 171;

PhiH = —-xH.xsin(phi) +yH.*cos (phi);

thetaHD = (xH.*cos (phi)+yH.*sin(phi)) .xcos(theta)-zH.*sin(theta);
thetaHT =

xH.xcos (phi) . % (cos (theta) .xkzl.xkz2/k1"2
—-sin(theta) .xkzl.*xkrho2/k172)

+yH.*sin (phi) . * (cos (theta) .*xkzl.xkz2/k1"2
—-sin(theta) .*kzl.xkrho2/k1"2)

+zH.x (-sin (theta) .xkrho2.72/kl1"2

+cos (theta) .xkz2.xkrho2/k1%2);

rHatT =

xH.xcos (phi) .+ (sin(theta) .*kzl.xkz2/k1"2
+cos (theta) .xkzl.*xkrho2/k172)
+yH.*sin(phi) .* (sin (theta) .+kzl.xkz2/k1"2
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+cos

+zH.

+sin

thet

rHat

rhoH

EscT
EscP

EscT
EscP

EscT

EscP
Escr

for

(theta) .*kzl.xkrho2/k1"2)
* (cos (theta) .xkrho2.72/k1"2
(theta) .*kz2.xkrho2/k1%2);

aHI = zH.xkrho/kl+xH.*cos (phi) .*kzl/kl+yH.*sin (phi) .*kz1/k1;

= (xH.*cos (phi)+yH.*sin(phi)) .xsin(theta)+zH.*cos (theta);

= xH.xcos (theta)+yH.*sin(theta);
hetaD = 1l:steps; EscThetaD(:) =0;
hiD = 1l:steps; EscPhiD(:) = 0;
hetal = 1l:steps; EscThetalI(:) =0;
hil = l:steps; EscPhiI(:) = 0;
hetaT = 1l:steps; EscThetaT(:) =0;
hiT = l:steps; EscPhiT(:) = 0;

T = l:steps; EscrT(:) = 0;
i=l:length (Center)

z = Center (i, 3);

DirectGreens = (exp(lixkx*r)/ (4dxpixr))

.xexp (-lixkxdot (rHat, repmat (Center (i, :), length(rHat),1),2));

DirectGreensTheta = DirectGreens.*thetaHD;
DirectGreensPhi = DirectGreens.x*phiH;

DirectGreensTheta =

dot (DirectGreensTheta, repmat(J(i,:),steps,1),2);
DirectGreensPhi =

dot (DirectGreensPhi, repmat (J(i,:),steps,1l),2);

IDGreensBase = exp (lixkl*r)/ (4xpixr) .*exp(-lixkrho
.xdot (rhoH, repmat (Center (i, :), length(rhoH),1),2))
.xexp (lixkzl.xz);

IDGreensBaseTheta = IDGreensBase.xthetaHI;
IDGreensBasePhi = IDGreensBase.x*phiH;

IndirectGreensPhi =
dot (IDGreensBasePhi, repmat (J (i, :),steps,1l),2) .xrefS;

IndirectGreensTheta =
-refP.xdot (IDGreensBaseTheta, repmat (J (i, :),steps,1),2);

TransGreensBase = kz2./kzl.xexp(li*k2+*r)/ (dxpixr)
.xexp (lixkzl.xz) .xexp(—-lixkrho2
.xdot (rhoH, repmat (Center (i, :), length(rhoH),1),2));

TransGreensPhi = TransGreensBase .xphiH;
TransGreensTheta = TransGreensBase .xthetaHT;
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end

end

Esc
EscT

Esc(

figu
pola

APPENDIX C.

TransGreensR = TransGreensBase .xrHatT;

TransmitGreensPhi =
dot (TransGreensPhi, repmat (J (i, :), steps,1),2) .xtras;

TransmitGreensTheta = traP.xepsl/eps2
.+ dot (TransGreensTheta, repmat (J (i, :), steps,1),2);

TransmitGreensR =

MATLAB CODE

dot (TransGreensR, repmat (J (i, :), steps,1),2) .xtraP.*epsl/eps?2;

EscThetaD = —-li*w*muxArea (i) .*DirectGreensTheta."'
+ EscThetaD;
EscPhiD = —-lixw*muxArea (i) .*DirectGreensPhi."’

+ EscPhiD;

EscThetal = —-li*w*smuxArea (i) .*IndirectGreensTheta."'
+ EscThetal;
EscPhiI = —-li*xw*xmuxArea (i) .*IndirectGreensPhi."'

+ EscPhiI;

EscThetaT = —-li*wsmuxArea (i) .*TransmitGreensTheta."'
+ EscThetaT;

EscPhiT = —-lixw*smuxArea (i) .*+TransmitGreensPhi."'

+ EscPhiT;

EscrT = -liswxmu*xArea (i) .*TransmitGreensR.'

+ EscrT;

= abs (EscPhiD+EscPhiI) .”2+abs (EscThetaD+EscThetal) .
= abs (EscPhiT) ."2+abs (EscThetaT) ."2+abs (EscrT) . 2;

UseTrans) = EscT (UseTrans);

re (7)
rplot (theta, 1/2xEscxr”™2);

/\2;
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FicURE D.1 — Surface currents on half-wave dipoles induced by plane wave. The
variation in current around a cross section decreases for smaller diameters.
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F1GURE D.3 — Polar plots of the far field radiation for single dipoles diameters
of 3,1,0.5 and 0.1 mm in a distance of 10m. The angles vary in the zy-plane.
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