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Abstract:

Nanosphere lithography hadtracted the attentic
of researches as an alternative for the |
equipment costs of conventional lithography by
combination of bottomup and bottor-down
approaches. The high throughput and Il-area
fabrication depeth on the se-assembled
monolayerwhich acts as a colloidal mask. For t
reason, the aim of this thesis is to explore défifie
methods for preparation of a colloidal crys
monolayer made of naremd microspher:.
Self-assemblednonolayers of silica nanosphel
via Droplet eaporation were not successfu
formed in neither hydrophobic nor hydroph
substrates. The aggregation forces were dom
during the arrangement process with an insuffic
lateral capillary force to enhance ord

On the contrary, polystyrene ricles via Droplet
method displayed large areas of hexagonal -
packing together with vacancies and defect li
Dip-coaing method also provided higl-ordered
monolayers regarding the arrangement exter
with a strong influence in the suspens
corcentration, solvents and withdrawal spi
indicating that coating conditions could be furt
optimized. The monolayers formed at the air/w
interface via LangmuiBlodgett metho resulted in
better order for micrgolystyrene particles wit
domains of hexagonal packincas well as line
defects. The main drawbackvere the compressit
stability during monolayer transfer e the material
loss into the subphase influenced by the dispe
solvent and the hydrophilicity of the poly(acry
acid) grafted orthe polystyrene surfac







Preface

This report is written by a nanobiotechnology shids Aalborg University, during the
fourth semester of master in nanobiotechnologyogeriinning from September " ®f
2015 to January 15of 2016. The experimental work has been perforimedhe
Department of Physics and Nanotechnology.

The report is divided in chapters and sections. il chapter is the Introduction
where the theoretical part provides a global insigh the concepts developed
throughout the report. The second chapter desctiteesnaterial and methods used for
the experiments and assays while the third chagpésents the results obtained from the
experimental work. The fourth chapter discusses amalyzes the results obtained
connecting them with the theoretical expectatioms$ with the previous work done on
the subject. The last chapter is the conclusianedrat in the project.

References to sources within the text are writeefollow: [1], where the number refers

to the specific source in the bibliography. Eaclurse listed in the bibliography

includes the authors, the title, and other inforamabf interest depending on whether
the source is a book, article or webpage. The eafar placed in a specific section
immediately after a paragraph applies to all of tdyd above and when placed after a
sentence applies to all of the text above includimg sentence itself. References to
figures, tables and equations are written suchfigare 1.1, where figure, table or

equation refers to the type, the first digit referdhe chapter where the figure, table or
equation is shown and the second digit refers éactiunting number used to identified
successive figures, tables or equations withinexifip chapter. Figures and tables are
clarified by a descriptive caption together withrederence when necessary. A PDF

version of the report including all figures is fauon the attached DVD.



Abbreviations

AFM
DL PPA
DLVO
fcc

hcp

LB

NTA
PAA
PS
PSso
SAM
SEM

SL PPA
vdW

2D

Atomic Force Microscopy

Double layer periodic particle array
Derjaguin-Landau-Verwey-Overbeek
face-centered cubic

hexagonal close-packed
Langmuir-Blodgett

Nanoparticle Tracking Analysis

poly(acrylic acid)

Polystyrene particles with diameter of ~2um

Polystyrene particles with diameter of ~350nm

Self-Assembled Monolayer

Scanning Electron Microscopy

Single layer periodic particle arrayicub
van der Waals

Two-dimensional space
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1 Introduction

Nanoscience and nanoengineering has led to thécd#ibn of nanostructures in a
continuous miniaturization process as a resulhofegased comprehension and advanced
control of fundamental constituent blocks from butkaterials. The ability of
manipulating particles at nanometric scale andssewmble them into a well-ordered
array for employing in devices, has allowed the wafephysical singularities of
molecular nano-scale into structural and functiomaterials in order to modify the
mechanical, electronic, optical, or catalytic fuans among others [1]. In this way, the
endless demand of down-scaling nanofabrication, Iesn based on the unique
properties at the nanometer-size regime, where riiiopality and interparticle
interactions are particularly distinct in compariseith big length scales as previously
mentioned, and therefore encouraging the reduatibrcharacteristic size in many
working areas such as nanoelectromechanical systesm®chemicals, bio and nano-
optical sensors, catalysis and nanofluidic devi2gs

The organization of manometer-size particles inemed arrangements due to
minimization of free energy provides materials watkceptional properties in one-two-
and three-dimensional structures through self-asseprocesses. The highly-ordered
arrangement is a fundamental requirement to ateithe special properties pursued and
it must be controlled during formation and growthges. The intricacy of continual
improving towards more ordered conformation ovessthprocesses has been addressed
and stimulated by biomimetic techniques with peptidonstituent blocks or by
inorganic templates for mesoporous materials, \Wwhgéeneral provides a broad range of
applications such as photonic, memory or singleteda microelectronic devices [1].

Nanofabrication for a wide variety of devices atsdsubsequent design and pattern onto
substrates has been approached lithographicallgiffexent techniques encompassed in
two major categories depending on the approactualgs

1.1 Top-down

The first route is the “Top-down” approach wherdeyed nanostructures are fabricated
scaling down bulk materials through successiveragbve and additive transfers [3].
Optical lithography is the classic method for tfensng a geometric pattern to a light-
sensitive material. However, the smallest charatier of a nanodevice is
approximately equivalent to the exposure wavelen@ibnsequently, for continuous
minimization, either shorter wavelength of lighbskd be employed or novel concepts



to be developed for increasing the numerical apemd the lens system and eventually
overcome the resolution limitation of optical lifraphy determined by Rayleigh’s
equation [4]. Nevertheless, traditional lithograptsaches a highest resolution of
100nm and its progress has been constrained ddeetampossibility of additional
reduction in micro-and nanodevices fabricationodder to persist in miniaturization of
devices, other technologies have been developethéofabrication of structures with
sizes lower than 100 nm.

Immersion lithography is an improved technologytraeditional lithography where the
resolution limit is reduced to 10 nm range. The atoal aperture of the lens is
enlarged by placing a liquid between the lens dral wafer to exploit the larger
refracting index of liquid than air. Another methatkveloped to overcome the
restrictions of optical light is E-beam lithograpMW/hereas the convectional lithography
is designed for patterns from micrometer to subAb®Orange, electron beam
lithography reaches a resolution of sub-20nm andnegub-10nm under ideal
conditions. The method is based in the use of anbafaelectrons that diminishes the
diffraction limit in comparison with photolithograg. A variation of E-beam

lithography is called ion beam lithography whenes@re used rather than electrons [5].

All the different methods described above, are stdally employed, with enough

resolution for the current fabrication processed specially developed and optimized
for microelectronics industry. However, the costled equipment, the small throughput
and mostly the impossibility of employing them tolv& unconventional fabrication

process such as curve surfaces or coatings, tetsteic application in fields other than
semiconductor technology [5].

The disadvantages previously mentioned have bedressbd for many researches in
order to overcome the limitations of top-down fahtion methods. Thereby, the
conception of soft lithography was originated apa#terning technique to create and
reproduce structures by a patterned elastomezedilas a mask, stamp or mold [3]. The
mutual characteristic shared with all microfabii@at processes included in soft
lithography is the use of polydimethylsiloxane (PBMelastomer instead of a rigid
photomask. The patterned elastomer design stattstiae preparation of a master via
convectional lithography where the elastomer isreduin liquid state, cured and
released with a particular structure on its surfadee main advantage compared to
other conventional methods is the elastic propettich helps to preserve the structural
conformation of the pattern when compressing théase; even if some undesirable
particles of dust are located in between, the pattell be more efficiently replicated
than in photolithography where an undesirable flaould be reproduced. The PDMS
also provides true patterns on curved surfacesh pat quasi-three-dimensional
structures and excellent chemical stability prewmgnimolecules to react or get stuck
irreversibly on the surface. On the contrary, tlastemer presents some problems such
as, swelling problem while curing or flexibility \kness in contact with organic
solvents limiting the aspect ratio before introdgcdistortions in the pattern [6].



Soft lithography is generally well suited for prathg nanostructures in a broad
extension of materials but however, is not optidwal nanoelectronics in which an
accurate succession of piled layers comprises mitegrated circuits. The PDMS
softness may introduce little defects on the patter material with a subsequent
disorder between layers and misalign the wholeepaih the integrated circuit. In order
to provide solutions for this drawback, differeppeoaches have been investigated for
the economic viability in the manufacture industfynanoelectronics devices. Some of
those are step and flash imprint lithography whisdes a rigid stamp to avoid the
imperfections introduced by the soft one. The rigistamp is etched
photolithographically in quartz, a transparent mateto ultraviolet and visible light
whose stiffness provides less deformation and meliability to local features. The
rigid mold pattern is then replicated via pressinggainst the thin film to fill all the
topographically features and the resulting photablér thin film prepolymer solution is
exposed to UV light for cross-linking and hardenihg precursor. The final rigid stamp
inversely reproduced from the original patternedligained after mold removal [7].
Another almost analogous technique is called napoirhlithography, which consists
in transferring a pattern from a rigid mold (usuadilicon) by using a thermoplastic
polymer film. The polymer film is heated above tgkss-transition temperature to
facilitate the embossing process and then coolethdo remove the mold after pattern
transfer. The method reaches features sizes upnim and the shortcomings are the
heating and cooling cycles at high pressure théitudli the alignment of consecutive
layer deposition and the small life time of thadigiold of around 50 imprints [7].

Scanning probes techniques are also prominentimsints for nanometer modification.
The sharp tip is used as a tool for surface matific by single or combination of
different interactions e.g., electrical, mechanicahgnetic or chemical. This approach
modifies and positions building blocks from macgsc features till atomic scale to
fabricate non-volatile computer memories by polymdeformation, surface
modification by tip plowing or quantum devices lgjextive oxidation among others. In
any case, this approach will be rather sortederbtbtitom-up classification [8].

1.2 Bottom-up

“Bottom-up” approach is an alternative route of geating regular patterns based on
self-assembly of atoms, molecules or nanoparticle® large area periodic
nanostructures. Compared with top-down approachtotmeup is a chemical and
biomimetic procedure consisting in the organizabbfundamental elements defined as
building blocks that constitute the final pattermeshostructure. The target of bottom-up
approach specifically carried out in this projestthe self-organization of colloidal
nanoparticles into more complex and ordered strasfuranging from film arrays to
one-to three-dimensional formations. Thereforethed point, it is indispensable to
stress and clarify the distinction between selfaoigation and self-assembly which



frequently are used interchangeably leading to #enomisunderstanding in the
literature, and so it will be further discussedtia following section.

During bottom-up fabrication process, self-assembilybuilding blocks into well-
defined structures can be either spontaneous astedsby a template. Fabrication
processes carried out through nontemplated sedfrady to obtain highly-ordered
structures by just combining the components arartbst appealing technique since it
favors the simplicity and efficiency. However, nemiplated self-assembly is not
broadly used. Although energy and material consionptare both reduced in
comparison with conventional lithography, this noetitends to produce defects in the
periodic structure and therefore to reduce the-orelered areas to micrometer sizes.
Lastly, one more drawback is the short amount ddsfide arrangements of self-
assembled particles and consequently, the limisrtety of functional structures [7].
Structural perturbations introduced during pattBmmation hindering the scaling-up
process can be addressed by different techniquesngrassed in a more general
method named Templated self-assembly. Templatesisse@ to increase order in the
self-assembled structure and consequently differdatactions can be utilized to drive
nucleation and self-assembly, e.g., electromagrfegids or shear forces. An Initial
technique was the utilization of patterned monaisye lead colloidal particles on top
of the substrate surface. Templated self-assensblysually assisted by conventional
lithography or top-down methods to design a teneplapon which the bottom-up
process is driven. This templated technique has adely employed with polystyrene
and silica spheres to provide different geometrglictures with nanometer-scale
arrangements and areas of micrometer or larger evitleout domain defects and high
efficiency [9].

Structures fabricated using the bottom-up approaoker the self-assembly of

monolayers and the self-assembly of more compleictstres from block copolymers.

Nanofabrication with block copolymers vyields lamgeas of ordered structures and
nanosized patterns with features of tens of nanemmetHowever, sometimes it is

required to modify the characteristics of the ragyperiodic structure, such as the
spatial separation between domains. Therefore, kBtopolymer technique can be

employed together with prepatterned substratesopadown lithographic techniques

and then self-assembly on the substrate followimg designed path [10]. Another

bottom-up application for practical nanostructures self-assembled magnetic

nanoparticles. Large-areas of self-assemblies gnetec nanocrystals have attracted a
lot of interest because of the enormous potengplieations in biology, electronics or

transport and store of extensive amount of inforomgtL1].



1.3 Coherent clarification between self-organization ad self-
assembly

Self-organization is a process in which increagsiegree of order requires an external
source of energy and therefore, the system is nria&vay from equilibrium by
dissipating energy. Thermodynamically, self-orgatian is considered as an open
system where transfer of matter is allowed in @msttto closed systems where heat and
work but no mass are only allowed to be transferfidds condition agrees with the
second law of thermodynamics in which closed systemequilibrium are stated not to
be spontaneously ordered. Consequently, self-argdnistructures depend on the
continuous input of energy to the system and ohedriput energy stops, the ordering
ceases. This non-equilibrium condition is the fundatal property that distinguishes
self-organization from self-assembly and explicitharifies the usual misconception
among them [12].

A definition of self-organization proposed by Sc@amazine et al., [13] is:Self-
organization is a process in which pattern at tihabgl level of a system emerges solely
from numerous interactions among the lower levehgonents of the system. Moreover,
the rules specifying interactions among the systasomponents are executed using
only local information, without reference to theolghl pattern. In short, the pattern is
an emergent property of the system, rather tharopgrty imposed on the system by an
external ordering influencéHowever, this definition requires a series oésifications.
Firstly, self-assembly is also described by logakractions in absence of global
information. Secondly, self-organization is not ynkubjected to lower-level
components since the system is thermodynamicallgnoand subordinated to its
unchangeable environment. Consequently, both iotalactions and preexisting order
in local environment influence the self-organizedaagement. Lastly, although self-
organization is not considered to have a centrdlg@ding template, the ordering is
restricted by the external interactions, they caggér a pattern or change it, and
accordingly they can be seen as external templa®s

Taking into consideration the aforementioned, HBlley and D.A. Winkler [12] have
proposed a more accurate definitio®etf-organization is a dissipative nonequilibrium
order at macroscopic levels, because of collectivenlinear interactions between
multiple microscopic components. This order is oetliby interplay between intrinsic
and extrinsic factors, and decays upon removalef énergy source. In this context,
microscopic and macroscopic are relative

Self-assembly has been traditionally defined asm@@rgy minimization process that
generates well-define structures close-to-thermadya equilibrium. A more

exhaustive definition is given by John A. Paleskd]{ “a spontaneous formation of
organized structures through a stochastic processit tinvolves pre-existing
components, which is reversible and may be coetlolby proper design of the
components, the environment and the driving fortais definition stresses the non-
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dissipative character and the process spontaneitge the constituent parts are
integrated in the final composition, the global yeof the structure configuration is
lower than the total local energy of unassembledpmments.

The self-assembly system is comprised of similardifferent building-blocks that
interact with one another via a balance of repelsind attractive interactions [15]. This
equilibrium between interactions is essential taidvirreversibility of molecular
aggregation when the particles collide and fornomisred glass instead of ordered
crystal structures. The character of such intevastis responsible of the reversibility
and adjustability of the ordered structure, so Hystem is in thermodynamic
equilibrium with ability of reconfiguration to lotahanges. Only no-covalent bonds or
weak covalent interactions such as hydrophobic|@&wol, van der Waals and hydrogen
bonds provide this capability [16]. Thermal motisrresponsible for mass transport and
molecular interaction at molecular scale. Howewer;meso- or macroscopic order,
interactions such as gravity, capillarity or eleatagnetic fields gain relevance in
detriment of thermal motion. This need for compdaenobility makes the system to be
generally dispersed in fluid phases or in smootifasas, and therefore strengthens the
environment influence in molecular interactiong émergy supply for thermal agitation
and course of self-assembly process. [16]

Self-assembly is divided into two main types: $taimd dynamic self-assembly. Static
self-assembly includes systems that approach globalocal equilibrium without
dissipating energy, i.e., minimization of Gibbsefrenergy in a closed system, such as
globular proteins or molecular crystals. On the ty, Dynamic self-assembly
generates structures or patterns if the systenmpdies energy. Examples of dynamic
self-assembly are cell replication/assemble incihigrse of mitosis and bacteria swarm
[16]. Consequently, since dynamic self-assemblyptacrucial role in life, concepts of
dynamic self-assembly and life are necessarilytedlaCells require an input of energy
to survive, thus dynamic self-assembly can be damned as a self-organization process.

Besides the thermodynamic difference between sskrably and self-organization,
there are other divergences that differentiate thsrprocesses of patterning structures.
For self-assembly, basic units carry specific infation of the global structure. Some
constitutional parts of these primary elementsrade with other components in a
precise and directional route to construct the lfisiaucture in contrast with self-
organization where initial encoding is not necegsanother difference refers to the
number of elemental units required to start theeond) process. Whereas in self-
assembly a certain minimum of units to commencepttoeess does not seem to be
needed, in self-organizing there is a thresholdnomber of units below which
collective order do not take place [12].

Finally, it is necessary to highlight that in maeyamples and phenomena it is
complicated to place a boundary between self-adgeana self-organization, in many
cases, they appear to overlap. Many natural phemansemprise self-assembly and
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self-organization working together. In biologicgstems, self-assembly and dissipative
process complement each other to bring about mmrglex and hierarchy structures.
Moreover, although self-assembly is close to elgailm process, it takes place in
environments with non equilibrium conditions in tipeesence of heat flows and
chemical reactions. In consequence, self-assensBigtad by self-organization and vice
versa is a potential concept to design hierarchderoin nanodevices as well as a tool to
better understand biological complexity [17].

1.4 Top-down, Bottom-up

According with the considerations previously ddsed regarding Top-down and

Bottom-up approaches, the general nanofabricatiovcess is dependent on the
particular characteristics of each technique amicéen series of conclusions drawn.
The conventional lithography as described befoderiged by the wavelength of light

which restricts the feature sizes of the nanoatrectThis constrain has motivated the
introduction of alternative techniques as softdghaphy or improved conventional

techniques such as electron-beam or scanning-plitii@graphy. Some of these

methods can reach a minimum feature size of umiteres of nanometers as well as to
be controlled by software. The computer assistalloavs designing and fabricating

nanostructures without periodic pattern or on tbhetmry, almost perfect arrays with
long-range order. However, these techniques aralsee., the desired pattern is
generated pixel-by-pixel and voxel-by-voxel andréfiere, extremely time consuming.
Due to those reasons together with the compleXitpreparation process, expensive
equipment, low-throughput and small areas rangdptaof researches find the

forementioned techniques not propitious for manyliaptions [18].

Bottom-up method is a pattern generation procefésretiated from Top-down in the
driving force which is self-assembly and conseqyemparallel process, i.e., the whole
ordered arrays is created simultaneously and isegurence a more interesting ordering
process. This method is also more economical afindesit, but most of the techniques
encompassed in Bottom-up demand the assistancemewrtional lithography. For
example, soft lithography, if regarded as bottomgghnique, requires a mold
fabricated via top-down technique for the mask arafion. Other disadvantages are the
low production capacity of scanning probes techaigor the periodicity and
repeatability of self-assembly technique that diffi the shape and density control on
the patterned nanostructure [19].

In any case, the feature size that can be achibyeahy of those methods is around
similar order as can be comparatively regardedigure 1.1. Both methods are not
selective, indeed new hybrid methods between theen b&en combined for the
development of nanostructured devices with repritdieicesults.
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Figure 1.1 Concurrence of Top-down and Bottom-up approad.[2

1.5 Particle interaction

Colloidal particles dispersed in different solveate affected by a range of attractive
and repulsive forces. They are basically electtmsita origin and the interplay between
them prevents the molecular aggregation. Howevespite the similar origin, all
interparticle interactions take place in differaratys since they are not only affected by
the electrostatic interaction but also by the medibetween the surfaces and in
particular by the ions dissolved in it. As a consstpe, the interparticle forces are
divided into several categories [21].

1.5.1 Van der Waals forces

The van der Waals’' interaction is a combination fafces that acts between all
molecules or atomic groups independently if theaooles or atoms are uncharged or
do not have dipole moment. The principle for untrding this intermolecular
interaction is the Coulomb force which divides vddYces into three groups depending
on how the molecular interaction is originated. Tiy@le-dipole interaction arises from
molecules with permanent dipoles; it is referrecasathe Keesom energy. The Dipole-
induced dipole interaction arises when a permartipble induces a dipole by
polarization of a non-polar atom or molecule; ite$erred to as the Debye interaction.
The Dispersion force arises when at a certain moaeharge fluctuation in a molecule
generates a momentary dipole that induces an tasteous dipole in any nearby
molecule or atom producing a short attractive fpitas referred to as the London
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interaction. The latter interaction increases witle polarizability of the molecules
which usually makes the most important contributiorthe total vdW force. London
dispersion explains why non-polar atoms or molexaléract each other [22].

The addition of Keesom, Debye and London dispersaniributions are considered the
vdW force. All of them decrease the potential eyeatythe same distance dependency
of 1/D°. However, they are long-range forces, from moenthO nm to atomic-scale
around 0.2 nm and with an attractive or repulsikaracter [23]. The Van der Waals
energy between two macroscopic solids depends e@mtterial and the geometry of
the two bodies interacting. The microscopic appnoacthe case of two spheres with
radii R; and R [22]:

_ _Au 2R4R, 2R4R, (dz—(R1+R2)2)]
W= 6 Ld?2—(Ry+R;)? = d?—(R;—Ry)? 1 d?—(Ry—R2)? (1.1)
Ay =m*Cepipy (1.2)

where d is the distance between sphere centers 2nlde distance between surfaces
defined asD=d-R;-R.. The previous equation only takes attractive vdwtds into
account. At very short distances, the moleculegaigboverlap and the molecules repel
each other [22].

The Hamaker constanly, is defined by the equation 1.2, wheleis the total Keesom,
Debye and London energies contribution and o, are the molecular density in the
solid 1 or 2. The Hamaker constant is positive wheW interaction is attractive and
directly proportional to the magnitude of vdW irgtetions i.e., measures the strength of
the vdW forces. The Hamaker constant can be caédilthrough the macroscopic
approach of Lifshitz theory. This approach does meglect the influence of a third
molecule in the vdW interactions between two mdiesuLifshitz theory considers the
solid as a continuous material ignoring the discabmic structure what results in the
similar vdW dependencies but a different equatmnHamaker constant. It turns out
that the Hamaker constant depends on the dielgo#rimittivity properties of the two
spheres and on the dielectric properties of thevaading medium [22].

The equation 1.1 is obtained by integrating volwetegments along the two macroscopic
spheres. However, when the spheres are partiattyersed in two different media, the
vdW interaction is more complicated than when taeyin bulk phase and therefore the
integration method has to be approximated and #iexbl
The Hamaker approach predicts a linear dependdrtbe effective Hamaker constant,
Aet, ON the volume fraction immersed in the liquid]f24

Aeff = Agir + fz 3- Zf)(Aliq - Aair) (1.3)



Where,A.;r is the Hamaker constant for the particles in 4ig,is the Hamaker constant
for the particles in the liquid andis the linear fractional immersion which is rethte
with the contact anglé:

f=(0+4cos0)/2 (1.4)

A practical method to stabilize colloidal suspensi@nd therefore to modify the vdwW
interactions is by coating the surface particlehwda hydrophobic layer. Silica
nanospheres have been functionalized with acidanali groups in a process called
silanisation. In this way, Hamaker constant and WanWaals interaction are reduced
due to an increase in the interparticle distan@atidles with thicker layers tend to
diminishes vdW interaction in a greater degree thamicles grafted with shorter alkyl
chains. In addition, particles grafted with polymkyers are affected by steric
interaction. When two particles approach each othiee concentration of grafted
polymer between the particles increase, the osnpoéissure is subsequently raised and
a repulsive force exerted. The range of interadtiepends on the chain density over the
particle surface, its length and the interactiothwie solvent [21].

1.5.2 Electrostatic double layer interaction

Long-range electrostatic forces also take parthm ¢olloidal system. Otherwise the
attractive vdW force between similar particles vebteénd to aggregate all particles in
the medium and precipitate them as solid matefralfact, particles are normally
charged in any liquid with high dielectric constamd in consequence coalescence is
prevented through the emergence of repulsive fdre@geen particles [21].

Most particles and substances in a polar mediure Haeir surface charged via different
mechanisms. The charge in the particle surfacectaffine distribution of ions in the
vicinity of the charged surface; counter-ions atteaated to the surface and co-ions
repelled away. Therefore, the ion organization tiogee with the molecular mobility
promoted by the thermal motion lead to the genmmatf the electric double layer
composed of the charged surface and a cloud ofaomsnd it. In the proximity of a
particle under the double layer effect, the natofethe electrostatic interaction is
modified and screened so the coulomb interactioiwden particles decays
exponentially with the distance. In order to addrénss effect, the electric double layer
theory try to explain the distribution of ions atié consequent electric potential at the
proximity of the charged surface [25].

The origin of the charged surface can follow thmaechanisms: (i) lonization or
dissociation of surface groups, e.g., aminoacidsedding of pH of the solution. (ii)
Adsorption or binding of ions on a surface withawitial charge. (iii) Between not
similar surfaces whose protons or electron aregchtenged until the surfaces render an
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opposite charge causing electrostatic attractiamdependently of the charging
mechanism, the electric double layer is divided i inner region of charged surface
by co-ions, which may include transient boundedntesions, and a diffuse region of
counter-ions in thermal motion that balance theosfiply charged surface (Figure 1.2)
[23].

MNegativaly
chargad
surface
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Bound counterion
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‘~ @ WATER

=531 Physisorbad eounterion

Figure 1.2 Representation of a diffuse electric double la23].

The ion concentration gradient and the relatedusédfdouble-layer potential can be
calculated by the Poisson-Boltzmann equation in ctvhihe potential decays
exponentially with the distance as depicted inRlgaire 1.3.

Potential

& 1/x Distance

Figure 1.3: Representation of the electric double layer pogdnncluding
the layer of adsorbed ions on the surface accortiing§tern’s theory [25].

An important consideration is the repulsion betwéen identical parallel surfaces
close to each other. The origin of this force i$ @atirely electrostatic since although
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the double layers of the two surfaces tend to apeaind as a result surface charges are
not completely screened, the attracted counter-eom$ the surface charge of each
particle must be neutral. However, the main contidn for the repulsive interaction is
the increase of osmotic pressure due to an exdessuater-ions accumulated in the
separation gap between the particles [21]. Thenpi@lenteraction between surfaces is
given by the following expression:

W = 64k, Tngtanh? (222) exp (—kD) (1.5)
b

whereng is the ion concentratiork, 7" is the thermal energy; is the charge of the

symmetric electrolyte, e is the elementary charge,s the surface potentiak the

inverse Debye length andthe separation distance between surfaces.

The repulsive interaction energy between planatasas can be adapted for particles
with curved surfaces by the Derjaguin approximatibine expression for two identical
spheres is given by [23]:

_ 32eg9a(kpT)?y3

2,2
e5z

-1 __ Sfoka
K = /—zwanI a.7)

Equation 1.7 represents the Debye length in artrelgte solution wherd is the ionic
strength of the electrolytey is the permittivity of the suspending mediumis the
dielectric constantk, is the Boltzmann constant; is the absolute temperatut®; the
Avogadro number andthe elementary charge.

w exp (—kD) (1.6)

The double layer influence in agueous medium cambdified by varying the Debye
screening length. The Debye length is inverselygprtional to the square root of the
ion strength; increasing the ion concentration ceduthe Debye length and thereby the
strength of electrostatic repulsion decreased $tycng screening effect.

Measurement of the double layer interaction betwssaticles at the liquid-air interface
may be challenging due to theory limitations. Th@ression governing the double-
layer interaction between particles in the mediuisea from the assumption of isotropy
required by the mean-field theory. However, the goncentration is higher in the bulk
than close to the interface due to solvation diffiees between them. Therefore, an
anisotropic medium exists in the respective phadethe same time, other influences
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that difficult the double layer modeling are théeets of electromagnetic nature which
give rise to dipoles in the liquid-air interfaceiaasing the system complexity [26].

In particular, an idea to overcome the difficultly aefining the electrostatic double-
layer interaction between charged spherical pasiclt the liquid-air interface lies on
surface functionalization of particles with hydraic chains in non-polar environment
since the surface charge density is insignificard thus the double layer interaction
negligible.

1.5.3 DLVO theory

The Derjaguin-Landau-Verwey-Overbeek (DLVO) theorgxplains accurately
interactions and dispersion stability in colloidslispensions. The total interaction
energy between two charged surfaces is fundamgnt#luenced by the electrical
double layer and van der Waals interplay. Thesefomes play different roles in the
colloidal solution, whereas vdW forces cause caatga, double-layer forces provide
repulsion effects in order to promote the stabiiora of the colloidal system. DLVO
theory describes the coagulation process as a goesee of ion concentration increase
with a subsequent reduction of repulsion effectsvben particles. In this way, particles
in continuous thermal motion have higher chancespproach each other to few
Angstroms and then to aggregate [22].

The balance between attractive and repulsive ictierss in a colloidal suspension are
encompassed in DLVO theory and referred as to W important factors for the
suspension stability. The energy per unit area éetwmtwo spheres separated by a
distance D is:

Wiotar = Wear + Wyaw

Wiotar = 64k, Tngotanh? (Zewo) exp(—kD) — —24 (1.8)

4kpT 12mD?

where vdW term is represented by the most commauroaph. The Figure 1.4
represents the energy interaction between two idallgparticles or surfaces equally
charged under DLVO forces. Surfaces with high charga medium with low ionic
concentration have long Debye length and hence -lagg repulsion. As the
concentration of electrolyte increase, the energyriér decrease and a secondary
minimum emerge. In this situation, the colloidaftpdes may remain totally dispersed
or sit at the secondary minimum since the energgdsdor aggregation to occur is still
too high to be overcome. At this secondary minimtime, adhesion can be reversible
and it is defined as the Kinetic equilibrium state oppose the thermodynamical
equilibrium state of the irreversible primary minim. Further increase of the
electrolyte into solution or surfaces with low apardensity causes a decrease into the
width of the energy barrier the same as the heighén high concentration of
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electrolyte is added to the dispersion. The netmi@l energy approaches then the pure
van der Waals curve and subsequently when the ememgier reduces below the zero
energy potential known as the critical coagulatoncentration, the colloidal particles
are unstable and coagulate meeting the irreveraditesion primary minimum [23].
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Figure 1.4 DLVO interaction profiles schematically represemt by
interaction energy versus surface separation. Thergy W depends on
particle size and interaction area [23].

Besides the screening of Coulomb repulsions betyaetcles, coalescence can be also
produced by decreasing the pH or by increasingedtinding. However, DLVO theory
has been developed with some fundamental assurspdimh simplifications to acquire
an analytical solution. This theory is developesuasing a dilute colloidal system with
low electrolyte concentration neglecting the disereffect of molecular environment
which is really significant between particles anddwm at the interface. Those discrete
effects can be regarded as the no continuity ofgehalensity of the surface, the
solvation forces arisen from the molecular mediurd the finite ion size. Moreover,
the mobility of ions in the electrostatic doublgda creates an atmosphere of a highly
polarizable layer, the main mechanism of van deraM/anteraction, increasing
drastically the attractions between two double gy close separations of around 4nm
or less. Lastly, electrostatic repulsion, besidekoral stability, provides long-range
ordering without which highly-ordered colloidal stgl at the air-water interface would
not be possible to organize if only short-rangeaattons dominated the system [27].
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1.5.4 Capillary forces

Capillary forces are long-range interactions atttipde phase boundary between a non-
miscible solid particle, a liquid suspension meditand a third mobile phase
(commonly air). The origin of capillary forces fsetminimization of the surface energy
in the liquid-particle interface by an approprist@face deformation. Capillary forces
principally depend on the surface tension, coracie and particle size. Furthermore,
system geometry determines the kind of capillatgraction and the direction; the
capillary force may be perpendicular to the hortabplane as in liquid bridges between
spheres or parallel to this plane as in adjacemrgs [27].

The capillary interaction found in two-dimensioarticle self-assembly differs from

the conventional lateral capillary force betweerafing particles in two aspects: (i) The
particles are partially immersed in water and f&rticles with sizes even smaller than
10 nm are subjected to the lateral capillary efféberefore particle weight and

buoyancy influences can be neglected [28]. In ft,only role of gravity by means of
the disjoining pressure is to keep the film surfp@ar on the meniscus when the film
thickness is thin enough [29]. Accordingly, capiaforces between particles are
governed by surface interactions as seen in equatih[28].

Ag
61h3

[1(h) = — (1.9)
Wherell(h) is the disjoining pressurdy is the Hamaker constant ahdis the film
thickness [29].

Lateral capillary force is guided almost tangehtitd the horizontal plane and the main
interaction involved in convective self-assemblyi][3For this reason, the distinct
normal capillary force (capillary bridge force) iact perpendicular to the contact line
do not have any role in the self-assembly of plagicesting on a plane surface.

The lateral capillary forces arise from the defaiiora caused by the existence of
particles on a flat liquid surface. The strengtttrad capillarity relies on the degree of
particle perturbation on the liquid, i.e., surfadeformation. As a consequence, the
larger the perturbation on the superficial shap¢his stronger the capillary effect. The
origin of the lateral capillary forces varies degag on the nature of interaction

between the particle and the liquid surface. Accwlg, capillary effects can be divided

in two distinct types regarding if particles aredty floating or partially immerse in a

liquid layer [30].

Lateral flotation capillary, which can be attraetior repulsive, is related to the particle
weight and buoyancy force. The attraction effed¢ivieen particles leads to a reduction
in the gravitational potential energy due to thevamient meniscus deformation. On the
other hand, lateral immersion capillary exhibited ¢onfined particles is more

15



interrelated with the wetting properties, such astact line or contact angle, than with
the gravity influence [30][31]. These two differesases of capillary forces are depicted
in Figure 1.5in which flotation (Figurel.5(a),(b),(c)) and imme&m forces (Figure
1.5(b),(d),(f)) are also depicted with attractive repulsive interactions. The effect
which drives the molecular adhesion or separasarlated to the sign of the meniscus
slopes. In flotation forces, the contact angles greater than zero for light particles and
less than zero for heavy particles. Regarding irsiaerforcesy is greater than zero
for hydrophilic particles and less than zero fodiophobic particles. Obviously i
equals zero, there is no film deformation and thascapillary effect. Consequently,
taking into account the slopes of the two contmead, the force will be attractive when
siny,siny,>0 and repulsive when spsiny, <0 [31].

FLOTATION FORCES IMMERSION FORCES
(effect driven by gravity) {effect driven by wetting)
(a) — —-—
Wy
siny, si
Qe Q3O
- e et
Islnw,sinw: = EII!
flotation forces disappear immersion forces exist
(e) for R < 5 um i even for R = 1 nm
o —— f—

Figure 1.5 Types of lateral capillary forces. Flotation fas (a,c,e) and
Immersion forces (b,d,f) between two particles. &iyactive capillary
interaction between two similar particles, (b) atttive capillary interaction
between two partially immersed patrticles, (c) Rejwel capillary interaction
between a light and a heavy floating particles, (dpulsive capillary
interaction between a hydrophobic and a hydrophparticles, (e) small
particles with no capillary interaction between thef) attractive capillary
interaction between two particles confined in alaj[31]

Capillary forces are described by the Laplace eguaif capillarity which defines the

liquid profile and the meniscus between two pagticlThe figure below depicts the
liquid contour between two spheres that lead tasmptotic solution of the non-linear
Laplace equation onto a horizontal substrate withaight effect and restricted vertical
displacement [32].
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Figure 1.6 Thin film profile and meniscus around two pariglof radii R
and R, a is the three-phase contact angle, r is the radifithe contact line
and L the centre-to-centre distance [32]

The total energy of lateral capillary forces fomtwarticles separated a distance L with
radii R1 andRz andcontact line radir; andr; is:

AW =~ —2m0Q,Q,K,(qL) (1.10)

whereo is the liquid interfacial tensio®: andQ; are the “capillary charge” defined by:

Qi = TiSinlpl‘ (l = 1,2) (111)

where ris the contact line radius ang is the angle with the particle at the contact
line. Depending if the particles are floating ont@dly immersed in the liquidAW
represents the change in gravitational energy enihtting energy respectively [32].
The lateral capillary force is defined as the datirive F=-d\W/dL.:

F = —2100,0,qK,(ql) 1. <L (1.12)

whereK7; is the first-order modified Bessel function anis glefined as:

q* =A4pg/o (1.13)

q*> = (4pg — ") /o (1.14)

Equation 1.13 is used for thick films and equatioh4 for thin films.4dp is the mass
density difference between fluid phases above atalbthe liquid contact lineg is the

gravity and/7’the derivative disjoining pressure which in thigikn becomes negligible
[32].

17



The asymptotic solution (1.12) solely valid for particles located at large digtes so
Q: and Q are independent of the interparticle distance L.eWilparticles come
progressively closer and thus, the interpartictgatice reduced, the contact line radius
ri and the contact line anglg, become dependent of L. Under these conditiors, P.
Kralchevsky and K. Nagayama proposed computatiapgiroximations in order to
calculate the lateral capillary force for two spbakparticles partially immersed [33].

The field of action of lateral capillary interaat®is determined by the capillary length
g since the function K1(qL) decay exponentially whemg-1. When qlkk1, the lateral
capillary becomes relevant and the asymptotic mwudf equation (1.12) is reduced to
[32]:

F=-2n00Q,Q,/L 1, <L«Kq?! (1.15)

whereQ; andQ- simply define the angular variation of the contawot which leads to
the meniscus shape and in turn, an attractivepriseve lateral force depending if the
productQ:Q, is greater or less than zero respectively. Thelaiity between the last
equation and the Coulomb’s law, explains WhyandQ, are known as the “capillary
charge”. However, due to the dissimilar physicagios of immersion and flotation
forces, Q: and Q. differ in magnitude. Therefore, surface tensiond garticle radius
have different contribution on the lateral forcesmpénding on the type of capillary
whereas the interparticle distance plays the sahedn both [31]. In the particular case
of Ri=R,=R andr;, < L « g~

F « (R®/0)K,(qL) (1.16)
F x oR?*K,(qL) (1.17)

where equation 1.16 represents the proportionalnimate for flotation force and
equation 1.17 for immersion force. Accordingly, @&egder insight of equations
dependency exhibits that immersion force increashen the surface tension also
increases. Moreover, the particle radius has angéoinfluence in the decrease of
flotation force than in immersion force. That i®tleason why flotation force can be
considered negligible for particles with radiussléaban 5-10um whereas immersion
force is still significant with particles sizes dowo R=2 nm and hence considered one
of the most preeminent self-assembly mechanisntsltdidal particles and proteins in
liquid films or lipid bilayers [30].

A comparison between immersion and flotation capyll forces of two particles
separated a distance of 2R is depicted in FigufeParticle aggregation commences
when the Brownian force is overcome by the capilfarce. The noticeable difference
in magnitude between immersion and flotation capjllis due to the degree of
deformation in the liquid surface. Small floatingrficles give rise to small interfacial
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deformation causing a negligible capillary forcen the other hand, particles partially
immersed in a thin liquid film with vertical dismglament restriction drive more
protuberant deformation in the liquid surface arehde a larger lateral force that
substantially increases the particle attractiothadilm becomes thinner [32].
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Figure 1.7 Capillary energy in terms of KT units vs. paréiehadius. The two
lines represent the cases of two similar partighestially immersed on a
horizontal substrate and two particles floatingtlre liquid-air interface. The
values of particle mass densipy, surface tensiors, contact anglea,
interparticle distance L and density differengg are inserted in the
illustration [32].

The origin and approach of the Lateral capillatgiactions in each particle is the sum
of two forces: The hydrostatic pressure over the-inamersed particle surface and the
interfacial tension of the meniscus along the odritae of the particle. The overlap of
perturbations in each particle causes an incliredact line L, and L, which becomes
more prominent as the interparticle distance dese®arhe irregular contact angle over
the particle causes an asymmetric force distributidgth a final net horizontal force
[31].

/7// A //y ///'}{/j

Figure 1.8: Force distribution over two particles partially mersed in a
liquid. S corresponds to the particle surface affected by hiydrostatic
pressure and {the contact line where the surface tensicacts. F is the net
horizontal force contribution. Pand B, are the pressures in the different
phases{(x,y) is the meniscus shape agdHe plane-parallel liquid layer
[31].
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The self-assembly of nanostructures from colloigatfticles is mostly influence by
lateral immersion capillary forces and electrostatteractions. The interplay between
these two effects plays an important role for stmec organization. In this particular
method, the lateral immersion capillary attractesgergy overcomes the electrostatic
repulsion in various orders of magnitude, an esserdharacteristic for particle
organization and structure configuration. The dapil lateral force varies during the
evaporation process in the self-assembly of cdlgp@rticles. Therefore, the interaction
between opposing capillary forces and frictionaicés as hydrodynamic drag force
changes considerably [27].

1.5.5 Non-DLVO forces

All molecular interactions described above are prynforces in self-assembly
processes. However, DLVO theory fails explaining biehavior of particles separated a
distance of few nanometers since it is based ortiraeyus density and uniform
orientation. Therefore, several interactions besldeVO theory complete the interplay
at short-range separation. These complementargigndicant Non-DLVO forces are:
Solvation, Hydration, Hydrophobic, Steric and hygimoamic forces.

The solvation force is originated when a liquidcanfined between two surfaces in a
region over a few molecular diameters. In this $neslvironment, molecules are
ordered in layers which are squeeze out one byasn@e surfaces keep approaching.
For this reason, the resulting interaction is ¢estilg between attractions when particles
are freer or repulsion when particles are tighttdened. These forces were named
solvation forces because they depend on the adsorpt solvent molecules onto the
approaching surfaces [22].
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Figure 1.9: Periodic force emerged for the severe change décatar order
inside two solid parallel surfaces approaching eather [22].

The hydration force is a repulsive effect thatodtrces notable divergences with DLVO
theory predictions when water molecules are bountdedns or ionized surfaces. Even
at situations of small separations with high eldgte concentration in which van der
Waals interaction should dominate and promote aggi@n, the extra repulsion

provided prevents the molecular coalescence ofdpydlic surfaces in an effective
range up to 3-5 nm. The hydration forces arise ftoydrogen bonding of hydroxyl

surface groups and consequently the repulsion grisrgroportional to the bonding

disruption and dehydration process. The hydratiepulsion energy between two
hydrophilic surfaces decay exponentially with thetahce [27]:

-D

W =W, e (1.18)
whereig=0.6-1 nm and#,~ 3-30mJ/m [27].

The hydrophobic forces arise from the orientatidnwater molecules around the
hydrophobic particle. This molecular order is epically unfavorable and consequently
the water molecules try to overcome the absencboafling establishing hydrogen
bonding between other neighboring water moleculdslewavoiding hydrophobic
molecules. Consequently, water molecules recordignm facilitates the molecular
interaction and attraction between hydrophobic ©ulks. The hydrophobic attraction,
with a long-range up to 100 nm, could be even gieothan van der Waals interaction.
However, at short-range interplay, the interaceagponentially decay between 1-2 nm;
as the two surfaces approach each other, watatwteuis forced to rearrange and the
hydrophobic effect is then weakened. Thus, for tiwdrophobic surfaces the
hydrophobic total energy between 0-10 nm is give[2R]:
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W = —2y;et (1.19)

wherey; is the interfacial energy typically 10-50 mJ¥mnd.ip~ 1-2 nm.

The Steric force arises when colloidal dispersiargsstabilized by polymers. The force
between two coated surfaces strongly depends omjubbty of the solvent since it
affects the direct interaction between polymer ichain good solvents for the polymer,
the force exerted by the segments is repulsive edsem bad solvents the resulting
force is attractive. On the other hand, the netdaslso depends on the quantity of
bound polymer onto the surface. When two polym&netionalized surfaces approach
each other, the mobility of the polymer chains ésluced and hence the entropy
decreases. Furthermore, while surfaces approaeh;ahcentration of polymers in the
gap between surfaces grows with a subsequent asprassure increase. The entropy
decrease and osmotic pressure increase lead tb remdsive interaction force [27].
The repulsion force for low grafting density betwevo coated surfaces in a good
solvent is defined by [34]:

2p2
ZnRg_

Mx) = Z’f’cl( 1) for x < 3V2R, (1.20)

X2
2k, TT'x e_(%)z

[I(x) = R2
g

forx > 3\/§Rg

Where/7is the repulsive steric disjoining pressufes the grafting density angl. is the
radius of gyration.

For high grafting density the force per unit areaelated to [34]:

2L,

M(x) = k,TT= !(%)% —_ (i)%] (1.21)

where Ly is the thickness of the polymer layer. The previpdefined repulsive steric
disjoining pressure for functionalized surfaceshwdw or high polymer concentration
is depicted in the figure 1.10.
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Figure 1.1Q0 Repulsive steric disjoining pressure between wusfaces
coated with low, intermediate and high polymer dgnis a good solvent.
The parameters assumptions are entered in thedif2#].

The hydrodynamic forces play an influential and cal role in self-assembly
evaporative techniques due to the convective flowanticles from the periphery to the
meniscus. This convective flow is originated by 8teonger evaporation rate at the
droplet three-phase contact tending to concenpattcles at the nucleation point. The
hydrodynamic drag force overcomes the electrosgaittvan der Waals interactions by
orders of magnitude so the particles are displacepacked tightly. This effect will be
further discussed in detailed [27].

1.6 Nanosphere lithography

Nanosphere lithography is a promising low-cost,icefft, flexible and parallel
nanofabrication technique susceptible of produeaingde variety of nanostructures and
well-ordered two-dimensional arrays. The orderegdyar of colloidal particles and the
interstices between them are utilized as maskerapliates to design patterns through
etching or material deposition. The monodisperdiidal particles used are efficiently
synthesized through emulsion polymerization anefgbbrocesses with large variety of
sizes and shapes that range from tens of nanomaiersicrometers. This size
uniformity in a dispersed phase allows particlesati-assembly into two dimensional

array or even into three dimensional periodic fararacommonly known as colloidal
crystal [35].

Nanosphere lithography takes advantage of posdharacteristics of bottom-up and
top-down technigues to combine them in a two-si@pri¢ation process. A simple
method is represented in the Figure 1.11 in whiglskrgeneration is the first step. A
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droplet of monodisperse colloidal suspension of @lgga or hydrophilic-functionalized
polystyrene is deposited over a substrate. Upomglryhe self-organized monolayer or
bilayer formed is then employed for selectively igesa pattern through the
nanospheres interstices via material depositiore iitask is then detached (lift-off)
from the substrate by sonication in a conveniehtest and therefore a desired pattern
left behind on the substrate. Other steps may hained such as annealing which
initiate a crystallographic phase change [3].

Top view Side view
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Figure 1.11:Nanosphere lithography process [3].

Nanosphere lithography is also known as colloighbgraphy or natural lithography.
The concept of natural lithography was introduced the first time by Fischer and
Zingsheim [36] in 1981. They obtained a small arcdyself-organized polystyrene
particles with a diameter of 312 nm by simple evapon process. Soon after,
Deckman and Dunsmuir expanded the Fischer's apprbgcshowing that a self-
assembled array of colloidal nanospheres couldskd both as a “deposit material” and
as a mask [37]. The term natural lithography cofra® the fact that masks formation
is generated by self-assembly phenomenon instedy photolithography. In the 90s
Van Duyne et al., renamed this method to be mosergsive in practice, and it is still
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currently known as nanosphere lithography. Theirkweere based in an extension of
the single-layer methodology as well as the devaku of double layers which

provide small dots of periodic particle arrays daesmaller interstices after material
deposition onto the close-packed mask [38].

The need of reproducible results and trustful fadiron process has led the efficient and
inexpensive Nanosphere lithography to a continumefsiement and development
through a better control in shape, size and intégba distance. The process always
starts with a colloidal solution of nanospherespsusled in a specific solvent and
deposited onto a substrate specifically selectedanfask self-assembly. The deposition
methods employed such as droplet evaporation, ceértileposition, dip-coating,
Langmuir-Blodgett coating and spin coating amonigerst, allow particles to freely
diffuse in order to organize and therefore minimthe energy of the system. The
particle mobility across the substrate is ofterriedrout by a negative functionalization
of the particle surface that electrostatically feghe negatively charged substrate and
hence the capillary forces transport the nanospher@e easily to the nucleation site
for crystal growth. The monolayer colloidal crystahherently self-assembly in a
hexagonal-close-packed pattern including a rangestfictural defects due to
polydispersity, vacancies, slip dislocations arskignilar domains that limit the size of
defect-free areas between 10 to 106 [39].

1.6.1 Single layer periodic particle array

The single layer periodic particle array (SL PPAhexagonal-close-packed monolayer
colloidal crystals is the most common and simpléassembled hcp monolayer since
the two-dimensional arrangement is thermodynanyicallable [39]. The surface
symmetry of the single layer is used for metal éépm through the sphere interstices
leading to triangular-shaped nanoparticles that aganized in an array withgln
symmetry [40]. The regular pattern depicted in figare 1.12 is characterized by the
particle metrics and their relationships in the kngsometry. The perpendicular bisector
of the particles defined as the in-plane particéarebter,a, and the interparticle spacing,
dp, for the SL PPA are mathematical described as [40]

a=%@r—1—%ﬁ) (1.22)

1
=D (1.23)
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Figure 1.12: Schematic representation of SL PPA. (A) Singlerlagask.
Dotted line represents one unit cell. (B) Two paes per cell. (C) 1.7x1um
constant height AFM image of Ag nanoparticles vidth264nm onto mica
substrate [38].

The particles cover 7.2% of the substrate in tigeré 1.12 in which height is not
controlled by the properties of nanosphere techmathough it should be equal to the
mass thickness of the material deposited over thieotayer mask. The SL PPA is able
to fabricate large areas without defects and is ohéhe most usual nanosphere
technigues for the basis of nanostructure mod¢86g

1.6.2 Double layer periodic particle array

When nanosphere concentration is increased indluéian, the colloidal crystal is not
entirely assembled into a monolayer since a sicaniti part of it will be formed by a
crystal of hexagonal-close-packed bilayer. The toldyer periodic particle array (DL
PPA), is an assembly of two monolayers, one abloeether, blocking three-fold hole
and hence a smaller density of dots are availabslenktal deposition. After deposition
and Nanosphere liftoff, a regular pattern of hexagmanoparticles in shape are left on
the substrate as it is shown in figure 1.13. Theknggeometry provides the relationships
between the diameter of the hexagonal partideand the interparticle spacing, as a
function of nanosphere diamet2({39] [40].
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a=(V3-1-—)D (1.24)

dy =D (1.25)

Figure 1.13 Schematic representation of DL PPA. (A) Doublgelamask.
Dotted line represents one unit cell. (B) One mdetiper cell. (C) 2x2m

constant height AFM image of Ag nanoparticles vidth264nm onto mica
substrate [38].

The AFM image in the Figure 1.13 shows am& without defects with 2.2% of
substrate coverage. The features of DL PPA nanojemtcan be adjusted by
controlling the properties of the metal depositatbdhe nanosphere mask by means of
mass thickness and nanosphere diameter, or evierauhird layer assembled on top of
the double layer mask. In this scenario, succegsivrolayer packing in the sequence
ABAB is a regular hcp arrangement where the hexalgorerstices remain opened to
the substrate. On the contrary, further packindagérs in the ABCABC sequence
defines a face-centered cubic (fcc) arrangemertit antequally dense packing than hcp
but blocking all the mask holes and therefore innpgthe deposited material to contact
the substrate [40].

DL PPA has been proposed as a structural desigsittinique for patterning single
domains of magnetic nanoparticles encompassed mosphere methods in which
domain magnets will play more efficiently as “onesid “zeros” in binary data storage
[40].
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1.7 Self-assembly methods of monolayer colloidal crydta

1.7.1 Two-dimensional convective self-assembly

The two-dimensional mechanism for self-assemblgadioidal particles in suspension
on solid surfaces is mainly driven by two interaos: Lateral capillarity and convective
flow. The dynamics of the 2D crystallization begiith a nucleus formation in which
capillarity plays a preeminent role. The nucleatmmenomenon is led by attractive
forces between partially immersed neighboring pkesi and a subsequent convective
flux caused for the evaporation excess from thé-orelered array that is being formed.
The approaching model commences when the liquithsircurves towards concave
arrangement while gradually gets thinner. In thégs/wonce the liquid height equals the
particle diameter, a 2D crystal nucleus is formedl @herefore, the self-assembly
process initiated. As evaporation continues, thdighas protrude from the water
surface giving rise to capillary effects that fotoeparticles surrounding the nucleus to
move towards the nucleation zone and to organiterégfter, further evaporation,
reduces the water molecules between neighboringicleasr leading to a menisci
formation promoted by surface tension. These menisoder the continuous
evaporation of the thinner water layer and theesfdo overcome the energetic
opposition for further evaporation, convective fluansport particles from the thicker
water layer to the thinner one eventually origingtthe molecular order and crystal
growth [41].

evaporation

water convective fov ’_ 1

surface tension

Figure 1.14: Particle assembly mechanism driven by water flind a
capillary force during solvent evaporation of a loidal solution. (a)
Movement of particles by convective flow due topexation (b) Attractive
lateral capillary force between two particles dtee surface tension and
surface deformation [42].

The convective transport is well-known to be thechamism by which coffee droplets
leave a ring-like shape after evaporation. Solidiglas primarily dispersed all over the
droplet are carried together with liquid supplythe interface, from the interior to the
droplet outline in a flux that replaces the liq@daporated in the edge. The transit of
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particles from the inside to the outer periphergtoaies as long as the contact angle is
non-zero, the contact line is fixed and solventpevation is taking place [43]. The
convective transport is explained in more detaitirdy evaporation process by the
contribution of geometrical restrictions. The detplheight h(r) is reduced by
contraction from all sides with an expected radiasrease. However, the droplet radius
cannot be reduced since the contact line is pimmedconsequently the height reduction
is restricted to droplet shrinkage. At the sameetithe surface tension constricts the
droplet spherical shape. Therefore, in order tgopkbe geometrical restrictions imposed
during evaporation, solvent molecules and partfldev are carried to the edge, as
shown in Figure 1.14b.

The transport velocity is related to the evaporatrate J(r) involved in the whole
evaporation process, which is depicted in the KEdufi5. An important condition that
influences the evaporation rate is the vapour auinggon c(r) close to the droplet
surface, which is saturated due to evaporation,candequently J(r) diffuses outwards.
Vapour rapidly reaches the steady-state concemtratn the droplet surface, i.e., the
concentration does not change with time so Fick& faw can appropriately describe
the evaporation rate by relating the evaporatiue With the concentration gradient.

J(r) = —=DVc (1.26)

where D is the diffusivity of vapour in air. The evaporatiflux depends on the distance
r as it comes closer to the edge of the dropleh wifinal expression [43]:

Jr) « (R—1)"* (1.27)

whereR s the droplet radius and = (m — 26,)/(2m — 26,.) which increases up to 0.5
as the contact angle decreases to 0. Therebygetheity of mass transport towards the
droplet boundary is proportional to the evaporatiuix and complements the
restrictions previously mentioned. All points sieed at r > O are transported towards
the edges, as defined by the previous equationrentere convex regions have higher
evaporation rate and therefore denser particle sitpio.
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Figure 1.15 Mechanism of droplet evaporation. (a) Droplet ishage
during evaporation with free retracting movement adntact line. (b)
Required flow in order to pin the contact line. @utward flow during
evaporation process and solute transport velodatyards the edge [43.]

In conclusion, 2D crystal array formation over didssubstrate proceeds via two
processes; nucleation through lateral capillarg, asubsequent crystal growth through
convective flux during water evaporation. The mde8 are attracted by lateral force
creating a nucleus at some unknown place of thetsatb since nucleation is a random
process while more particles from the bulk are ghounto close contact enlarging the
crystal array formation in a continuous self-assgmiechanism [44].

1.7.2 Dip-coating

This method is based on the studies of monolayemdbon through convective
assembly in evaporation deposition. However, tistirditive characteristic is that the
substrate is vertically removed from a bulk susmensf colloidal nanospheres with a
fine-tuning withdrawal speed. The large-area ssieanbled monolayer obtained with
high regularity and defect-free has assigned dgitog one of the most reliable
nanosphere lithography methods.

The self-assembly of ordered structures by diptogais basically divided in three
important technical stages described as: Immeraimh dwell time, deposition and
drainage, and evaporation. The first stage is irsioerand dwell time, a substrate is
immersed into a colloidal suspension at a consgtpaed followed by a dwell time at
which the substrate remains fully covered and nmi¢i®s inside the bulk solution to
provide sufficient time for substrate-particle virgt The second stage is deposition and
drainage, the substrate is pulled up from the mdlosolution at a constant speed and a
thin film is then deposited. Excess of liquid isitked from the surface to the bulk and
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the coating thickness will depend on the withdravspeed. The last stage is
evaporation, the solvent evaporates from the satiesand the deposited particles self-
assembly in a well-organized thin film [45].

Dip-coating is a quite simple method, but howevebeiter understanding of the
underlying microscopic processes during film fonm@t allows controlling the
properties and quality of self-assembled monolagermultilayer. The thin film
formation can be divided in a first convective et transport form the bulk to the
substrate due to solvent evaporation in the thm 8urface followed by interparticle
interaction that leads to array order. The originttee interparticle interaction in a
saturated vapour atmosphere comes from the maiitdficcaf pressure equilibrium in a
small bulk volume inside the thin film.

M+P., =P.+P, (1.28)

P, = Apgh, (1.29)

Wherell is the van der Waals and electrostatic disjoimpre&ssuresp,, is the capillary
pressure due to liquid curvature in the thin filAa,is a capillary pressure referenc#

is the hydrostatic pressurg, the relative heightdp is the density difference between
the suspension and the surrounding air gnds the gravity. In an atmosphere
unsaturated with water, the evaporation mechanigkest place and the terms in
equation 1.28 vary modifying the equilibrium. Thight-side term remain almost
invariable since the capillary pressure referescesiated to the horizontal suspension
and hence equals zero. In the same way, the smeadlase of the relative height can be
minimized by adding colloidal suspension to cousaéance. However, the menisci
curvature increment due to evaporation causesdtftesitie term to increase in both
components producing a pressure gradient from tiletb the film substrate [46]. The
pressure increment is shown in the equation 1.30.

AP = (T +P.,) — (P. + Py) (1.30)

Evaporation in the suspended thin film,originates a flux between the bulk and the
vertical substrate which consists on a water corapbrj,, and a particle componen, j
as depicted in figure 1.16. Fluxes compensatiorcoiavective particle transport causes
particles to move towards the substrate and orgdoizning compact structures in the
thin film [46].
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Figure 1.16 Theoretical considerations of self-assembly méetiarray film
on a substrate that is slowly withdrawn from thdlaidal suspension. The
inset represents the menisci between to particlgsis the substrate
withdrawal rate, v is the array growth rate,jis the water influx,jjis the
particle influx, | is the water evaporation flux and h is the thidsef the
array [46].

The regular formation of 2D structures requires tighdrawal speed equals the rate of
array formation. Therefore, the withdrawal rate periodic self-assembly formation is

calculated in a steady state process when theaematerial flux balance between the
evaporation flux and the water flow from the buikthe substrate. The withdrawal rate
for 2D growth of particle arrays is defined as [46]

_ 00 B _Jew

Yw ¢ 0.605kd(1—¢) (1.31)

Wherevc(k) Is growth rate of the k-layer array,is the particle volume fractior, is the
evaporation rated is the particle diameter k is the number of lay#is the evaporation
length and g is the coefficient of proportionality between tmeacroscopic mean
velocity of the suspended particles and the maomscmean velocity of the water
molecules. For weak interactions and dilute suspan$ approaches 1 whereas for
strong particle-particle and/or particles-substnateractions approaches 0 [46].
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The withdrawal speed has an important influencéhearray organization and in the
final thickness of the thin film. In case of verpw lifting speed, water evaporation
exceeds the substrate movement initiating an agglaton process above the drying
line as a consequence of continuous convectivespiah of particles that balances the
evaporation effect. On the contrary, too high wittvthl speed hinders the arrival of
colloidal particles over the substrate resultingsoattered stripes or only a narrow
region with high order [45].
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Figure 1.17: Particle accumulation in the upper part of the risens at low
withdrawal speed [45].

Other requirements for self-assembly of highly tetgd structures can be described as
important influential variables. The relative vapsaturation surrounding the substrate
at saturated levels dictates an extremely slownalslyeas in comparison with not
saturated environments. Particles and substratemtimely charged provide an
electrostatic repulsion at close contact inside gshspension that together with the
interparticle electrostatic repulsion during sedé@ambly, lead to arrays with dense
packing of particles. Furthermore, the thicknesthefwetting film, ki has an important
relationship with the colloidal particle diametévhen the particle diameter is less than
h¢, bumps of particles could be found in the substedter drying, on the other hand,
when the particle diameter is much greater thathh particles are driven to the bulk by
the inclined meniscus and no particles are founthersubstrate after drying. Lastly, a
further reduction of ftauses an increase in the lateral capillary fontksubsequently
an increase IAP in equation 1.30. Therefore, the friction foregveen the particles
and the substrate is also increased which may iengiesl particle reorganization in the
array and eventually to generate shorter domains [4
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1.7.3 Langmuir-Blodgett coating

The Langmuir-Blodgett technique has been provemrafficient way of preparing
organized molecular assemblies with a precise obaotithe layer structure at molecular
level as well as the resulting film thickness. Ttlassical materials used in this
technology for monolayer formation are amphiphilmolecules due to their
hydrophobic and hydrophilic character. The amphiphiature of these molecules
dictates the orientation and organization in thé water interface to minimize free
energy and to assemble an insoluble monolayer [48].

The monolayer preparation starts with dissolvingohiphilic molecules in a volatile
organic solvent and subsequently spread at thevater interface. After solvent
evaporation, the amphiphiles are structured in aatayer which is manipulated via
mobile barriers that control the area availablerpetecule. The adsorption of surface-
active agents at the interface and the subsequeoholayer formation is
thermodynamically driven by the energy excess efliduid surface which imposes the
molecular orientation and reduces the system engnrgygh surface tension decrease
[49]. As the film is compressed by reducing the ecalar area available, the surface
tension of the pure liquid is reduced proportionatl the force exerted by the film.
Therefore, the difference between the surface aensf the pure subphasgy) and the
surface tension with the monolayer preseiig called surface pressuiig)(

H=y,—vy (1.32)

Wherell is the two-dimensional analog of pressure cornedppy to the force applied
per unit length by the film. The surface presswenieasured by the Wilhelmy plate
method which usually consists in a thin platinurat@lpartially immersed in the liquid
subphase (figure 1.18). The forces acting on tlagephre the gravity and the surface
tension as downward forces and the buoyancy as rdpfeace. Therefore, the net
downward force acting on a rectangular plate isneefas [48]:

F = ppglwt + 2y(t + w) cos 8 — p, gtwh (2.33)

where L, w and t are the length, width and thickned the rectangular plate
respectivelyp, is the plate density) is the contact angle between liquid and solideplat
pi is the liquid density, g is the gravity and hhe immersed height.
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Figure 1.18: Sketch of Wilhelmy method for surface pressumEsorement.

The Langmuir-Blodgett technique commences spreadimglecules at low
concentration onto the water surface to assure ttietmolecular dispersion is high
enough and the lateral adhesion forces betweeitlparare avoided. At this stage, the
monolayer is regarded as a two-dimensional gaseplvere molecules have almost no
effect on the surface energy of the water subph@d#een the mobile barriers start
compressing the film, the area available per mdéeci reduced, so the amphiphilic
molecules are forced to organize and in consequéncecrease the order. The
molecules react to the geometrical restrain bytagea repulsive force that opposes the
compressive force what decreases the surface emegarded as surface tension.
Further compression gives rise to order increasmugih several phase transformations
analogous to gas, liquid and perfectly orderedisstiate [50].

The continuous monitoring of the surface pressgra &unction of available area per
molecule while the monolayer is progressively cagsped leads to the surface pressure
(IT) — Area (A) isotherm diagram depicted in the fegudr.19. The different molecular
organizations due to different degrees of freedamind compression give raise to
different aggregation states that correspond wisleahtinuities between phases in the
isotherm [50].
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Figure 1.19: Schematidi-A isotherm of fatty acids or phospholipids [50]

Surfactants can aggregate in aqueous and non-agjueedia to form many different

structures or behave as emulsifiers in emulsiopgration. However, it has been also
proven that colloidal particles behave quite simila amphiphilic molecules at the

water-air interface with only dissimilarities inehway of assembly, i.e., for solid

particles, solubilization phenomenon does not tpkee. However, they efficiently

attach thermodynamically to the interface and tioeeg they can be also conveniently
transferred on different substrates by LB technidu@s analogy between surfactants
and individual particles has promoted the use ofewar interface as a medium for
self-assembly of colloidal particles with the sujigent monolayer transfer onto a solid
substrate by controlled withdrawal [51].

The most relevant parameter that characterizesatlserption of surfactants to the
water-air interface is the packing parameter. Hawevwn case of solid spherical
particles adsorbed at the interface, the contagteah between the particles and the
interface is the most important characteristic. garophilic particlesf is usually less
than 90° and the main part of the particle rememmsersed in the water phase whereas
for hydrophobic particle8 is normally greater than 90° and a larger pathefparticle
surface dwells in air.
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Figure 1.2Q (Upper) Spherical particle at the interface witlontact angle
less than 90°, equal to 90° and greater than 9@%weér) Interface curvature
for particles with contact angles less than 90%tfleand greater than
90°(right) [51].

Hydrophilic and hydrophobic solid particles assgmbito monolayer with strong
attachment to the interface despite the lack ofrapiplic character and the much less
spherical symmetry than surfactant molecules. Timergy of attachment of a solid
particle at the air-water surface is not only mdato the contact angle but also to the
tension of the interface. The energy needed to ventibe particle from the interface
towards the air phase or towards the water phagees by [52]

Eour = TR?*y 4(1 + cos 0)? (1.34)
EIN = T[RZ]/LA(l — COS 9)2 (135)

Equation 1.34 represents the energy of removaheaatr phase and equation 1.35 the
energy of removal to the water phase. R is theighartadius, yz4 is the liquid-air
interfacial tension ané is the contact angle between the particle andntieeface.The
last two equations show that particles are moeeh#éd to the interface whér90° and
Ein = Eout, while for angles less than 90° the energy of detemnt needed for removing
the patrticle to the bulk is decreased, i.e., thiéigha is hydrophilic. On the contrary, for
angles greater than 90° the energy of detachmettedefor particle removal from the
interface towards the air phase is decreased, the.,particle is hydrophobic. The
smaller amount of energy required to move the gartupward is the reason why
preparing films of hydrophobic colloidal particlassing LB technique has been
transferred onto a solid substrate by up-stroké [52

Colloidal crystal formation in Langmuir-Blodgettotrgh is induced by a continuous
compression of the particles. The solid phase sstaonsequently when the area
available per molecule is diminished and the medearparticle distance is equal or
greater than twice the Debye length plus the pgartdiameter. In this scenario,
conveniently hydrophobised silica particles haverbebserved to order in a hexagonal
close-packed monolayer. Therefore, in order to adtarize the LB films, the surface
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pressure-area isotherm is used to measure thesyfassure for such monolayers. The
surface area available per particle is calculaged=gAt/N where Ais the total interface
area available for the particles with the barrmsmpletely opened and N is the amount
of particles spread on the interface [53]:

N = (m/p)/(4nr?/3) (1.36)

where m is the mass of the spread partigelg/cm’) is the sphere density and r the
sphere radius. Additionally, the film density (@ is defined as:

m

5film =<

- )3

where S is the area occupied by the film. The oeilt of hexagonal packing contains
one sphere with mass defined as mz#f8 The area per particle in the unit cell is
given by:

A = 2+/3r? (1.38)

If perfect hexagonal arrangement at the interfacGssumed, the film densidy, of the
unit cell equals thésm of the whole monolayer and the final expressiontfa film
density becomes [54]:

m

5fizm =<

21 b4
s = 35PT = ﬁpD (1.39)

where the sphere densipycan be found in the Langmuir isotherm if the antooin
particles (m) spread on the interface and the gpthi@meter are known.

1.8 Characterization of self-assembled monolayers

The quality of colloidal films and molecular mongdais has been frequently
characterized by different variables such as sarfemverage, average domains and
Fourier analysis between others. However, alltdafiniques do not provide a complete
idea of the degree of order since they cannot rdifficate between the dissimilar kinds
of defects existing in the ordered structures. &fwee, to obtain a qualitative analysis,
the size of the ordered arrays and the size areldf/the defects in the domains should
be characterized cooperatively [55]. The two meshatgually used to describe
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accurately the arrangement in a 2D crystal strectsirthe Delaunay triangulation to

identify and classify the structural defects ane plair distribution function to identify
the size of the ordered domains.

A Delaunay triangulation is a tessellation of reguybolygons between a set of points
covering a certain area without overlaps or gape mesh of polygons is formed with
triangles limited by the condition that any poifitlee set of points or any triangle of the
triangulation will be found inside of the circumade of any other triangle [56]. In the
case of study, the vertices of the triangles agectinters of coordinates of the particles.
For this reason, a perfect triangular mesh is forioge equilateral triangles where the
side length is equal to the particle diameter @nserror of tolerance. Exceeding this
distance indicates a defect in the hexagonal array.
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Figure 1.21 Example of Delaunay triangulation. The verticeshef triangles are the centers of
the particles. The grey triangles show the diffe@mangement of pores and the white-colored
triangles show the hexagonal arranged mesh [57].

The triangulation configuration helps to identifgufts and defects in the domains in
order to classify them. One triangle enclosing aepoetween particles defines the
triangular order characteristic of the hexagonalfigoiration. Two triangles enclosing a
pore between particles define a quadrilateral gométion, three triangles enclosing a
pore define a stacking fault and four trianglesl@sing a pore define a larger stacking
fault or a missing particle as depicted in FiguZl157].
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Figure 1.22 Geometry of the different particle arrangememtsiDelaunay Triangulation. The
pores are colored gray and,fepresents the normalized pore area [57].

The pair distribution function g(r) provides a qtittive characterization of ordered
arrays in 2D colloidal crystals. The particles disttion in a colloidal film, in which the
configuration is obtained from the centers of theatiples, allows calculating the
separation distance between particles to analyzg-lange monolayer order. The pair
distribution function proceeds selecting a partfoten the molecular structure and then
counting the number of particles that are founa irng area within a distance r, r+dr
away from the particle. The general procedurelistiated in Figure 1.23 where the
selected patrticle is colored in red and the padiakithin the ring area are colored in
blue.

Figure 1.23: Schematic of the calculating method of the paitritistion [58].
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The pair distribution function calculates de paetidensity inside the ring area and
divide it by the mean particle density of the coetplarea analyzed. Therefore, the pair
distribution calculates how the particle densityi@s as a function of the distance for a
specific selected particle [59]. The 2D pair diastion function is then defined as:

1 ni(r)
9r) =< Ximig, (1.40)
Where r is the radial distance from the selectetigba Ar is the width of the ring,ir)

is the number of particles within the ring areatrAr, C is the mean particle density in
the total image analyzed and N is the total nundfgrarticles that contributes to the
pair distribution function

Usually for well-ordered structures, the pair disition functions exhibits many peaks
and slow decay confirming the long-range order. [Hngest peak is normally found at
the minimum separation distance of one particlendigr. For radial distances much
greater than a particle diameter, the pair distiwloufunction tends to one.
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2 Materials and methods

2.1 Materials

This section contains the different chemicals usethis project. The table contains
information about the chemical name, lot or bateimher and supplier.

Chemicals Description Manufacturer
Acetone Lot: STBC0099V Sigma Aldrich
Ammonium hydroxide 30% Lot: SZBB1390V Sigma-Aldrich
Ethanol Lot:15C170514 VWR chemicals
Hydrogen peroxide 30% - Sigma-Aldrich
Isopropanol Lot:SZBEO58BV Sigma Aldrich
LUDOX® HS-40 Lot:07524_029 Sigma Aldrich
Polystyrene microspheres | grafted with poly(acrylic acid) -
Polystyrene nanospheres grafted with poly(acrylic acid) -

Sodium hydroxide Lot SZBE2520V Sigma Aldrich
Toluene anhydrous 99.8% Lot STBF7647V Sigma Aldrich
Trichloro(1H,1H,2H,2H- Sigma Aldrich
perfluorooctyl) silane Lot MKBN9080OV

(3-Aminopropyl) Sigma Aldrich

Trimethoxy-silane

Lot BCBL6126V

Table 2.1 List of the different chemicals used during tlkpeximental work
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2.2 Colloidal suspension of silica and polystyrene paidles

2.2.1 Silica dispersion

Monodisperse silica particles were obtained ftddDOX® HS-40 colloidal silica 40%

wt with a diameter of ~30nm. The LUDOX solution waashed twice with absolute
ethanol and centrifuged at 10.000 rpm for 30 mimeimove any remaining surfactant.
The precipitated silica was resuspended in deidnizaer, ethanol or a mixture of both
in an appropriate concentration ranging from 0.9¢v/v. 0.1mM Sodium hydroxide
was used as solvent in several samples to conttcrpund 9 to assure high surface
charge an electrostatic stabilization.

2.2.2 Polystyrene dispersion

Polystyrene spheres grafted with poly(acrylic aadinethanol with diameters of péh
and ~350nm were kindly supplied by the nanobiotetdgy department. The samples
were precipitated by centrifugation at 10.000 rpon 80 min and resuspended in
deionized water, ethanol or a mixture of both inagpropriate concentration ranging
from 0.05-30%w/v without further purification.

2.2.3 Sizing of micro-and nanospheres

Colloidal particles were characterized by differ&thniques in order to describe and
compare the different method suitability betweesuhs. Silica particles were analyzed
with Nanoparticle Tracking analysis, NTA, (see appe A for data report) scanning
electron microscopy and direct interpretation fritma images obtained in atomic force
microscopy. The NTA utilizes a laser beam whichsgatattered by the particles in
suspension allowing their visualization. A high-sigimity CMOS camera captures the
particle moving in real-time under Brownian motiomhe particle concentration
analyzed inside the chamber should be diluted fo- @’ particles per milliliter. The
speed of motion or diffusion constant of the Broamimotion is related with particle
size by using the Stokes-Einstein equation:

_ TK,

Dt =
3nnd

(2.1)
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Where Dt is the diffusion coefficientk} is the Boltzmann’s constant,is the viscosity,

T is the temperatureand d is the sphere-equivalent hydrodynamic diameter.
Consequently the particle diameter can be calalldtéhe sample temperature and
solvent viscosity are known.

Polystyrene particles were analyzed from direcerpretation of AFM images and
through statistical analysis of SEM images via ¢thess-platform image analysis tool
ImageJ. (see appendix A for data). The softwareutaties the particle area by modeling
the particles with ellipses and then measuringpilrels occupied. The quality of the
image had a clear brightness contrast between aheclps and background to set a
threshold that allows a distinctive definition addferentiation between them. The
expected particle size was ranged between a maxiameha minimum value in order to
avoid noise picked from the background that otheewwould be interpreted as very
small particles.

2.3 Substrate wetting properties

2.3.1 Substrate and cleaning procedure

Silicon wafers of roughly 1 cfrwere used as substrate and were cleaned thorotaghly
render a hydrophilic surface through one of theofaing cleaning protocols:

1. The silicon substrates were placed in acetodesanicated for 5 min in the ultrasonic
bath. When finished, the substrates were rinsestlyfiwith acetone, secondly with
Isopropanol and finally blow-drying with nitrogen.

2. Cleaning procedure based on RCA-1. 250 ml oémwand 50 ml of 30% ammonium
hydroxide was mixed in a beaker and heated urgilréaction reached 65°C. Then 50
ml of 30% hydrogen peroxide was added while thepemature was maintained
constant in a final ratio of NMDH (30%):H02(30%):H0 1:1:5 at 65°C. The silicon
wafer was soaked in the solution for 15 min. Rigfier, the silicon substrates were
placed in a beaker with DI water and sonicatedIfamin in the ultrasonic bath to
remove the reaction residues. The silicon substvatethen blow-drying with nitrogen.

A final UV/ozone treatment was applied to all sugs used in dip-coating and
Langmuir-Blodgett methods for 10 min to render arophilic surface whereas some
substrates in droplet evaporation method were eltbly untreated to investigate the
effects of surface wetting in monolayer formation.

45



2.3.2 Substrate functionalization

Silicon wafers were functionalized with Trichloré{LH,2H,2H-perfluorooctyl) silane
(PFS) and (3-Aminopropyl)Trimethoxy-silane (APTMM®) order to provide different
wetting properties in the study of self-assemblynolayers.

Prior surface functionalization, silicon wafers wethoroughly clean via cleaning
protocols 1 and 2 and a UV/ ozone treatment appiagénder a clean surface without
contaminants. The vacuum chamber was dehydratetOfonin with aknf lab Laboport
model N820.38@ump to remove the air and refilled with Argon. Tdikcon substrates
were then placed on a petri dish inside the vacaoamber, the system evacuated for 5
minutes and refilled with Argon. This stage prewoto surface functionalization
promotes the dehydration purge and removes theimergavater on the substrates. A
solution of 25% v/v APTMS in Toluene or 25% v/v PHS$ Toluene was then
introduced to the chamber and the system evacuated min. A small volume of
Argon was introduced into the sealed chamber rgitie pressure but kept below the
atmospheric pressure to assure an argon atmosgimeoeinding the substrates to avoid
humidity. The reaction time for the molecules teely evaporate and condense onto the
substrate in case of PFS silanisation was 10hrandse of APTMS silanisation 1h.

2.3.3 Substrate contact angle via static sessile drop nieid

The wetting properties of the substrates after nifgp procedure one or two were
characterized before and after the UV light /oztseatment on the substrate. The static
contact angle measurements were carried out at rtemperature in an open
atmosphere. The needle and the syringe were cleaied| water before running the
contact angle experiment. A small drop of ~ 2 mnadiameter was deposited on top of
the substrate. In order to avoid shape distortioth @brations due to droplet impact
with the substrate, the needle was placed almostoiiact with the bottom of the
specimen to supply the liquid and then gently degdcfrom de droplet. The drop was
illuminated by a light source and an image of thepdshape was taken with a DMK
23U618 USB 3.0 Monochrome Industrial CameFae droplet image was analyzed
with the freely-availableomputer softwarealled ImageJ through Brugnara plugin for
contact angles before UV/ozone treatment and Low Bgisymmetric Drop Shape
Analysis (LB-ADSA) by Sage et. al [55] for contaatgles after UV/ozone treatment.
In the case of APTMS-treated and PFS-treated stbstrthe droplet image was
analyzed by LB-ADSA plugin.
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2.4 Methods for production of self-assembled monolayers

2.4.1 Monolayer self-assembly by Droplet Evaporation techique

The colloidal solution was sonicated in an ultrasdrath for 30 min to ensure that the
colloidal particles were fully dispersed. A droptétthe suspension was then deposited
over a silicon substrate placed on the bottomrebalar Petri dish used as experimental
cell. The Petri dish was covered with the lid aedled with parafilm to minimize the
external air flow. The proper particle concentrmatiand volume spread were chosen
depending on the deposition area and on the padizk in order to provide a close-
packed monolayer of approximately ITafter solvent evaporation. The particle/solvent
proportion was calculated by finding the numbenaho-or microspheres necessary to
self-assembly in the required area. The originatigda concentration in a colloidal
solution is:

6w

N =
mpg3

1012 (2.2)

where N is the particle / mlwis the concentration of solid particles in grams/mis
the density of polymer in grams/cm3, and ¢ is the diameter of the particles in
micrometers. The number of particles necessarpverche selected area:

A
= (2.3)

np 2
"(2)
where the term in the denominator represent the @aceupied per particle. Dividing,
by an appropriate amount of solvent, the originatiplar concentration in the colloidal
suspension required to form a monolayer expresseefjuation 2.2 can be tuned to
satisfied equation 2.3. However, the particle cotretion deposited on the substrate
should not be critical, one or two times highemtliae theoretical value calculated also

provides good results. Equations 2.2 and 2.3 ae walid for the approximation of
particle/solvent proportion in Dip-coating and Lamgr-Blodgett technique.

In the case of APTMS-treated and PFS-treated sibstra preferred volume of
deionized water was deposited on the substraterta & small droplet and on top a
volume of polystyrene dispersion was spread atitjued-air interface. The sufficient
concentration to form a full monolayer in the adedimited by the circular base contour
of the droplet upon evaporation is calculated &y dljuations that relate the volume of
the droplet spherical shape, the contact angldl@dontact base radius [61]:
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V = nR3f(6) (2.4)

(1 —cos8)?(2 + cos 8)
3sin3 6

f(0) = (2.5)
where V is the droplet volume of the spherical ghegsting on a horizontal plane, R is
the contact base radius afdhe contact angle.

2.4.2 Monolayer self-assembly by Dip-coating technique

The self-assembled monolayers were obtained byirdjpp silicon substrate into a
colloidal suspension at room temperature. The talosolution was sonicated in an
ultrasonic bath for 30 min to ensure that the sosijp@m was fully dispersed. A
suspension volume of 4mL was poured in a 5 mL heak@rovide enough depth for
the substrate to dip in. The solvent used for tiiclal particles was ethanol, water or
a mixture of both at different proportions diluténl a definite concentration range
between 0.3-3% w/v. The experimental procedure wasied out by means of a
Langmuir-Blodgett dipping arm used for the substriadimersion into the suspension.
The silicon sample was placed on the holder clip aertically dipped into the
suspension until the substrate was fully coveredhleysolution. The substrate was left
immersed in the solution for 4 mand then lifted up at a constant withdrawal speed
between 1-90 mm/min accurately controlled by thapoter.

2.4.3 Monolayer self-assembly by Langmuir-Blodgett techrque

The self-assembled monolayers were obtained by mEssjpn of polystyrene particles
suspended on the air/water interface followed Isylasequent transfer of the thin film
onto a silicon substrate.

The Langmuir-Blodgett trough and barriers were gl with 96% ethanol and the
Wilhelmy plate inserted into a hot flame for a feaconds to remove any contaminant
from the plate. The trough was filled with DI wates subphase until it reached a couple
of millimeters above the edges. The Wilhelmy plates placed perpendicular to the
barriers in the center of the trough making sua #ibout 1/3 of the plate was immersed
in the subphase. Barriers were closed back anch ftot check for superficial
contaminants which were removed with a pipette dliersurface inside the barriers.
The surface pressure between initial and final ager increased above 2mN/m.

The Minimicro Langmuir-Blodgett trough is manufagd by KSV instruments. The
trough made up of Teflon has dimensions of 195mmgtlg 50mm width, 4mm depth
with a dipping well of 30mm length, 20mm width aBdmm depth. The total available
surface area is 8007 and total volume is 57mL. Surface pressure is oveds

through the Wilhelmy plate method with a platinutate with perimeter of 40.24mm
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suspended from an electro-balance device. The rippnechanism consists in a
mechanical arm that holds the substrate via ahdiger and controls the immersion
and withdrawal speed in a speed range of Imm/m@®tom/min.

Surface pressure-area isotherm of the particlesfivere obtained from the convenient
colloidal suspension volume spread on the interfAdee colloidal suspensions of
polystyrene were prepared in ethanol at differemtcentrations (w/v) for particles of
~2um diameter and particles of ~350nm diameter. Tlspesions were ultrasonicated
30 minutes before spreading onto the interfacethad an appropriate volume gently
deposited. The surface pressure did not exceedNOrBrduring deposition. The system
was left 30 min for the solvent to evaporate wipsticles dispersed throughout the
initial available area. Particles were compresdea e@onstant speed of Smm/min until
the selected surface pressure for film transfer igashed. The substrate coating was
carried out by using the vertical dipping methodiéferent withdrawal speed in a range
of Imm/min to 90mm/min.

The surface pressure was plotted versus area pcl@axpressed in cffimg The
initial surface area per particle is A#MW, where A is the available area with the
barriers opened and N the total number of partidle®rderto compare experimental
results with the expectedA isotherm, the theoretical area covered by thggbgrene
spheres was calculated by equations 1.36 and E881ang perfect hexagonal close
packing and particle density of 1.05gftm

In order to quantify the influence of the monolagéruption in the vertical deposition

technique upon substrate withdrawal/dipping, azuworial transfer was investigated in
different hydrophilic and hydrophobic substrateke Ppolystyrene particles were spread
and compressed on the subphase following the saooequre showed previously in

vertical Langmuir method. A small hole was madeh@ monolayer and the substrate
immersed inside the subphase. With the help of zesse the substrate was gently
elevated and the monolayer picked horizontally @bstant compression rate. The
monolayer was then dried at ambient conditions @mpared with the conventional

vertical dipping method. Another variation was @aluced in some samples to transfer
the monolayer by touching the film from the top dhnen lifted up into the air.

2.4.4 Surface characterization

Atomic Force Microscopy (AFM) and Scanning Electidicroscopy (SEM) are used
as complementary techniques for surface investigati

The AFM equipment used is called NTEGRA Aura mo@8150. The sample was
scanned at room temperature in tapping mode wittOgmpus OMCL-AC160TS
cantilever with a resonance frequency of 300KHz Thages obtained were analyzed
and treated with WSxM software.
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The SEM equipment used is a field emission Zeigk) 8B model with an extra high
tension (EHT) of the electron beam of 10kV. All sdes were appropriately coated
with a conductive film of gold via Edwards Sputteater model S150B.

2.5 Methods for structural characterization and ordering analysis

In order to find the centers of the particles, SEMges of self-assembled monolayers
were examined using ImageJ software. A region tdr@st was selected to avoid text,
labels and undesirable effects. The image was cted/do binary grayscale and
contrast and brightness were adjusted until thekdgraand and the particles were
clearly differentiated. Few pixels connecting paes were removed by using the option
“watershed”. The software guesses the border betvpeeticles following the most
probable direction and overlays the particles t&ertaem distinguishable. The particles
were analyzed by adjusting a threshold in the ebggerange of particle size to avoid
background noise to be interpreted as small pasticThe particles at the edges were
discarded.

Once the coordinates of the centers were obtaitnedfirst level analysis began by
using the Delaunay triangulation method in MATLA8 generate a triangular mesh
[62] (see Appendix B1.1) between centers of plagievithin a region of interest. The
MATLAB code was initially based in the work of Leeet al., but it was modified,
explained and optimized to fulfill the requiremendemanded. The average side
deviation L agevand average angle deviati@nagey Were calculated by the expressions
proposed by S. Matéfi-Tempfli et al., [63]:

1
T = Yr-1|Lig = Laom| - 100% (2.6)

L =
i_adev 3Lg

Where Lgom is the average side;is the K’th side of the i'th triangle and

1
Di adev = ;Zi=1 |(pi,k - §| -100% (27)

whereg; «is the k'th angle of the i'th triangle. The mesllerwas then sorted by green
color for well-ordered triangles if both mean sakyiation and mean angular deviation
are below 10%, by yellow color if only mean sidevidéon in the triangle is below
10%, by blue color if only the mean angular dewiatin the triangles is below 10%
and by white color for non-ordered triangles.

Moreover, to further characterize the orderingha triangular level, a histogram with
the distribution of side distances and distributmnangles were calculated together
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with the total ordered area and a parameter ofrardpercentage defined by the total
well-ordered area (green triangles) divided bytttal area analyzed.

The second-level analysis began by finding groudp®lated triangles inside the well-
ordered areas. These groups of triangles form grainere the structural transition
between other grains gives rise to triangular denaand structural defects. The grain
analysis was evaluated with a MATLAB code (see Ajplpe B.1.8). The spreading
algorithm for grain growth depends on if the triengnalyzed shares two vertices with
a triangle that is already part of the grain aslwasl fulfills the deviation criterion
defined previously (10% deviation). Only grainsiwdt least 6 triangles are considered
true grains. The MATLAB code generated a triangatatwith groups of triangles
distinctively colored to identify different well-dered regions. For better grain
characterization total grain area (hexagonal ord@g calculated as well as the largest
grain in each ordered domain and the distributiograins.

The pair distribution function was calculated tcaidcterize the size of the ordered
domains in the colloidal crystal film to be comphneith the results obtained by the
triangulation and grain analysis. The radial diseawas normalized with the particle
diameter and evaluated with a MATLAB code (see Apjre B1.7).

A color-coded orientation map is also availablethe Appendix B1.10 based in the
work of Aaron C. et al.,[64], it was modified, pgiied, explained and optimized to
fulfill the requirements demanded. The algorithmbased in the different rotations
between grains. The angle of orientation is catedlahrough the angles formed with a
central particle surrounded by six particles in@ag with no faults or defects.

An overview of the SEM images collected during thenolayer self-assembly are
organized in tables 2.2, 2.3, 2.4 and 2.5 for r#malysis and to identify the degree of
order, grain size, interparticle distances and kEmgieviation. The samples are divided
depending on the method utilized for 2D crystatitzddion.

Droplet evaporation

: [} W/V Vdispersion Vdroplet
Region substrate wm) | (%) ) () MAG.
1 APTMS 2.3 3 1 20 899X
2 Hydrophilic | 0.35| 10 0.5 - 2.52KX
3 Hydrophilic | 0.35 1 1 - 2.04KX
4 Hydrophilic | 0.35 1 1 - 2KX

Table 2.2 SEM images collected of polystyrene self-assainilenolayers
via droplet evaporation for structural charactertin and analysis.
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Dip-coating

. [0) WV | Vsouwtion | Immersion | Withdrawal
Region substrate wm | (%) () time (min) | (mm/min) MAG.
1 Hydrophilic 2.3 3 4 4 1 498X
2 Hydrophilic 2.3 3 4 4 2 502X
Table 2.3 SEM images collected of polystyrene self-assainilenolayers
via dip-coating for structural characterization aaghalysis.
Langmuir-Blodgett
, Upstroke or
Region substrate | P VZ//V VI Bar/rle_r ll\_l[/ downstroke MAG.
(=m) | (%) | (uD) [ (mm/min) | (mN/m) (mm/min)
1 APTMS 23| 2.5] 204 4 25 1 1.05KX
2 APTMS 23| 2.5] 204 4 25 1 1.01KX
3 APTMS 2.3 | 2.5] 206 4 25 1 1.01KX
4 APTMS 23| 2.5] 204 4 25 3 1.01KX
5 APTMS 23| 2.5] 204 4 25 3 1.01KX
6 APTMS 2.3 | 2.5] 206 4 10 1 1.03KX
7 APTMS 2.3 | 2.5] 206 4 10 1 1.03KX
8 APTMS 23| 2.5] 204 4 15 1 1.02KX
9 APTMS 2.3 | 2.5] 206 4 15 1 1.02KX
10 APTMS 23| 2.5 204 4 15 1 763X
11 Hydrophilic 2.3 51 103 4 20 1 500X
12 Hydrophilic 2.3 51 103 4 20 5 501X
13 Hydrophilic 23| 7.5 60 4 20 1 503X
Table 2.4 SEM images collected of polystyrene self-assainilenolayers
via Langmuir-Blodgett for structural characterizai and analysis.
Horizontal transfer
. [0) wiv| V Barrier II
Region substrate wm | @) | (ul) | (mmminy | @mm) MAG.
1 APTMS 23| 2.5] 204 4 25 1.04KX
2 APTMS 2.3 | 2.5] 206 4 25 1.04KX
3 APTMS 2.3 | 2.5] 206 4 25 1.04KX
4 Hydrophilic 23| 2.5] 204 4 25 1.04KX
5 Hydrophilic 2.3 | 2.5] 204 4 25 1.04KX
6 PFS 23| 29 206 4 25 1.08KX
7 PFS 23| 2.5 206 4 25 1.04KX
8 PFS 23| 2.5 206 4 25 1.04KX
9 PFS 23| 2.5 206 4 25 1.04KX

Table 2.5 SEM images collected of polystyrene self-assainilenolayers
via Horizontal method for structural characterizati and analysis
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3 Results

3.1 Sizing Silica and polystyrene particles

Self-assembly processes depend to a large extethteophysical characteristics of the
building blocks that form the system. Shape, sigewall as the polydispersity or
monodispersity in the colloidal solution have aitapole in the final arrangement and
order in the well-structured array. In order to ralaéerize the particle size and size
distribution, silica particles were analyzed by Nparticle tracking analysis (see
Appendix A). The average diameter found was 28 rith & large range of particles
having a diameter ~30nm and a certain degree ofdsmersity. The two different
polystyrene particles in size used in this mastesis were analyzed by ImageJ through
respective images obtained from SEM. Figure 3.lictephe two different images of
different particle size employed by the softwarke Tmages are pretreated in black and
white colors to highlight the boundaries betweentiglas and background for
increasing the efficiency during software procegsirhe statistical analysis generates a
table with the occupied area per particle which lsamonsulted in Appendix A.

D= 37mm  EHT=1000kV
- o Mag- 501KX StageatT= 00°  Tilt Corm. = OF
N L

Figure 3.1: Statistical analysis of particle size and size ribisttion by ImageJ. Particles accurately
identified for software processing are encircled d\blue line. (a) Polystyrene particles’ of ~350nm
diameter. (b) Polystyrene particle of z diameter

Polystyrene patrticles in Figure 3.1 (a) resultethwain average diameter of 352.8 nm, a
median of 345.7nm and standard deviation of 7.3 Rigure 3.1 (b) resulted with an
average diameter of 1.994h, a median of 2.g@n and a standard deviation of 169.9
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nm. The polydispersity factor is more pronouncedhia latter case and therefore the
particle size variability will hinder the order the course of self-assembly.

3.2 Substrate contact angle via static sessile drop nieid

The wetting properties of silicon surfaces aftezading via first o second cleaning
procedure before and after UV/ ozone treatmentdegEcted in the Figure 3.2. The
surface energy values provide information on thértyghobicity and hydrophilicity of
the substrate, i.e. the wettability of the surfaltee to surface contamination. The
measurement is carried out right after the dropams the surface to avoid advancing
contact angle over the dry solid surface implyinghange in the contact surface. The
contact angles found on the substrate before UWezmeatment were 76.1° and 58.7°
for cleaning procedure 1 and 2 respectively. Thea angle after UV/ozone cleaning
ranges around a magnitude of approximately 10°catohig the high hydrophilicity
rendered on the substrate surface.

© (d)

Figure 3.2 Surface contact angle on silicon substrate cleama procedure 1 (a)-(b),
and via procedure 2 (c)-(d). (a) and (c) represémd contact angle before UV/ozone
treatment with a value of 76.1° and 58.7° respebtivb) and (d) represent the contact
angle after UV/ozone treatment with a magnituda fe#fw degrees.
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The wetting properties of silicon surfaces funcailwed with APTMS and PFS are
depicted in the Figure 3.3(a) and Figure 3.3(bpeesvely. The measurement is carried
out right after the drop contacts the surface toichadvancing contact angle over the
dry solid surface implying a change in the contatface. The contact angles found
were 58.5° for silicon substrates functionalizedhwhAPTMS and 105.7° for those
functionalized with PFS.

(@) (b)

Figure 3.3 Surface contact angle on functionalized substat@) APTMS-treated
substrate with contact angle of 58.5° (b) PFS-edasubstrate with contact angle of
105.7°

3.3 Monolayer Self-assembly by droplet evaporation.

3.3.1 Silica particles

The deposition process and drying profile of colédidroplets are subordinated to
physical and chemical restrains. For this reasel;assembled monolayers of silica
nanospheres were attempted to form at differenteatnations, volumes of deposition,
solvents and contact angles. Figure 3.4 presemsrahulting patterns of colloidal

droplets after droplet evaporation with contactlesdarger than 58°. During the drying
process the solid particles migrate to the pinnedtact line leaving a coffee ring

phenomenon. Droplets with higher concentrationtiraeol than water in the ethanol-
water binary mixture acting as solvent experimersdugace tension decrease with a
consequent spherical shape distortion.
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(d)
Figure 3.4 Optical images of a ring deposition and irreguldrustures after evaporation of a sessile
colloidal droplet captured with an inspection camenounted on Opten zoom 125C. Mass concentration,
solvent ratio and initial volume in (a-d) imagesata) 0.4% w/v silica, Ethanol: DI water 1:1, 2I0(b)
0.4% wi/v silica, Ethanol: DI water 2:1, 4D(c) 0.4% wi/v silica, Ethanol: DI water 3:1, A0(d) 0.04%

w/v silica, Ethanol: DI water 1:1, 10, (e) 0.4% wi/v silica DI water 1ImM NaOH pH 9. Tisel arrows
point at the place where AFM scans were carried out

The images shown in the Figure 3.4 illustrate thegularity of the droplet structure
after evaporation process. Further surface charaaten at different regions inside the
droplet rim is made to determine the molecularcétme ordering and organization of
the nanospheres in order to verify the existencesetfftassembled monolayers. Figure
3.5 shows the nanosphere arrangement close tanthepmofile in the vicinity of the
contact line where according with theoretical pcadns, ordered crystal structures
should be easier to be found. However, only aggtatien of silica particles forming
multilayers without any periodic pattern is seen.
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Figure 3.5 AFM image of colloidal droplet evaporation, 0.4%4v silica,
Ethanol: DI water 1:1 and initial volume of A0The area scanned is shown
by the arrow in the figure 3.4(a). No order is foun

The mass concentration of silica is lowered to mleva more diluted dispersion as a
change in the experimental conditions to avoidiglaraggregation in a try to look for
another preferential deposition rather than the-like shape and the subsequent
disordered inner area upon droplet evaporationurgig3.6 shows the molecular
arrangement after droplet deposition of 0.04%wlicai Figure 3.6(a) shows several
island-like aggregates of colloidal particles. Theaght profile shown on Figure 3.6(b)
demonstrates the particle agglomeration considehagthe mean nanosphere diameter
is ~30nm.

Z[nm]

Il ‘ Il ‘ Il ‘ Il ‘ Il ‘ Il ‘ Il ‘
0O 02 04 06 08 1 12 14

X[pum]
(a) (b)
Figure 3.6: AFM image of a colloidal droplet evaporation, 0.0484 silica, Ethanol: DI water 1:1 and
initial volume of 1@I. (a) The blue line marks the height profile shosn(b). The cross-section shows

that particles are aggregated in a multilayer. T8oannig area corresponds with the area pointethiey
arrow in figure 3.4(d).
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Silica particles were dispersed in DI-water 1ImM K&h&t pH 9 to enhance electrostatic
repulsion between particles with low ion concembratto not interfere with the
screening effect by decreasing the Debye lengthweder, several AFM scans at
different areas showed that the molecular adhgsosisted as depicted in Figure 3.7

Figure 3.7 AFM image of a colloidal droplet evaporation, 0.4% silica, DI water, 1mM
NaOH and initial volume of8.(b) The scannig area corresponds with the area poified
the arrow in figure 3.4(d).

DI water was used as solvent for the colloidal ipke$ but the adhesion forces still led
to molecular disorder after droplet evaporationguré 3.8 shows the particle
arrangement into large groups of molecular clusttasked in random configurations.

Figure 3.8 AFM image of a colloidal droplet evaporation, 1%&ilica, DI
water, initial volume of 4 4.
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Wetting properties of silicon substrates for mogelaself-assembly were further

analyzed by applying a UV/ozone treatment afteairgleg procedure 1 or 2. The silicon
substrate was rendered with an increased hydrophiuantified by the sessile contact
angle method after droplet deposition. The finahtaot angle of a few degrees
facilitates the droplet spreading all over the subs and modifies the convective flow
which is clearly dependent on the wetting propsrtieifferent silica concentrations

were suspended in DI water with different ion concation, ethanol or mixture of both

as studied before. However, neither monolayers well-defined self-assembled

structures were found; only isolated areas aftepldt evaporation appeared to provide
some sort of small order.

Figure 3.9 shows the arrangement of silica nhanasghen a more wettable substrate
due to contact angle reduction. As a result, modered monolayers and bilayers are
found. However, the close-up of Figure 3.9(c) iatks that the monolayer is poorly
arranged in a defined pattern showing vacanciesstmothg adhesion forces between
neighboring particles as it is inferred from théghe profile shown in Figure 3.9(d).
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Figure 3.9, AFM images of a colloidal droplet evaporation, 1%vwilica, DI water, deposition volume
of 1ul. (a) Large layer of particles found close to ttirg-like structure.The line marks the height plefi
shown on (b) The height profile of ~30nm indicatesie case of monolayer organization. (c) Closefup o
the layer shown in (a). Silica hanospheres are nwdered without showing a clear pattern. The line
marks the height profile shown on (d). The disoiggtion of particles in the monolayer is clarifey the
irregularity on height profile.

Figure 3.10 shows the effect of using a solventtane<of DI water and ethanol to try to
avoid agglomeration resulting in a well-disperesdita. However, the particles still
adhered each other forming stripes and increasBagresence of empty areas between
disordered groups of particles. Figure 3.10 (b)wghan more detailed the non-well-
structured silica particles and the multilayeredagement.
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Figure 3.10: 4% wi/v silica AFM image of colloidal droplet evaption, 0.04% w/v silica, Ethanol: DI
water 1:1 and initial volume of 14

3.3.2 Polystyrene particles

Hydrophilic substrate

Fabrication of 2D crystals from polystyrene sphenes carried out by preparing a
colloidal suspension of poly(acrylic acid)-graftgalystyrene diluted in DI water
without further purification. The contact angle thife watery suspension onto the
substrate surface was close to zero. The degrealef in the self-assembled monolayer
from polystyrene particles with diameter ofur2 (PS) were first compared at different
concentrations of 30%, 15% and 7% wi/v with an @hitiolume of Ll for the first two
colloidal suspensions and 1.5ul for the last ondé &s shown in Figure 3.11. Figure
3.11(a) and mostly Figure 3.11(b) provided the Westlts in monolayer fabrication
with PS particles. Although, in both cases, the monolameays presented different
oriented crystal domains together with grain bouieda more cracks and vacancies are
located in Figure 3.11(a). Figure 3.11(b) partidylayields larger well-defined
orientations and long-range order with regular lgexal arrangement as can be seen in
more detail in Figure 3.11(c). When particle corraion in the suspension is further
decreased, polystyrene particles are more loosaligqul resulting in less order over the
substrate coverage and worst packing ratio. Fi@ut&(d) shows the particle ordering
affected by the decrease of R®ncentration in the deposited droplet.
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Figure 3.1 AFM images of self-assembled monolayers with gartiliameter of ~2m (a) 30% wi/v

polystyrene in DI water with initial volume of 1uyh) 15% w/v polystyrene in DI water with initial
volume of 4l (c) A close-up resolution of (b), (d) 7% w/v @milyrene in DI water with initial volume of
1,5I. The molecular arrangement was diminished fortilghest and the lowest particle concentration.

Patterned structures and morphology of the polgsigymonolayers were also examined
by scanning electron microscopy. Low-magnificatisn used to characterize self-
assembled structures over wide areas whereas haghification is used to observe in
more detail the spheres arrangement. Figure 3.b#%/sska series of SEM images to
determine the long-range ordering of the polystgrparticles. Figure 3.12(a) illustrates
a monolayer microstructure formed by small regiohfiexagonal order separated by
multiple-line defects. It is also appreciated mdes with large disparity in diameter and
a global lack of homogeneity since polydispersffg@s the monolayer packing. Figure
3.12(b) shows a fraction of the ring formation aeftiee drying process at the droplet
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edge. The piling of layers due to an excessiveighartiux is progressive; the particle
aggregation and accumulation pass from multilagemétion in the ring-like shape to
monolayer formation in the inner part. Decreasing volume deposited gave rise to
short-range ordering between concentric rings & $e Figure 3.12(c). During the
drying time, the droplet has shrunk and the contamile has receded leaving the
characteristic multi-ring structure. The monolaystween two concentric rings is
shown in more detailed in Figure 3.12(d) where dsfeand short-range are better
appreciated.

(d)

\Figure 3.12: SEM images of self-assembled colloidal polystyneitb particle diameter of ~@n. (a)
Self-assembled monolayer at 30% wi/v in DI wateh wiitial volume of 1ul 0.5K magnification (b)
Fraction of the Ring-like shape formed around tlagtiple assembly, 0.5K magnification, (c)30% w/v in
DI water with initial volume of 04 0.1K magnification (d) A close-up resolution af) (0.5K
magnification .
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Polystyrene particles with diameter of ~350nm pSat concentrations of 10% w/v

initial volume of Ll and 1% wi/v initial volume of 1,8 are shown in Figure 3.13. The

monolayers obtained were denser than in case af R§ure 3.13(a) and (b) show a

densely-packed monolayer in which some defectssadroth layers can be appreciated.
Line defects, vacancies and a combination of bathtd accumulation of vacancies are
discerned along the monolayers. Additionally, airgtaoundary is found in the upper-

right corner of Figure 3.13(b). In any case, a@lassight into other areas of the same
monolayer still provides large and well-orderedaagement with hexagonal packing.

The height profile depicted in Figure 3.123(d) skaWwe increment in height between
the substrate and the particle arrangement reguilira difference of one molecular

diameter and suggesting the single monolayer foomat

Z[nm]
8

Figure 3.13: AFM images of self-assembled monolayers with dartd@ameter of ~350nm (a) 10% w/v
in DI water with initial volume of 0.5ul, (b) 1% win DI water with initial volume of2 (c) A close-up
of the image shown in (a), the line marks the hepgbfile shown in (d). The cross-section highlgtite
difference in height between the substrate angéréicle arrangement showing that particle assenibly
formed in a monolayer structure.
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SEM images of polystyrene colloidal particles shawrigure 3.14 confirm the large
monolayer arrangement and the hexagonally packedtste. However, the particle
array is divided in different domains with struelumdefects such as line defects,
vacancies and grain boundaries as illustrateddarigiure below. Figure 3.14(c) shows a
self-assembled monolayer from a droplet 10% lessauatrated and 4% more volume
deposited than in Figure 3.14(a). Both cases wrdéi@.14 show better packing with the
monodispersed R$ than with the more polydispersedPS
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Figure 3.14 SEM images of self-assembled monolayers with padiameter of ~350nm (a) 10% w/v in

DI water with initial volume of 0.5ul, 2.52K magnition, (b) close-up of image shown in (a) 5K
magnification, (c) 1% wi/v in DI water with initiziolume of 2I, 2K magnification, (d) close-up of (c) 5K

magnification.

APTMS-treated substrate

Self-assembled monolayers of polystyrene micro-anospheres were attempted to
form by depositing a colloidal suspension of potyfdic acid)-grafted polystyrene in

ethanol without further purification on top of aial@ized water droplet. The contact
angle of the water-drop on the substrate w&€°. Different suspension concentration
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and volumes spread on top of the water-drop wereedido analyze the influence of
these variables into the system. A wide representaif the structural patterns obtained
with polystyrene particles e2um diameter are summarized by the results obtaihead
concentration of 3 % wi/v polystyrene and volumef2d&ul and 1ul in Figure 3.15.
Figure 3.15(a) shows the coffee ring formationted edge of the droplet as well as
particles clusters accumulating in different paitserThe close-up image of Figure
3.15(a) shows the variety of structures formed rafleoplet evaporation. These
amorphous structures enhanced by the oppositioneket receding contact line and
particle deposition were minimized reducing thetiplr concentration as shown in
Figure 3.15(c) and (d). However, the particle ageanent was not compact and the
monolayer continuity split in many areas alterngitsmall domains of hexagonal order
with empty areas and particle agglomeration. Tive degree of order was obtained
despite the different concentrations and the suspeivolume used
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(b) ()

Figure 3.15: self-assembled monolayers with particle diameter2am on a substrate surface modified
with APTMS. (a) 2.5ul of 3 % w/v polystyrene ira@ihl deposited over a deionized water droplet @fl20
0.5K magnification, (b) close-up of image showifan1K magnification, (c) 1pl of 3 % wiv polystyeen
in ethanol deposited over a deionized water dropfe20pl 0.4K magnification, (d) close-up of (cK.
magnification.
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Polystyrene particles with diameter €850nm deposited over a initial water droplet of
20ul at concentration of 1% w/v with a volume oé thuspension of 3ul and 2ul are
shown in Figure 3.16(a) and Figure 3.16(b) respelsti The deposited nanospheres in
a coffee-like structure with clumps of particleshe interior or groups of small isolated
islands of particles with may voids and poor areangnt are evidences of an irregular
process of mass distribution.
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1
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Figure 3.16: self-assembled monolayers with particle diameter~850nm on a substrate surface
modified with APTMS. (a) 3ul of 1 % wi/v polystyré@methanol deposited over a deionized water drople
of 20ul 0.044K magnification, (b) 2ul of 1 % wiystyrene in ethanol deposited over a deionizedtwat
droplet of 20ul 0.468K magnification.

PFS-treated substrate

Nanoparticle self-assembly of poly(acrylic acidafed polystyrene were assayed on a
hydrophobic substrate treated with PFS by depasiB® particles in the liquid-air
interface as has been reported in the previousosedihe contact angle of the water-
drop on the substrate wasl00°. Different volumes of 3% w/v polystyrene dispon
were spread on a deionized water droplet of 20pguré 3.17 (a) shows a
heterogeneous solid deposition in a kind of mudtiphg structure with a concentrated
particle distribution in the interior area. The @dows indicate the trace of particles left
behind during the evaporation process. Therefoee ghmning-depinning behavior
during droplet evaporation gave rise to the chargstic ring formation every time that
the droplet receded. The Figure 3.17 (b) presentmare detail the absence of both
hexagonal order and monolayer structure, and tbsepce of ring-like structures which
became smaller as the size of droplet progressivetyeased during evaporation. The
final conformation is an agglomeration of particiesnultilayers or other patterns with
no specific order as shown in Figure 3.17(c).
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Figure 3.17:self-assembled monolayers with particle diameterauim on a substrate surface modified
with PFS. (a) 2.5ul of 3 % wi/v polystyrene in etblagieposited over a deionized water droplet of 20ul
0.5K magnification, (b) close-up of image showifap1K magnification, (c) 1ul of 3 % w/v polystyeen
in ethanol deposited over a deionized water dropfe20ul 0.4K magnification, (d) close-up of (c9K.
magnification

3.4 Monolayer Self-assembly by dip-coating

The influence of colloidal particle concentratiowjthdrawal speed and solvent
properties are the main factors investigated fer firmation process of well-ordered
arrangements. The hexagonal closely packed stegtlo not cover the whole available
area over the substrate since multilayers, loogalgked formations, aggregates or
stripes are also found to a greater or lesser exigmending on the variables studied.
All the substrates were submerged in a volume of dihcolloidal solution with a
maximum immersion depth of ~0.8 cm.

68



Figure 3.18 shows the colloidal self-assembly by-abating process in a 3% wl/v
polystyrene suspension of ~2um diameter with ethhaater 1:1 mixture. The substrate
remained immersed in the solution for 4 min anchthéthdrew at a lifting speed of
Imm/min. A regular structure with periodic hexagonanfiguration is shown. The
vacancy height of around half particle diameter snead in Figure 3.18(b) could
suggest that the assembly has been arranged ittikayeu structure
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Figure 3.18: (a) Closely packed hexagonal assembly with partideneter of ~2um immersed 4 min in
3% wl/v polystyrene suspension in a volume ratioaBthDIl water 1:1 with withdrawal speed of
Imm/min. The line marks the height profile shonwlgnThe cross-section measures the vacancy height
found in the well-packed particle arrangement.

The influence in the rate of polystyrene partiateserage over the substrate and the
degree of well ordered arrangement are evaluatedsdnes of withdrawal speed
increments. The increase of withdrawal speed to 2Zmmat the same conditions than
before is depicted in figure 3.19(a). An improvediey characterized by larger areas
and well define periodic structures was achievéubalgh some defects and voices were
still found. At a higher withdrawal speed of 10 mmi the order began to decrease
together with the observation of an increase intilayer phenomena as illustrated in
Figure 3.19(b). The self-assembly monolayer cossist narrow stripes with more
structural defects such as line defects and voalssed by a more loosely packed
arrangement.
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(@) (b)

Figure 3.19 Self-assembled polystyrene particles with diamefer2um immersed 4 min in 3% w/v
suspension in a volume ratio Ethanol:DI water 1(4) Withdrawal speed of 2mm/min. (b) withdrawal
speed of 10 mm/min

The structural characterization of self-assemblalgigtyrene microspheres observed by
SEM corroborates the similar results found at loithdrawal speed together with the
disorder increase at high withdrawal speed than ARMdges in Figure 3.19. Long-
ordered monolayer and substrate coverage are showrigure 3.20(a) and (b).
However, the monolayer alternates well-ordered ngements with empty areas
suggesting that more tight compression is requicecachieve longer symmetrical
hexagonal formation. More ordered close-packed rayeo is found at withdrawal
speed of 2mm/min in Figure 3.20(d). Particles amrartightly assembled with larger
hexagonal domains but with some line defects ak \Meé monolayer rupture leads to a
scattered pattern with particles distributed witktripes and small islands as seen in
Figure 3.20(c). At a high lifting speed of 10mm/mithe self-assembly process
increased randomness with dispersed monolayerslianddered bilayers since the too
fast speed surpassed the order provided by thélacgpiegime as shown in Figure
3.20(e) and (f).
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Figure 3.20: Self-assembled polystyrene particles with diamefer2um immersed 4 min in 3% w/v
suspension in a volume ratio Ethanol:DI water 1(d). and (b) Withdrawal speed of 1Imm/min. and 0.1K
and 0.5K magnification respectively, (c) and (dyhdrawal speed of 2 mm/min and 0.1K and 0.5K
magnification respectively, (e) and (f) Withdravgpkeed of 10mm/min and 0.1K and 0.5K magnification
respectively
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The surface coating by an ordered self-assembiadtste is also apparently dependent
of the concentration solution where the substsienmersed. For this reason, the next
variable under study was the particle concentraitmothe colloidal suspension. Figure
3.21 shows the self-assembled, M@mersed 4 min in a 0.3% w/v suspension in a
volume ratio Ethanol:DI water 1:1. At this low c@mtration, in case of 7 mm/min
withdrawal speed as shown in Figure 3.21(a), tHgspgrene particles are adhered to a
narrow region of the substrate, with loosely-pacleder and much less surface
coverage compared to the previous experimental worle. To further investigate the
lifting speed influence at low concentration suspem, the withdrawal speed was
increased till 90mm/min. The particle coveragehat high speed is also increased on
the surface although the degree of order in th#esed self-assembled regions is found
quite similar according to AFM images. Figure 391ghows an ordered area on top of
the image with some loss of order across the schrssmnple due to particle
polydispersity by which worst packing effect arowsmdaller particles was introduced.

Figure 3.21 Self-assembled polystyrene particles with diamefer2um immersed 4 min in 0.3% w/v
suspension in a volume ratio Ethanol:DI water 1(d). AFM image at withdrawal speed of 7mm/min, (b)
AFM image at withdrawal speed of 90 mm/min, (c) SEEge at withdrawal speed of 90mm/min, 0.1K
magnification, (d) Close-up image of (c) at 0.5Kgnification
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On the contrary, SEM images at withdrawal spee@0ofim/min revealed that in Figure
3.21(c) and (d) no monolayer was formed and theease in particle concentration over
the substrate was arranged in 3D scattered stasctinat probably responded to the
predominant role of viscous drag forces in matetegosition at high speeds rather than
the evaporation-induced regime.

Monolayer self-assembly by dip-coating was alsaesgtigated in polystyrene particles
with diameter of ~350nm at different withdrawal ege Hexagonal order is seen in
figure 3.22 within a range of few microns. Howevitle degree of disorder is directly
proportional to the withdrawal speed increase. Fedli22(a) shows a central defect line
while in Figure 3.22(b) the number of line defertsluding particle vacancies rises
considerably. Lastly, at the highest withdrawalexhelOmm/min a sub-monolayer is
appreciated in Figure 3.22(c). The loss of ordeshatrt-range showed by AFM images
induces to expect small monolayer extension.

To determine the long-range ordering of the crystaicture, SEM images were taken
in the three cases. In Figure 3.23 all samples sbadew surface coverage providing
only well-ordered monolayers at very small areaguffeé 3.23(a) shows more surface
coverage of polystyrene nanospheres but also bdaged multilayers are found.
Figure 3.23(b) shows a not-well compacted stripe itsrupture into small islands. The
last SEM image at 10mm/min withdrawal speed is depiin Figure 3.23(c) where
only very small regions of monolayers are distisged in the whole substrate.
According with SEMs images, besides the liftingespéncrease, the colloidal particle
concentration in the suspension seems to have @atmole in the studied cases of

PSsso
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Figure 3.22: Self-assembled polystyrene particles with diameter350nm immersed 4 min in 1% wiv

suspension in a volume ratio Ethanol:DI water 1a} Closely packed hexagonal assembly at withdrawal

speed of Imm/min.(b) Self-assembly at withdrawaédmf 2mm/min. The line marks the height profile

shown in (c). The height profile measures the eyl height in a line defect. (d) Self-assembly at

withdrawal speed of 10mm/min
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Figure 3.23 SEM images of polystyrene particles with diamefer350mm immersed 4 min in 1% w/v
suspension in a volume ratio Ethanol:DI water 1a) Gelf- assembly at withdrawal speed of Imm/min
1K magnification,(b) Self-assembly at withdrawadep of 2mm/min 2K magnification, (c) Self-assembly
at withdrawal speed of 10mm/min 5K magnification

3.5 Monolayer Self-assembly by Langmuir-Blodgett

Two-dimensional colloidal crystals of polystyrenpheres are characterized with
surface pressure-area-A) isotherms to define the most suitable surfacesgure for
transferring a film onto a silicon substrate in ttengmuir-Blodgett method. TheA
isotherm of polystyrene spheres monolayers at theenair interface was assayed at
different volumes and concentrations to find thestrappropriate and typical isotherm
which is in fact depicted in Figure 3.24. The soef@ressure is plotted versus area per
particle expressed in &mg.
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Figure 3.24 z-A Isotherm of polystyrene particles with za2 diameter
spread onto the surface in a volume ofl6# a solution 7.5% wi/v.

The Figure 3.24 shows the typicalA isotherm formed by three differentiate phases
that remains invariable in shape for all compressimaintaining the surface pressure
transitions and varying the area/particle. Regibelbngs to the gaseous phase which is
followed by a sharp transition to the solid phadee steep surface pressure increase is
very linear indicating that the liquid phase is aggmtly not present in the isotherm. The
region Il changes abruptly the line slope increggihe surface pressure more slowly.
This behavior in the transition between regionndldll is the collapse pressure of the
thin film. The theoretical area/particle for a @olsexagonally packed monolayer was
around 7crfiimg what indicates that 57.1% of the particles west. According with
then-A isotherms, the surface pressure chosen fortfimsfer onto a silicon substrate
was 20 mN/m in the hydrophilic case.

Hydrophilic substrate

The figure 3.25 shows the colloidal particle assgnumto a hydrophilic substrate at
withdrawal speed of Imm/min with P&nd initial volume spread over the interface of
68ul from a suspension of 7.5% w/v. The AFM imagesespnt the same monolayer at
different regions. In Figure 3.25(a), a not welj@nized array of polystyrene
microspheres can be recognized although some hdpring exists. It can be
appreciated that the main disturbing element igpthigdispersity. Smaller particles than
average are incrusted in the monolayer disruptimegsymmetry and the well-order. In
Figure 3.25(b) some submonolayers are also founthensame sample in which the
domains are small and the disorder extensive atimdlie small islands of particles are
well packed.
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Figure 3.25: AFM images o$elf-assembled polystyrene particles with diameter2um initial volume of
68ul solution 7.5% w/v at withdrawal speed of 1mm/amid different scales

The latter AFM results are corroborated in Figur@63 SEM images show large
extension coverage of polystyrene particles ongostibstrate with hexagonally ordered
domains and small empty areas between them. Hoyewhole monolayer reveals a
lack of compressibility between particles to obtairdenser array with more tightly
order.

(b)

Figure 3.26: (a) Self-assembled polystyrene particles with diamef ~2Zim initial volume of 68l
solution 7.5% w/v at withdrawal speed of 1mm/mikK0.magnification (b) Close-up of (a) 0.5K
magnification.
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The Initial concentration and volume spread overitherface was varied to identify the
most suitable conditions for improving monolayeclkgag and order. The best results in
monolayer assembly of RPParticles were found with an initial volume spreackr the
interface of 10gl from a suspension of 5% w/v. The AFM image fromgure 3.27
shows a more closed-packed monolayer where theelatefects are originated in part
from the polydispersity. HCP ordering imperfectioreccumulate around the
dissimilarity in particle sizes extending the lodallts to larger defects across the
monolayer, such as defect lines and vacancieseasis¢he image below.

Figure 3.27: a) Self-assembled polystyrene particles with diamef ~2:m
initial volume of 102l solution 5% w/) at withdrawal speed of Imm/min.

The arrangement and packing are improved regarthegmonolayer self-assembly
shown in Figure 3.25 and 3.26 suggesting a depeedand influence in the material
spread on the subphase. The monolayer is extend®daolarge area providing great
particle coverage in Figure 3.28(a). Figure 3.28{mws in more detail the 2D structure
in which hcp domains coexist with individual paké® non closely-packed and small
empty areas. The most probable reason for the ebs#ra complete hexagonally close-
packed monolayer is the lack of further compressharng film transfer.
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Figure 3.28: a) Self-assembled polystyrene particles with diamef ~2:m initial volume of 102
solution 5% w/v at withdrawal speed of 1mm/min,0.4iagnification (b) Close-up of (a) 0.5K
magnification.

In order to explore the dependence of self-assemblthe withdrawal speed, the
monolayer were transferred at the same conditidren tbefore with the only
modification of lifting speed which was 5 mm/mirstead of Imm/min. SEM images in
Figure 3.29 show a clear dependency on the withalrayweed. The surface coverage
drastically decreased, the film broke resultingseif-assembled islands rather than a
large monolayer and the disorder spread. Howekerisiands attached to the substrate
unexpectedly preserved the 2D well-packed structute many small domains in
hexagonal arrangement, although defects and haes also present in the film.

@ R

Figure 3.29 a) Self-assembled polystyrene particles with diemef ~2:m initial volume of 102
solution 5% w/v at withdrawal speed of 5 mm/mirKOragnification (b) Close-up of (a) 0.5K
magnification.
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Two-dimensional colloidal crystals of polystyren@nospheres with diameter of
~350nm are characterized with surface pressurefardaisotherms to define the most
suitable surface pressure for transferring a filtoa silicon substrate in the Langmuir-
Blodgett method. The-A isotherm is depicted in Figure 3.30. Unlike iketherm for
PS particles, the surface pressure-Area/particle shibwee different slopes indicating
three different phases before the collapse presakes place (not shown in the graph).
The region | represents the gaseous phase folldyea phase transition due to slope
increase towards the region ll, the liquid phaskee Tinal phase transition appeares
around 25mN/m, where the slope sharply changewéorige to the region Il known as
the
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Figure 3.3Q #-A Isotherm of polystyrene particles with ~350nranuter
spread onto the surface in a volume of 7laf a solution 2% (w/v).

solid phase. The theoretical area/particle foroselhexagonally packed monolayer was
around 14crfimg what indicates that 78.3% of the particles wlest. The probable
increase in particle hydrophilicity favors the apmace of the liquid phase due to
solvent interference as well as material lost hiadee transfer film onto the substrate.
According with ther-A isotherms, the surface pressure chosen for thimsfer onto a
silicon substrate was 30 mN/m. Figure 3.31 showves ghor film transfer onto the
substrate with a really small particle coverage seattered distribution. No monolayer
was formed and the order was reduced to islandsadfcles of different sizes with
empty areas inside them.
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Figure 3.31: Self-assembled polystyrene particles with diamefer-350nm initial volume of 774
solution 2% wi/v at withdrawal speed of 1 mm/mirkOriagnification

APTMS-treated substrate

The behavior of monolayers of polystyrene partieles also studied with Langmuir-
Blodgett technique in a substrate with a contagtear60°. The molecular organization
was characterized in a less hydrophilic substraterder to attempt to improve the
previous results in the fabrication of high-qualitylloidal crystals. Figure 3.32 shows
the colloidal particle assembly of PParticles onto an APTMS-treated substrate at
lowering speed of Imm/min with an initial volume286ul of polystyrene dispersed in
ethanol in a series of increasing surface pressigere 3.32(a) and (b) are a Langmuir-
Blodgett deposition at 20mN/m, the monolayer stitethas several cracks and lack of
continuity. In the close-up image small hexagonahyered domains can be appreciated
delimited by voids, stripes and polydispersity whis also another distorting element
that generates defects. Although the monolayesteamas been carried out in the solid
phase according with Figure 3.24, the phase at ¥6mhight be considered as liquid
condensed considering the results obtained in €igu82(c) and (d) at 15mN/m and
Figure 3.32(e) and (f) at 25mN/m. The last two sasgem to have been carried out in
the solid phase where the surface pressure proei@sgh particle cohesion to build a
more homogeneous film. The monolayer is more comp@ex the cracks have
disappeared although the close-up images revealiti@rent oriented small domains
and defects such as voids or imperfections indumegbolydispersity still remain to
some extent.
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Figure 3.32: Self-assembled polystyrene particles with diameterZ.m initial volume of 20@ solution
2.5% wi/v at lowering speed of 1mm/min on a substmtrface modified with APTMS. (a) Surface
pressure of 10mN/m 0.3K magnification, (b) clapesf () 1.03K magnification,(c) surface pressafe
15mN/m 0.5K magnification, (d) close-up of ()3K magnification,(e) surface pressure of 25mN/m
0.5K maghnification,(f) close-up of (e) 1.05K mdigaition.
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The influence of the lowering speed of the substiaito the subphase was investigated
at the same conditions than Figure 3.32(e), i.&/spgene particles with diameter of
~2um initial volume of 20@l solution 2.5% w/v at lowering speed of 1mm/mirdan
surface pressure of 25mN/which provided a dense monolayer. Figure 3.33 bjear
demonstrates the high dependency in the speedan$fér. Empty areas appeared
between the monolayer and propagated accordingguré 3.33(b) shows in more
detail the inconveniences of faster lowering spetbds 1mm/min. On the top-right
corner a crack has markedly split the film, and wwrst packed section around the
empty areas situated along the vertical directiorthe left side of the image seem to be
the initiation mechanism of the monolayer rupture.
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Figure 3.33: (a) Self-assembled polystyrene particles with diamef ~2:m initial volume of 20a
solution 2.5% wi/v at withdrawal lowering of 3mm/noin a substrate surface modified with APTMS and
surface pressure of 25mN/m. 0.5K magnificatiorQlose-up of (a) 1.01K magnification.
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PFS-treated substrate

The increase of the contact angle until ~100° toycaut a Langmuir-Blodgett film
deposition on a hydrophobic substrate had a negaffect in the self-assembly of the
polystyrene particles. A small change in the s@facessure of 5mN/m fluctuates
between a dense particle multilayer and a drastitase coverage decrease. Figure
3.34(a) shows multilayer patterned structures pittuberant stripes that stand above
the average particle arrangement. At higher magatibn and at a surface pressure of
20mN/m it can be confirmed that the main configorais at least a bilayer of particles
as depicted in the Figure 3.34(b). This multilagecumulation is the main pattern
obtained when other PFS-treated substrates weageassn order to try to decrease the
number of particles on the substrate with the cgmeet layer reduction, the lowering
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speed into the subphase is increase as shown ureF®34(c). However, only big
agglomerates of particles were formed.
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Figure 3.34: Self-assembled polystyrene particles with diameter2:m initial volume of 20@ solution
2.5% w/v on a substrate surface modified with Rlgpsurface pressure of 20 mN/m, lowering speed of
1Imm/min 0.5K magnification (b) Close-up of (a)sK5magnification, (c) surface pressure of 25mN/m,
lowering speed of 3mm/min 0.2K magnification, (diface pressure of 15 mN/m, lowering speed of
Imm/min 2.55K magnification.
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Horizontal drawing-up method

Langmuir-Blodgett technique used to form closelgksal particles in a hexagonal
arrangement was not successful in neither hydriaphdr hydrophobic substrates. In
order to investigate the influence in the monolageder during the critical step of
transferring the film onto the substrate, the camped monolayer on the subphase
before the substrate withdrawal or immersion waszbatally transfer to a hydrophilic
or hydrophobic substrate. Figure 3.35(a) depicts thonolayer transfer onto an
APTMS-treated substrate. The grain size or hexdgdomains grew in comparison
with the highly-ordered domains in Langmuir-Blodgaithough the particle density is
similar, larger voids which were probably enlarghating the substrate drawing-up
were promoted. Figure 3.35(b) shows the horizoliftadg (the transfer is made from
the top of the monolayer) onto a APTMS-treatedastef The monolayer is disordered
because of the low affinity between non-ideal hyptwabic-hydrophilic polystyrene
balance for this substrate. Figure 3.35 (c) and dlese-up (d) are a monolayer
horizontally transferred onto a hydrophilic subtgraThe monolayer shows an
increment in the number of grains with hexagondeolin comparison with Langmuir-
Blodgett technique as well as in Figure 3.35(@ahwAPTMS-treated substrate. Figures
3.35(e) and (f) show a loss in the regular ordacesiprobably PFS-treated has less
affinity for the polystyrene particles because e hydrophilic-hydrophobic character
of PS.

85



; 7\ A ;
Aalborg University  £HT= 15,19 kv System Vacuum = 6.95¢-006 mbar Mag = 512X gipng p = sk
Department of PRYSES. yy » 5 pirani Pressure = 3.04e-003 mbar 20HM Date 6Jul 2016

and Nanotechnology
R

&4 ah! t L
Aalborg University  EHT = 1519 kv System Vacuum = 7.15¢-006 mbar Mag = 1.04 KX giouar g = ¢
Department of Physics - P =31 10pm
and Nanatechnolgy. 0™ 95mm  PianiPressure =3 106003 mbar Date 6 Jul 2016

Aalborg University  EHT = 1519 kv System Vacuurn = 7.19¢-006 mbar Mag = 1.04 KX Signal A = SE1
Department of Physics WD = 95mm 10 ym

Aalborg University  EHT = 15,19 KV System Vacuum = 7.316-006 mbar Mag = 2.02KX gjong) p = s£1
and Nanotechnology Pirani Pressure = 3.13¢-003 mbar H Date 6 Jul 2016

Department of Physics N N 10pm ;
and Nanotechinology WD = 9.5mm  Pirani Pressure = 3.17e-003 mbar b_{ Date 6 Jul 2016

o
20pm
e
Aalborg University  EHT = 1519 4/ System Vacuum = 6.95¢-006 mbar Mag = 1.04KX gjonar4 = 5

Department of PhYSEs - Pirani Pressure = 3 04¢-003 mbar 204™
and Nanotechnology 100mm - Pieni — Date 6 Jul 2016
P :

21 .
fiuf 0 e ; i ol
Aglborg University  EHT= 1519 kv System Vacuum = 6.9%-006 mbar Mag = 104 KX  gjgnar 4= g

Department of Physics yn _ " - 10um )
and Nanotechmology WD =100mm  Pirani Pressure = 3.04¢-003 mbar — Dete -6 Jul 2016

(€) (f)

Figure 3.35 Monolayer morphology of self-assembled polystyreagicles with a diameter of zin

initial volume of 206I solution 2% w/v at surface pressure of 25mN/m dr)a substrate surface
modified with APTMS 1.04K magnification, (b) on abstrate surface modified with APTMS in
horizontal lifting method 0.5K magnification, (ch @ hydrophilic substrate 1.04K magnification, (d)

close-up of image shown in (c) 2.02K magnificati@),and (f) on a substrate surface modified wiEiSP
1.04K magnification
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3.6 Structural characterization and ordering analysis

The structural analysis of 2D colloidal crystalsypded a good insight of the quality of
the self-assembled film. The long ordered domasmwaell as the monolayer faults were
able to be characterized with analytic methods nieestigate the influence of the
variations in the interparticle forces, surface pemies and evaporation rate. The
triangulation analysis provides large areas of gewral order since triangles that are
considered ordered are colored green, triangleb widle deviation below 10% but
angular deviation from 60° above 10% are coloretlowe triangles with angular
deviation from 60° below 10% but side deviation \ad 0% are colored blue and
triangles colored white are considered disordefedure 3.36 shows a really well-
ordered area via droplet evaporation supportednbyhigh density of green triangles
and the main absence of disordered white triandtasthermore the high number of
occurrences around the value of 60° in the anglilolition in Figure 3.36(c), and also
the most common value of side length around toparécle diameter in Figure 3.36(d)
demonstrate the high periodicity of the monolayssaged. Figure 3.36 (e) illustrates
the number of different grains in different colgnevailing the large grains with high
hexagonal order. This is confirmed in Figure 3.B®§ the high number of triangles
that build each grain in the analytical analysid by the tendency of the column bars to
stick together close to the y-axis; a sign of yeltking and organization.

87



Pair distribution function

alr)

() (b)

distribtuion of angles
7000 8000

distribution of side distances

5000 7000

6000
5000

5000

=
=]
=1
=]

4000

w
=1
=1
=]

Occurences

3000

Occurences

2000

1000 1000
0

0 20 40 60 80 100 120 140 200 300 400 500 600 700 8OO 900 1000 1100 1200
Angles (Degrees) triangle sides(nm)
(©) (d)

Distribution of grains
6000

5000

4000

Triangles
w
=1
3
5

2000

1000

l‘ 0 10 20 30 40 50 60
¥ Grain number

(f)

Figure 3.36: Structural characterization of a self-assembled olayer via droplet evaporation with
particle diameter of ~350 nm 10%w/v DI water andti@h volume of 0.5ul on a hydrophilic
substrate.2.5K magnification (a) Triangulation, Rajr distribution function (c) Distribution of angs,
(d) Distribution of side distances,(e) Grain anadygf) Distribution of grains

Figure 3.37 shows a monolayer assembly by the ahog method. The deposition
substrate was hydrophilic since attempts to usecdgting for monolayer assembly in
substrates with contact angle around 60° or 100& wkvays unsatisfactory. In Figure
3.37 (a) more boundaries without clear patter appet&veen ordered areas with a
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Figure 3.37: Structural characterization of a self-assembled olayer via dip-coating with

particle diameter of ~350 nm immersed 4min 3%wApsuasion in a volume ratio Ethanol:DI
water 1:1 withdrawal speed of 2mm/min 0.5K magatfan on a hydrophilic substrate.(a)
Triangulation, (b)Pair distribution function (c) Biribution of angles, (d) Distribution of side
distances (e)Grain analysis (f) Distribution of gra.
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clear increment in the number of blue trianglesisTindicates that the three-angle
deviation is kept below the 10% while the triangjlges are getting distorted. Therefore,
the scattered blue triangles could imply that tlematayer was unpacking isotropically,
although the image still shows a good order param&he more disordered monolayer
regarding the average angular deviation can be sedne distribution of angles in
Figure 3.37(c) whereas the distribution of sidemams close to the particle diameter.
The pair distribution function in Figure 3.37(billsdisplays long- range order, however
the size of the grains in the monolayer has deectadth the appearance of more
number of grains with less triangles as shown gufé 3.37(f).

Figure 3.38 is a self-assembled monolayer via LangBlodgett deposition. The
triangulation order showed in Figure 3.38(a) préesanless ordered monolayer with an
important decrease of highly-packed regions, thallemdomain size and the change in
the film structure is reflected in the pair distrilon function by showing less range of
order and faster decay than the previous casesdiBtrébution of angles and sides in
Figure 3.38(c) and (d) has spread to a largervatesf values resulting in a loss of
convergence with general short-range of order. wike, the number of grains has
raised but the size of the grains has been muchceeldand scattered through the
monolayer as is depicted in Figure 3.38(e) and (f).

Horizontal transfer drawing up a monolayer from thater /air interface in a solid
phase provides better results than the conventigerdiical deposition. The order was
increased as seen in the denser and more come&ct greas in Figure 3.39(a) although
the film has many defects and disordered boundafike pair distribution function
shows larger range of order than in the case ofgirauir but the damping in the
function reveals the existence of small domains wodst hexagonal lattice than in
Figures 3.37 or 3.36. The number of similar sidegths increases according with the
distribution of sides in Figure 3.39 (d) implyingat a greater number of equilateral
triangles are found in the monolayer. The angukviation from 60° decreases as
shown in Figure 3.39(c) and the size of the gramtseases as the number of them
decreases. Evidentially, all the characterizatiarameters improved but the monolayer
cannot be considered as a long-range ordered @teuct
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Figure 3.32 Monolayer self-assembled polystyrene particlesHaizontal method with a diameter of
~2um initial volume of 20@ solution 2% wi/v at surface pressure of 25mN/maosubstrate surface
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The following table summarizes the ordering analysinsidered for different types of

substrates,

concentrations and monolayer

self-ddgentechniques.

All

the

characterization parameters are compared to qyahgfbest results in the fabrication
of 2D crystal films.

Droplet evaporation

- Ordered| grain Largest
. Ang. side Order :
Region substrate | P 0 Area area grain
(um) | dev(%) | dev(%) (%) () () ()
1 APTMS 2.3 22.3 27.6 0.81 537.4 - -
2 Hydrophilic | 0.35 6.6 55 74.8 2077.1 20426 699.5
3 Hydrophilic | 0.35 5.1 4.4 87.4 1806.p 180014  1663.
4 Hydrophilic | 0.35 90.1 1756.2 1736
Dip-coating |
- Ordered| grain Largest
. Ang. side Order .
Region substrate @ o Area area grain
(um) | dev(%) | dev(%) (%) (un?) () (un?)
1 Hydrophilic | 2.3 17.1 14.4 18.8 58146  2030.3 110
2 Hydrophilic | 2.3 10.2 10.1 60.7 18888l5 18038.1 8283
Langmuir-Blodgett
- Ordered| grain Largest
_ ) Ang. side Order :
Region substrate wm) | deves) | deviw) %) Qrfﬁ? arr%i ?ur:é?
1 APTMS 2.3 14.9 11.5 39.1 18865(5 14280.4 501.1
2 APTMS 2.3 15.9 13.1 32.2 16033{8 10961.5 173.6
3 APTMS 2.3 16.2 13.6 28.4 15432(1 9250.4 168.7
4 APTMS 2.3 17.1 15.1 20.9 11379 45224 93.8
5 APTMS 2.3 16.7 15.1 21.3 11569{1 4494.1 84.1
6 APTMS 2.3 16.4 14.4 25.9 1248415 65331 82.4
7 APTMS 2.3 16.2 13.5 294 141775 8685.4 149.6
8 APTMS 2.3 16.8 14.2 23.1 1176143 4810.5 84.6
9 APTMS 2.3 16.2 13.2 30.2 15150 89228 168.3
10 APTMS 2.3 17.1 17.7 11.5 102752 774 29.2
11 Hydrophilic | 2.3 15.5 12.4 32.8 101135 6633.7 6.80
12 Hydrophilic | 2.3 14.9 15.2 26.1 79070 454114 243
13 Hydrophilic 2.3 20.8 19.9 1.4 4542 - -
Horizontal transfer
- Ordered| grain Largest
. ) Ang. side Order :
Region substrate wum) | devw) | dev(w) %) ,(T\lr:?? (?fn??? ?J%IZ;]
1 APTMS 2.3 15 14.6 36.3 1849( 14828 655.9
2 APTMS 2.3 12.7 9.7 51.9 26565(5 239071.5 1793.2
3 APTMS 2.3 13.2 11.7 47.6 2430144 2163R.2 1827.7
4 Hydrophilic | 2.3 17 16.7 24.7 12692(6 686% 117.1
5 Hydrophilic | 2.3 11.8 10.9 55.4 284156 26697 7188
6 PFS 2.3 211 23.1 5.8 26967 59.7 24.5
7 PES 2.3 24.1 29.4 0.89 459.y - -
8 PFS 2.3 20.2 21.4 12.7 6503(8  1261.8 47.5
9 PES 2.3 27.8 37.1 0.16 76.7 - -

Table 3.1: Results of the ordering analysis from SEM images
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Table 3.1 provides information about the qualityttué 2D colloidal crystals generated
through different methods and parameters. Droplaperation method displays better
results with hydrophilic substrates and lower adiéd concentration. Although the well-
ordered grain area is similar in all the regioesslconcentrated droplets achieved fewer
grains but larger hexagonal areas. The sample zethin Region 4 provides one of the
largest grains regarding all the methods analyirecegard to Dip-coating, a surprising
large ordered area was found in a Region 2 whiofistto be the second largest grain.
However, this result was an exception since the hatetreproducibility and
experimental conditions were difficult to perforisangmuir-Blodgett technique was
extensively studied and APTMS-treated substratesiging better percentage of order
and larger ordered areas than hydrophilic substrambably influenced by the
polystyrene particles properties. The best resudie obtained at a surface pressure of
25 mN/m and 1mm/min withdrawal speed. Faster wiha@l speed or lower surface
pressure provides worst results in the ordered @emeat disparity exists between the
total grain area and the largest grain in both sypesubstrate. The large amount of
grains regarding the large size of the grain amadcbe related to the difficulty of
producing highly-packed monolayers in Langmuir-Bjett method. In the Horizontal
transfer both APTMS and Hydrophilic substrates shibg best results in this method
whereas PFS displays really poor results. Regiand2Region 5 overcome the 50 % of
order and the hydrophilic substrate provides thgelst ordered area as well as the
largest grain. The distortion between grain arahthe largest grain is here reduced in
relation with Langmuir-Blodgett suggesting thatglar size grains are found as well as
larger ordered areas.

The angular deviation is always greater than ttie deviation independently of method
employed for the colloidal film fabrication. Thissponds to the triangles properties in
relation to the sides and angles. A deviation i af the angles of the triangle

necessarily implies the deviation of another anglevertheless, a variation of the

length of one triangle side does not necessaryyirti@ deviation of another one as
happens in the isosceles triangles.
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4 Discussion

4.1 Monolayer Self-assembly by droplet evaporation.

4.1.1 Silica particles

Silica particles deposited by droplet evaporation substrates without UV/ozone
treatment resulted in the formation of ring-likeustures after droplet drying in all
cases. The contact angle of approximately 60° pinthe contact line and the particles
were dragged together with solvent molecules tosvdn@ periphery to maintain the
contact line fixed. The ring thickness and partateumulation in the aggregated state
depends on the wetting properties. The particlecrsl towards the edge is subjected to
equation 1.27 and specially dominated by the paterheThis parameter decreases as
contact angle increases and the ring growth ragéahsinced accordingly. The faster the
particle flow is the more disordered arrangemertaiokd since the particles stack due
to the insufficient time for ordering. The geomeljt by the evaporating droplet also
depends on the type of solvent. Ethanol was usgethier with water to decrease the
droplet surface tension in a try to avoid ring shapd therefore an effective change in
the droplet spherical shape was induced by the fination of water surface tension
and the faster evaporation rate of ethanol. Howeterparticles still accumulate in the
edge of the drying lines. Colloidal particles watgo studied in a solvent with low ionic
strength at pH 9 to assure deprotonation of hydraypups and enhance the
electrostatic repulsion. The low ionic concentnataoes not reduce the Debye length
and vdW forces remain at the same range. Howekier,athesion forces were still
predominant and not order but aggregation was thm mparticle configuration after
droplet drying. According with all the previous wés, the wetting properties, i.e. the
contact angle, have been demonstrated to havega iafluence in the final particle
arrangement and in the coffee ring formation.

After UV/ozone treatment, the silicon substratesvwad a contact angle of a few
degrees with a subsequent increase in hydrophitapgrties and an improved
wettability. The silica particles were not so dénseccumulated in the ring structure
with a better distribution inside the droplet arepon solvent evaporation. The
nanospheres were found besides the ring formatigoime self-assembled monolayer
islands, a clear indication of the process impraomeinbut the ordered arrangement was
still really low. The particles tend to aggregateere without showing any domain of
order when they are closely packed. This fact grepated in Figure 3.9(c) where a
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certain degree of particle polydispersity can bpregated and to be suggested as one
of the main obstacles for well-ordered monolayers.

Additionally, the increase in hydrophilicity is atéd to the cleaning process in which
the contamination is removed and the number of dptific groups increased.
Furthermore, taking into account that the surfateilica particles is plentiful with
silanol groups the attraction between the partialed the substrate is expected to rise.
Due to the stronger particle-substrate attractioe,particle mobility over the substrate
during film drying is hindered leading to a loss afder in the monolayer or to
aggregation processes.

The lack of order in self-organized monolayers wdlica nanospheres was also
supported by F. Burmeister et al., [65] who obtdisgnilar results with particles below

120nm in diameter. They only found stripes of més organized in a similar number
of mono-and multilayers. The difficulty of assemBiyall nanospheres could be related
to the film rupture during the drying process. ®meall particle diameter only enables
the particles to protrude above the water film ls tast state of evaporation not
providing enough time for capillarity to induce erdoefore the evaporation process is
completed.

4.1.2 Polystyrene particles

The monolayer self-assembly by evaporation dropiét polystyrene particles led to
the best results among all the methods investigdtedas possible to obtain highly-
ordered latex monolayers from particles with dif@r sizes although particles with
diameter of ~2um were more difficult to assemblylange areas. In this case, ring
disposition and bilayers were formed together veithkas of monolayer arrangement.
The monolayer regions were probably formed at fisé &rea of droplet evaporation as
shown in Figure 3.12(a) and also between conceritrgs (Figure 3.12(c)) indicating
that the droplet recedes as the evaporation prec@dw monolayer area is influenced
by the small droplet volume deposited on the hyldilapsubstrate in order to prevent
the colloidal droplet to be spilt out over the eslgd the substrate. Therefore, the fast
evaporation rate induced by the small volume caasksge convective effect which
becomes the dominating force exceeding in magnitbddateral capillary force. The
particles were then carried together to regionsrevieey aggregate in ring-like shapes
or multilayer formations since the lateral capyldorce did not have enough time to
arrange order. This effect is even more pronoungkdn the colloidal particles are
polydispersed in the deposition droplet since thechanism by which particles are
segregated depending on the size is carried ouhdoyateral capillary force. At low
evaporation rates, particles with bigger size madr first the water film and
consequently self-assembly in ordered domains tanbe further used as nuclei for
smaller particles crystallization during the thimgpiof water film. S Rakers et al., [66]
used a chamber where the substrate was placed Belti@r cell to control the
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temperature and ambient humidity of the whole syst€hey found that the order is
dependent on the evaporation process homogeneiy panticularly decisive for
polydispersed systems; low temperature and hemneesl@poration rate enhanced the
particle arrangement. On the contrary, monodisplepsaticles did not show a strong
temperature influence which aggress with the bétexagonal packing in both SEM
and AFM images for polystyrene particles of ~350nm.

The improved order in Figure 3.13 and Figure 3.béwsed large domains with
hexagonal arrangement although vacancies, distotsatand disordered domains can
still be found. Some of those defects in the moyerlaarose from the presence of
dissimilar size particles, suggesting that parthef imperfections could be avoided by
using monodispersed colloidal particles. Furtheen@though the temperature does
not have the same influence in monolayer orderswwigh larger polystyrene particles,
fast evaporation in small droplet volume producefanation and share stress causing
larger extent of line defects (dislocations).

The self-assembled monolayer properties and thensikin of order are similar to the
results presented by Z. Lu et al., [67] suggestimgt the hexagonal arrangement
provided by this method improves the monolayer iktabthrough the balanced
interparticle interaction between attractive vanr d&aals forces and repulsive
electrostatic forces which mainly stabilizes thenwlayer after the inducement of order
by the capillary forces.

Nucleation and growth of monolayers through pagticdeposited in the liquid-air
interface of a droplet did not produce any longgewordering onto APTMS-treated or
PFS-treated substrates. The interfacial mechanisquines a fast evaporation to
enhance particle dispersion in the liquid-air ifdee as well as attractive interaction
between particles. However the ring-like structueé by the more hydrophilic
APTMS-treated substrate and the quasi-concentrigsripatterns left on the more
hydrophobic PFS-treated one suggest that the [esrtaze not sufficiently hydrophobic
to remain in the interface and they sink into tleptet. The deposition mechanism
eventually changes and becomes a colloidal drajrleen by the three-phase contact
line and liquid convection caused by the non umnifoevaporation. The mass
distribution in the different structural patternsow/s the variation in the deposition
kinetics on the hydrophobic substrate. This charatic pattern evidences a pinning
and depinning process where particle accumulationgeds until the receding contact
angle is reached due to droplet volume decreasghdimore the larger particle
accumulation in the center of the pattern is alsmdpced during drying process of
colloidal droplets since the hotter place situatkde to the contact line and the colder
place on top of the drop generates a flow thatdd¢actarry particles to the drop center.
In this way the convective mechanism of radial flawd Marangoni recirculation
overcomes the uniform depositions of the DLVO med$a.
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4.2 Monolayer Self-assembly by dip-coating

The coating process of silicon substrates withlaassembled monolayer gave rise to
diverse rate of successful deposition in whichhtbragonal close-packed structure was
found at different percentage of coverage oversinestrate surface. All the samples
presented to a greater or lesser extent multilage particle accumulation at the
bottom of the substrate and loosely-packed islasfdsonolayer at the top of the
substrate. The dip-coating technique is dependetiteoconcentration and the lifting
speed, in Figure 3.18 and 3.19 well-packed hexdgstnactures almost show similar
properties at lifting speeds of Imm/min and 2mm/neispectively. Comparable results
were obtained with polystyrene of ~350nm diametéth whe difference of more
pronounced increment of line defects at 2mm/minweler at withdrawal speed of
10mm/min voids and line defects are notably inadas each case together with less
organized monolayer and lower substrate coveratg fEhis is attributed to the
mismatch between withdrawal speed and evaporatitsawhere the flux of particles
towards the substrate generated by the evaporedtenis not enough to preserve the
monolayer continuity resulting in scattered stripad loosely packed regions.

When the polystyrene concentration was reducechén solution to 0.3% wl/v, the
monolayer order and particle concentration in thiestrate decreased at a withdrawal
speed of 1 mm/min as it was also described by Yny\et al., [68]. Therefore, when
particle concentration is too low, an insufficiemward flow of particles is provided to
the substrate resulting in a loss of monolayerarmfty and isolated regions forming
scattered small islands. On the contrary, low smutoncentration but high withdrawal
speed of 90 mm/min increased the surface coverfagarticles adhered to the substrate
although the well-ordered arrangement was less qieuin This dependency is
described by the change from the capillary regimethe viscous drag regime in
Landau-Levich model [69]. This regime is enclosestween lifting velocities of
60mm/min-600mm/min and based on the preeminent gbleiscous drag forces to
transfer the liquid onto the substrate togethehwitquick drying. The Landau-Levich
model increases the film thickness while increasirgwithdrawal speed at a power of
2/3 [70] whereas the deposition rate of capilla&gime is inversely proportional to the
withdrawal speed. The evaporation regime studiesl eearied out at a low withdrawal
speed and the results obtained in particle coveaagemonolayer self-assembly fulfill
the equation 1.31 for 2D growth of particle array.

The solvent used in the colloidal suspension wasyd a mixture of water and ethanol
in a volume ratio of 1:1 since experimental respitsvided better surface coverage.
When a volume ratio of 4:1 water:ethanol was usederal island of particles were
found on the substrate most probably because gteshirface tension that gave rise to a
thick meniscus with a low evaporation rate and lasequent low particle flux. On the
contrary, when volume ratio of 1:4 water:ethanokwesed, disordered packing was
found. Although the fast evaporation rate of ethgmoduces high particle flux, the low
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surface tension causes small capillary forces ficsert to compress the particles in a
well-ordered monolayer.

The most suitable withdrawal speed was found at Amm the minimum speed
attainable by the equipment. Presumably, even lol¥eng speeds would have
procured larger densely-packed monolayers as wgetha control of the temperature
and humidity of the surrounding atmosphere.

4.3 Monolayer Self-assembly by Langmuir-Blodgett

It is well known that the hydrophobic propertieaybn important role in the assembly
of highly-ordered monolayers through Langmuir-Blettgmethod. The polystyrene
particles were grafted with poly(acrylic acid), gnthetic polymer based on the
hydrophilic acrylic acid that may cause the polysiye particles to sink in the water
subphase as probably happened for most of the ialakess when Psgo was used.
However, polystyrene of +2n remain in the interface to a great extent. Obsliguthis
interfacial behavior is presumably provided by dabee between hydrophobic and
hydrophilic interactions leading to the conclusithrat acrylic acid is less densely
grafted on PSthan on P& favoring flotation. The effect of surface pressanethe LB
monolayer shows a marked steep isotherm at the solid phase, low compressibility
and lower values of Area/particle than theoreticathlculated when the monolayer is
densely packed. TheA isotherm shape and phase transitions agreesothtir studies

in monolayer and multilayer self-assembly of calbdi particles deposited by
Langmuir-Blodgett methods [71]. The shift of thetlserm curve towards lower areas
per molecule is probably connected with the dragoolystyrene particles into the
subphase under the ethanol influence. Water-sokddents used as spreading solvents
such as ethanol enhance the material solubility ladce the film loss, being the
polystyrene solubilization into the bulk phase thain issue during the spreading step.
The appearance of the liquid phase in théA isotherm of P&, seems to be a
consequence of solvent influence in the interfaceessolvent molecules penetrate the
monolayer and remain on the subphase. A. Gerick#. ef72] proposed that ethanol
molecules may stay in the hydrophobic surface fiminfluence the adjacent water
molecules. Therefore, ethanol affects the wateflasartension by decreasing it and the
surface pressure by increasing the molecular cdratem in the interface. In this way
the transition between gaseous state to solid statdd be described by an
accumulation of solvent molecules on the wateram@ftogether with a considerable
loss of polystyrene particles. As the area/part@l@ilable is reduced, the surface
pressure is constantly increased by solvent matscuepulsion. More and more
polystyrene particles remaining on the surface comte contact with an eventual
change in the slope that indicates the solid mgmolformation. At this high surface
pressure solvent molecules are squeezed out freitmtimolayer and the film transfer is
feasible. However, Figure 3.31 shows the poor filansfer onto the silicon substrate
meaning that the steep slope related to the sbldeis a combination of the increase
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in particle concentration and solvent moleculeshvathigh surface pressure but in a
submonolayer arrangement. The low particle covesaggests that the loss of material
could be larger than the supposed experimentalevidund when the monolayer is
densely packed. On the contrary,,R&er film transfer during the solid phase shows
better coverage, order and packing as seen ind-i§y@6 and Figure 3.28 despite of the
material loss. The 2D structure is similar to tlaetigle films formed by S. Reculusa et
al., [73] which provided well-packed domains anchste films with particles that
exhibited carboxylic groups in their surface. Tiheproved order in the latter figure
could be related to more homogeneously spreadirtfeopolystyrene particles in the
initial available area from a less concentratedomidl solution. However, even more
diluted solutions (data not shown) brought les$aser coverage on the substrate with
an increase of material loss, suggesting that anbal between particle dispersion and
particle solubilization into the subphase has toopBmized to provide the best self-
assembled monolayers. Figure 3.28 shows a welkedd@acked monolayer with
hexagonal domains demonstrating that monolayerassiémbly via Langmuir-Blodgett
technique could be an effective method for hexallypr@dosed-packed arrangement.
However there are still some defects and emptysatesdt should be avoided to improve
the order and the hexagonal structure continuity.

One of the problems that influence the lack of g@&rfglobal order is the barrier
compression during film transfer. At small withd@vepeed of 1mm/min the barriers
fluctuates around the selected surface pressurenéorolayer deposition in order to
maintain the surface pressure constant. This contis pressure variation could lead to
monolayer rupture or loss in the hexagonal closd@ad order due to an insufficient
surface pressure supply. Another important fachat tdiminishes the order is the
polydispersity of the colloidal suspension. AFM gea show in more detail that the
smaller particles in the self-assembled structunesice disordered patterns in the
adjacent patrticles. The perturbations consist &3 lof hexagonal order maintaining the
high packing or the appearance of superior impedes such as defect lines.

Additionally, it is necessary to take into accotimé¢ steric effect introduced by the
acrylic acid grafted on the surface. The air/wategrface behaves as a good solvent for
the grafted polystyrene and therefore the segmamspositioned in a less compact
distribution. When two colloidal particles approaehch other, the entropic factor
between PAA chains is reduced and the osmotic presacreased leading to longer
range repulsion effect. This repulsion effect isledito the fact that acrylic acid-based
particles bear negative charge because of theaitggm of COOH groups. The degree
of dissociation is low since acrylic acid is a westkd that possesses low charge at low
pH which increases as the pH increases. The reldiietween similarly charged
particles plays a dominant interaction in the ssdembly arrangement and order
through the screening of coulomb repulsion. AlthHotlte steric effect together with the
repulsive effect could have some relation in thpespance of defects and vacancies
seen in the monolayer, it is presumably not coniparaith the larger influence of
fluctuation of barrier compression or particle gbypersity.
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The effect of the withdrawal speed clearly influesicthe monolayer formation. When

the lifting speed is low, the particles crystallinea monolayer in which the final order

is more or less densely packed. On the contrargnwdarticles are transferred onto the
substrate at higher velocities, the movable barer not match the withdrawal rate and
the substrate ends up with lower particle denditgreover, 2D crystalline structure is

split in stripes and island as a result of a naqgate compression provided by the
movable barriers.

Wetting behavior of particles in the monolayer la t&ir/water interface via contact
angle measurements were attempted to be quanifiedeans of Wilhelmy balance in
order to find a complementary technique to optroathods. The removal energy for
one particle is described as:

E, = 1A, (4.1)

Where/l. is the collapsing pressure add is the area per particle at the collapse. The
assumption that the removal energy for one pariglequal to the adhesion work
allows relating the equation 4.1 with 1.34 and 1.A8ditionally, for a hexagonally
packed monolayer and monodispersed colloidal pestiche contact angle can be
calculated with the expression proposed by Z. Higwidet al., [74]:

cos 0 = £ {2321/} - 1] (4.2)

Where y.4 is the liquid-air interfacial tension arfdis the contact angle between the
particle and the interface. The validity of the heat requires planar air/water interface,
hexagonal particle arrangement and monodispersegidips. However, according with
the results obtained, it is not clear that suchregement during the collapse is achieved.
Furthermore, it has been shown that the colloidatigles in the suspension are quite
polydispersed with a consequent lack of homogeng@ityerefore the evaluation of the
contact angle between the monolayer and the imtedauld be misleading or erroneous
and has not been calculated.

Self-assembled monolayer through Langmuir-Blodgethnique using APTMS-treated
substrate provides a range of order close to teeiquisly obtained with hydrophilic
substrates but, in both cases, without a continlang regular hexagonal structure.
Substrates functionalized with PFS results in plrtagglomeration. The horizontal
transfer of a monolayer onto a substrate resuftdzkiter ordering and larger grain size
with better hexagonal pattern. This implies that ¢bnventional vertical deposition has
a critical step between the compressed monolay&inge on the subphase and the
vertical transfer onto the substrate. The detetimmaof the monolayer quality during
the vertical deposition could be related to the loability of polystyrene that hinders
the rearrangement due to an excessive friction dmtwparticles, i.e., high surface
energy. Additionally, when the horizontal transvesis carried out from the top of the
film by touching the monolayer with PFS-treated stdte, the deposition was
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markedly difficult or impossible. Therefore, it ddube inferred that the polystyrene
particles are not totally hydrophobic and the atfyifior this substrate is reduced. On the
contrary, due to that hydrophilicity-hydrophobicitgarticle duality, polystyrene
particles show more affinity for APTMS substratehw60° contact angle than for very
hydrophilic substrates.
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5 Conclusion

Substrate wetting properties showed a strong infleein self-assembly processes of
colloidal monolayers. For large contact angles ¢bevective flow of nanospheres is
excessively fast and particles pile on precedingra in an amorphous deposition
causing ring growth or cluster aggregation. Thenogit wetting behavior for monolayer
self-assembly on silicon substrates is observectdatact angles not exceeding a few
degrees. However, self-assembled monolayers oasilhnospheres were unsatisfactory
attempted to arrange in a two-dimensional structase a mask for lithographic
nanopatterning. Colloidal silica particles are stfly dominated by adhesion forces that
promote the molecular aggregation and weakly imibeel by lateral capillary forces
between small particles during the evaporation ggsc

On the contrary self-assembled monolayers of pgalgee particles in droplet

evaporation were successfully arranged in highlgeoed hexagonal packing with

smaller ordered areas in case of polystyrene pestaf 2pum diameter, since the higher
polydispersity affects the packing order which ssiderably dependent on the fast
evaporation process.

The coating procedure for continuous fabricationtwb-dimensional monolayers by
Dip-coating method mainly relies on the synchroti@abetween the withdrawal speed
and the evaporation rate. The monolayer structack its final extension over the
substrate are extensively influenced by the saluttoncentration, solution solvent,
immersion time, withdrawal speed and humidity. Thest convenient particle flux
towards the substrate was found with a solutiontunéxof ethanol:water in a volume
ratiol:1 since larger ratios of ethanol or watevduice small capillary forces or low
particle flow respectively. Regarding the withdrdwjeed, closely-packed arrangement
was obtained at the lowest speed provided by tparapus suggesting that even lower
velocities could have extended the monolayer cayeeomto the substrate.

Monolayer films of polystyrene colloidal particlggepared by Langmuir-Blodgett
method contained hcp crystalline domains togeth#r defects due to a lack of barrier
compression. The largest well-ordered domains théhleast amount of defects were
achieved with PS The n-A isotherm showed a loss of material due to plartic
solubilization into the bulk phase based on theafsethanol as spreading solvent and
the hydrophilic poly(acrylic acid) grafted on thelystyrene surface. This solubilization
phenomenon is one of the main drawbacks for theotagar formation at the air/water
interface being more accused forsR$vhich also showed ethanol penetration into the
monolayer film. The lack of perfect global orderarwell-ordered monolayer is highly
influenced by the inability of barrier compressitm maintain the surface pressure
constant during film transfer and to a lesser exbgrthe stearic effect and electrostatic
repulsion introduced by the PAA chains.
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AppendixA

A.1 Nanopatrticle tracking Analysis of silica partides

The full report of results regarding average phatsize and concentration depending on
the measurements and analysis conditions is showgure A.1.
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170 0.000 100.00% =0 0.000 100.00% Tempersture: 25.20 °C

180 0.000 100.00% 710 0000 100.00% ey N P 2000
210 0.000 100.00% 720 0.000 100.00% Wias Lrement Time: 260f 80 semnds
=0 0.000 100.00% =0 0.000 100.00% Drift Vielocity: 44427 nmvs
250 0.000 100.00% 770 0.000 100.00%
0 0.000 100.00% 720 0.000 100.00%
290 0.000 100.00% 210 0.000 100.00%

310 0.000 100.00% 220 0.000 100.00%

220 0.000 100.00% B850 0.000 100.00%

0 0.000 100.00% E] 0.000 100.00% Analysis Conditions

70 0.000 100.00% 890 0.000 100.00% Brightness: -0

250 0.000 100.00% 510 0.000 100.00% gﬂ'?l_,l;gn

410 0.000 100.00% 520 0.000 100.00% Detection Threshold: Auto

430 0.000 100.00% 950 0.000 100.00% Hax _Elab SLi.;E— pbe! ares): 3000
450 0.000 100.00% 570 0.000 100.00% i Bet engh A

470 0.000 100.00% 50 0.000 100.00%

430 0.000 100.00% 1000-2000 0.000 100.00%

510 0.000 100.00%

Figure A.1: NTA full report of silica particle analysis and sidistribution.
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A.2 Nanopatrticle size analysis by ImageJ

Statistical analysis of particle diameter is basadhe number of particles recognized
and collected by ImageJ software from the imagevideal. All particles with their
corresponding diameter and occupied area are listedle A.1 and table A.2.

particle | Area (pm?) | Diam. (um)| Particle | Area (um?) | Diam. (um)| Particle | Area {um®) | Diam. (um)

1 3,4344 2,0911 23 3,3191 2,1168 45 2,9354 1,9333

3,2293 2,0277 24 3,200 2,0201 46 3,1968 2,0175
3 3,3393 2,0620 25 3,0666 1,5760 47 3,3657 2,0701
4 3,0935 1,9846 26 3,0444 1,9688 48 3,2551 2,0358
5 3,1968 2,0175 27 1,7975 1,5128 49 3,3285 2,0586
6 2,4039 1,7495 28 3,3316 2,0596 50 3,2593 2,0371
7 3,2396 2,0310 29 3,3517 2,0658 51 3,0604 1,5740
8 3,5382 2,1225 30 3,5475 2,1253 52 3,2247 2,0263
9 2,6957 1,8527 31 2,9855 1,9497 53 1,2743 1,2738
10 3,4674 2,1012 32 3,3533 2,0663 34 3,0867 1,9825
12 3,3776 2,0737 33 2,9127 1,9258 35 3,3714 2,0718
13 1,1043 1,1838 34 3,3636 2,1307 30 2,7056 1,8560
14 3,2609 2,1293 33 3,0031 1,9561 37 3,30083 2,0518
15 2,98685 1,9500 36 2,8998 1,9215 38 3,4499 2,0958
16 3,2154 2,0233 37 3,2959 2,0485 59 3,2061 2,0204
17 3,2097 2,0216 39 3,5811 2,1353 60 3,3517 2,0658
18 3,2928 2,0476 40 3,2588 2,0370 61 3,1487 2,0023
19 3,3579 2,0677 41 3,0428 1,9683 62 3,3383 2,0617
20 3,4406 2,0930 42 3,5573 2,1282 63 3,0713 1,9775
21 3,3925 2,0783 43 3,3228 2,0569 64 3,2345 2,0254
22 3,0789 1,9793 44 3,4122 2,0843 65 3,2546 2,0357

Table A.1: Number of polystyrene particles with a diameteapproximately 2m collected by ImageJ
and the subsequent area and diameter analysis.
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Appendix B

B.1 MATLAB scripts for characterization and analysis

All MATLAB scripts used for the monolayer analysiead characterization have been
included in this section keeping the MATLAB editidmrmat to facilitate the reading

and interpretation. The codes are shown with contsnenclarify how the successive
lines work within the functions.

B.1.1 Hexa analysis-Main function: Delaunay triangtation

function  [DT, real_sides, real_angles, deviation] =

hexa_analysis(image _name,centers,ROIl_factor,max_dev ,conversion_factor)

%% Inputs:
% image_name is the filename of the analyzed image
% quotes,e.g,'example.tif’

% centers is the matrix with the X and Y coordinate

% ROI_factor modifies the area of inerest in the im

% Allowed values between 0-100. (0 = 0% of the imag
% image,normally around 80 or 90 to avoid large tri

% edges)

% max_dev is the maximum deviation from the average

% to consider a triangle well-ordered. Values betwe
% deviation and 100 = 100% deviation, normally arou

% conversion factor in nanometers/pixel is the rela
% and the metric scale.

%% Outputs:
% Delaunay tessellation (dt)

% A matrix of sides in which each row represents on
% sides, the 3 side deviations(%)and the accumulate

% A matrix of angles in which each row represents o
% angles,the 3 angular deviations(%)and the accumul

% matrix with the mean angular deviation(%),the mea
% the well ordered area occupied(%),the average sid
% total ordered area in um and the total area analy

%%
% Delaunay Triangulation based on the particle cent
DT = delaunayTriangulation(centers);

typed between single

s of the particles.

age to be analyzed.
e, 100 = 100% of the
angulation close to the

triangle side and angle
en 0-100,(0 = 0%
nd 10).

tionship between pixels

e triangle with the 3
d side deviation(%).

ne triangle with the 3
ated angular deviation(%)

n side deviation(%),
e in nanometers, the
zed in the image in um.

ers.
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% Display the triangulation as a plot with numbered triangles:
figure

imshow(image_name)

hold on

triplot(DT);

ic = incenter(DT);

numtri = size(DT,1);

trilabels = arrayfun(@(x) {sprintf( T%d' , x)}, (L:numtri)*);

Htl = text(ic(:,1), ic(:,2), trilabels, 'FontWeight'

‘bold" , ‘'HorizontalAlignment' , ‘center' , 'Color"

‘blue' );

hold off

set(gca, 'visible' ,'offt )

% Get image dimensions to select the analysis area and discard points out
% of ROI

image = imread(image_name);
X = size(image, 2);
Y = size(image, 1);

% In each row of ConnectList there are 3 vertex IDs that define a triangle:
ConnectList = DT.ConnectivityList;

% Each row is the center coordinates of 1 particle (vertex):
centers = DT.Points;

% Create sides and angles to hold the 3 side length s and the 3 angles of
% each triangle respectively. The i-th row of sides and angles is the i-th
%triangle:

sides = zeros(size(ConnectList));
angles = zeros(size(ConnectList));

% side_sum is the total sum of all triangle sides i n the ROI and count the
% total number of triangle sides:

side_sum = 0;

count = 0;

% Total area occupied by all triangles and total ar ea occupied by
% well-ordered triangles:

total_area = 0;

ordered_area = 0;

% Matrix of two vertices per row represented by coo rdinates X and Y whose
% distance has already been calculated:
vert_count=[00 0 0];

% Transparency parameter:
trans = 0.55;

% Selection of allowed triangles within the region of interest:
figure

imshow(image_name);

hold on

title(  'All allowed triangles' )

for i=1:length(ConnectList);

% State variable changes if two points in the i-th triangle are
% not within the allowed square ROI:
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state = [0, O, O];

% Define the vertices (X,Y) of the triangle:
a = centers(ConnectList(i,1),:);
b = centers(ConnectList(i,2),:);
¢ = centers(ConnectList(i,3),:);

% Calculate the distance between two vertices by ca lling euc_distance.m:
sidel = euc_distance(a, b);
side2 = euc_distance(a, c);
side3 = euc_distance(b, c);

% if two vertices of the triangle are out of the li mits of ROI, (by
% calling within_ROIl.m),state variable changes to 1 :
if within_ROI(X, Y,ROI_factor,a) == 1 &&
within_ROI(X, Y,ROI_factor,b) ==1,
state(1) = 1;
end
if within_ROI(X, Y,ROI_factor,a) == 1 &&
within_ROI(X, Y,ROI_factor,c) == 1;
state(2) = 1,
end
if within_ROI(X, Y,ROI_factor,b) == 1 &&
within_ROI(X, Y,ROI_factor,c) == 1;
state(3) = 1;
end
if state ==]0, 0, 0];

% Create coloured triangle plot to identify allowed triangles:

h = fill([a(1) b(1) c(1)], [a(2), b(2), c(2 0oy

alpha(h, trans)
% Add the i-th allowed triangle defined by the side s to the sides'
% matrix:

sides(i, ;) =[sidel,side2,side3];

% All triangle sides will be successively added in side_sum if and
% only if the pair of vertices that define the side has not been
% counted before and therefore they are not stored in vert_count
% vector:

if ismember([a b], vert_count, rows' ) ==

&& ismember([b a], vert_count, rows' )==0;

side_sum = side_sum + sidel;
vert_count = [vert_count; a b];
count = count + 1;
end
if ismember([a c], vert_count, rows' )==
&& ismember([c a], vert_count, rows' )==0;
side_sum = side_sum + side2;
vert_count = [vert_count; a c];
count = count + 1;

end
if ismember([b c], vert_count, rows' )==0 ...
&& ismember([c b], vert_count, rows' ) ==0;

side_sum = side_sum + side3;
vert_count = [vert_count; b c];
count = count + 1;
end
% Calculate the area of the allowed triangle by cal ling
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% triangle_area.m:
total_area = total_area + triangle_area(sid
side2, side3);

% Calculate the average side in pixels and nanomete
% allowed triangles:

average_side = side_sum/count;

average_side_nm = (side_sum*conversion_fact

% Determine the angles of the allowed triangles by
% two_point_vector.m and vector_angle.m to be alloc
% matrix angles where i-th row corresponds with the
% i-th triangle:

% Angle A:
AB =two_point_vector(a, b);
AC =two_point_vector(a, ¢);
angles(i,1) = [vector_angle(AC, AB, sidel,

% Angle B:
BC = two_point_vector(b, c);
BA = two_point_vector(b, a);
angles(i,2) = [vector_angle(BC, BA, side3,

% Angle C:
CA =two_point_vector(c, a);
CB =two_point_vector(c, b);
angles(i,3) = [vector_angle(CA, CB, side2,

% If two vertices of a triangle are out of the ROI,

% not allowed and eliminated by overwriting a zeros
% IDs of the i-th triangle. A zeros row is also int

% angles matrices to maintain the procedure integri
else

ConnectList(i,:) = [0 0 0];

sides(i,:) =[0 0 O];

angles(i,:) =[0 0 0];

end
end
hold off
% Create a list to remove the zeros rows:
remove = [];
for i=1:length(ConnectList);
if ConnectList(i,:) == [0 0 0];
remove = [remove, iJ;
end
end

% Remove disallowed triangles from ConnectList, sid
real_ConnectList = removerows(ConnectList, remove);
real_sides = removerows(sides, remove);

real_angles = removerows(angles, remove);

%% All triangle sides are added to the side_list li

% in percentage is calculated over the average side
% the matrix side_dev where each row represents a t
% deviations.The triangle_sum_dev_list is a list wi

% deviation of each triangle in percentage:

side_list = [];

el,

rs from all the
or)/count;

calling

ated in the

3 angles of the
side2)];
sidel)];
side3)];

the triangle is
row on the vertex
roduced in sides and

ty:

es and angles matrices:

st. The side deviation
length and stored in
riangle with the 3 side
th the total accumulated
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side_dev = zeros(size(real_sides));
triangle_sum_dev_list =[];

for i= 1:length(real_sides);
triangle_sum_dev = 0;
for j=1:3;

side_list = [side_list, real_sides(i, )];
side_dev(i, j) = (1/(3*average_side))*abs((
-average_side))*100;
triangle_sum_dev = triangle_sum_dev + side_
end
triangle_sum_dev_list = [triangle_sum_dev_list;
end

% real_sides is a matrix in which each row represen
% the 3 sides, the 3 side deviations and the total
real_sides = [real_sides, side_dev, triangle_sum_de

% Mean side in nanometers:
mean_in_nm = mean(side_list)*conversion_factor;

%% All triangle angles are added to the ang_list li

% in percentage is calculated over the deviation fr

% in the matrix ang_dev where each row represents a
% angular deviations. The ang_sum_dev _listis a lis
% accumulated deviation of each triangle in percent
ang_list =1];

ang_dev = zeros(size(real_angles));
ang_sum_dev _list =];

for i= 1:length(real_sides);
ang_sum_dev = 0;
for j=1:3;

ang_list = [ang_list, real_angles(i, j);];
ang_dev(i, j) = ((1/180)*abs(real_angles(i,
ang_sum_dev = ang_sum_dev + ang_dev(i, j);
end
ang_sum_dev _list = [ang_sum_dev_list; ang_sum_d
end

% real_angles is a matrix in which each row represe
% the 3 angles, the 3 angular deviations from 60° a

% angular deviation:

real_angles = [real_angles, ang_dev, ang_sum_dev_li

%% Triangles are filled with different colors depen
% deviation criteria introduced in percentage by th

figure

imshow(image_name);

hold on

titte(  'Triangulation: ordered(colored), non-orderedtriang

for i= 1:length(real_ConnectList);

% Define the vertices of triangle:
a = centers(real_ConnectList(i,1),:);
b = centers(real_ConnectList(i,2),:);
¢ = centers(real_ConnectList(i,3),:);

real_sides(i, j)
dev(i, j);
triangle_sum_dev];
ts 1 triangle with

accumulated deviation:
v_list];

st. The angular deviation
om 60 degrees and stored
triangle with the 3

t with the total

age:

J) - (60))*100);

ev];

nts 1 triangle with

nd the total accumulated
st];

ding on the maximum
e user (max_dev):

les (white)' )
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% Triangles with both total angular deviation and t

% less than the max_dev are colored green and the o

% calculated by calling triangle_area.m:

if real angles(i, 7) < max_dev && real_sides(i, 7) <

h =fill(Ja(1) b(1) c(1)], [a(2), b(2), c(2

alpha(h, trans);

ordered_area = ordered_area + triangle_area
real_sides(i, 2), real_sides(i, 3));

% Triangles with only angular deviation less than m
% blue:

elseif  real_angles(i, 7) < max_dev;

h =fill(Ja(1) b(1) c(1)], [a(2), b(2), c(2

alpha(h, trans);

% Triangles with only side deviation less than max_
% yellow:

elseif  real_sides(i, 7) < max_deyv;

h =fill(Ja(1) b(1) c(1)], [a(2), b(2), c(2

alpha(h, trans);

% Triangles not satisfying any condition are colore
else
h =fill(Ja(1) b(1) c(1)], [a(2), b(2), c(2
alpha(h, trans);
end
end
hold off

% Calculate the mean angular deviation:
mean_ang_dev = mean(ang_sum_dev_list);

% Calculate the mean side deviation:
mean_side_dev = mean(triangle_sum_dev_list);

% Calculate the triangular degree of order (total a
% triangles divided by the total area occupied by a
triangular_ordering = ordered_area/total_area*100;

% Create a variable that returns the deviation para
%area in percentage and the average triangle side i
ordered_area_um = ordered_area*(conversion_factor/1
total_area_um=total_area*(conversion_factor/1000)"2
deviation = [mean_ang_dev, mean_side_dev,triangular
average_side_nm,ordered_area_um,total_a

% Histograms of sides and angles.

figure

hold on

histogram(side_list*conversion_factor)

title(  'Distribution of side distances' )
xlabel(  ‘'triangle sides(nm)' )

ylabel( 'Occurences’ )

hold off

figure

hold on

)1,

otal side deviation
rdered area

max_dev;
g9 )

(real_sides(i, 1),

)1,

I

)1,

ax_dev are colored

b )

dev are colored

Yo

d white:

W)

rea occupied by the green
Il the triangles):

meters and the ordered
n nanometers:
000)"2;

_ordering,
rea_umyj;
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histogram(ang_list)

title(  'Distribtuion of angles' )
xlabel(  'Angles (Degrees)' )
ylabel( 'Occurences’ )

hold off

end

B.1.2 euc distance: Distance between two points

function [d] = euc_distance(a, b)

% Takes two points as input and returns the euclide an distance between them:

d :d abs(sqrt((a(1)-b(1))."2+((a(2)-b(2)).72)));
en

B.1.3 Two point vector: Creates a vector

function  [v] = two_point_vector(a, b)

% Creates a vector between two 2 points a and b fro m a to b:
v = [b(1)-a(1), b(2)-a(2)];

end

B.1.4 Triangle area: Calculates the triangle area

function [A] = triangle_area(a, b, ¢)
% Takes the 3 sides of a triangle as input and retu rns the area of the
% triangle.

% Heron's Formula:
s=(a+b+c)2;

A = sgrt(s*(s-a)*(s-b)*(s-c));
end

B.1.5 Vector angle: Calculates the angle between twectors

function  [ang] = vector_angle(A, B, distA, distB)
% Calculates the angle between two vectors A and B knowing their modulus

% Calculates the unit vectors:
unitA = A/distA;
unitB = B/distB;

% Calculates the angle in degrees:
ang = acosd((unitA(1)*unitB(1)+unitA(2)*unitB(2)));
end

B.1.6 Within ROI: If the point is within the region of interest

function  [state] = within_ROI(X, Y,ROI_factor, coords)
state=0;

% lower changes the size of the ROI.
lower = (100-ROI_factor)/200;
higher = 1 - lower;
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% Check whether the x and y coordinates of the inpu
% the region of interest:
if (coords(1) < X*lower || coords(1) > X*higher || co
coords(2) > Y*higher);
state = 1;

end

B.1.7 Pair-Main function: Pair distribution functio n

function  g=pair(centers,finalr,interval,diameter)
%% Inputs:

% centers is a matrix with the X and Y coordinates
% finalr is the final radius selected for the ring

% interval is the thickness of the ring area

% diameter is the average particle diameter for the
% normalization in pixels

%% Outputs:

% A matrix g in which the first column represents a

% the second column the normalized pair distributio
% column the number of particles at a certain radia

% column the ring area of each radial distance.

% Maximum and minimum values of all particles coord
maxX = max(centers(;,1));
maxY = max(centers(;,2));
minX = min(centers(;,1));
minY = min(centers(:,2));

% Maximum radius allowed:
maxr= min(((maxX-minX)/2),((maxY-minY)/2));

% validate the maximum radius selected:

if maxr < finalr
error ( "The maximum allowed final radius is %d '
end
% num is the total number of particles:
[num,junk] = size(centers);

% Total area of interest and average particle densi
totalarea = (maxX-minX)*(maxY-minY);
dens = num/totalarea;

r = zeros(num,1);

% Each particle in the image is selected and the di
% rest of particles calculated. The i-th row of R r
% particle with the corresponding distances formed
% particles:
for m=1:num

for n=1:num

R(m,n)=norm(centers(m,:)-centers(n,:));

end

end

g = zeros(100,4);
iter = ceil(finalr/interval);

t point are within

ords(2) < Y*lower ||

of the particles.
area

radial distance

Il radii scrutinized,
n function, the third
| distance and the fourth

inates in the image:

, maxr);

ty:

stance between the
epresents the i-th
with the rest of
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for i=1l:ter
radius = i*interval;
inn = radius-interval;

count=0;
ringarea = 0;
for m=1:num
% Check if the ring area centered in the i-th parti cle is out
% of bonds:
if ((centers(m,1)-radius < minX) | (centers(m,1)+radi us > maxxX))
continue

elseif  ((centers(m,2)-radius < minY) |
(centers(m,2)+radius > maxy))

continue

else
% If the particle is accepted, the ring area is acc umulated
% to take into account the total particle normaliza tion in
% the pair distribution function:

ringarea = ringarea + pi*radius”2 - pi*inn"2;
end

% Calculate the number of particles inside the spec ific ring
% area around the i-th particle:

r=R(m,);

lessth = r<radius;

greaterth = lessth.*r>inn;

% Number of particles in the ring area:
count = count+sum(greaterth);

end
% Matrix with the different radius, pair distributi on function,
% number of particles in each ring area and total r ing area:

g(i,1) = radius/diameter;
g(i,2) = count/(ringarea*dens);

g(i,3) = count;
g(i,4) = ringarea;
end
figure
hold on
plot(g(:,1),9(:,2));
title(  'Pair distribution function' )

xlabel(  'r/d" )

ylabel(  ‘'g(r)' )
hold off
end

B.1.8 Grain analysis-Main function: Triangulation and sizing of grains

function  [grain_final,triangular_ordering] =

grain_analysis(image_name,centers,ROIl_factor,max_de v,conversion_factor)
%% Inputs:
% image_name is the filename of the analyzed image typed between single

% quotes,e.g,'example.tif’
% centers is the matrix with the X and Y coordinate s of the particles.

% ROI_factor modifies the area of interest in the i mage to be analyzed.
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% Allowed values between 0-100. (0 = 0% of the imag
% image,normally around 80 or 90 to avoid large tri
% edges)

% max_dev is the maximum deviation from the average
% to consider a triangle well-ordered. Values betwe
% deviation and 100 = 100% deviation, normally arou

% conversion factor in nanometers/pixel is the rela
% and the metric scale.

%% Outputs:

% A matrix of grains in which each row represents a
% of triangles, the area occupied by each grain in
% by each grain in micrometers, the percentage rat
% regarding the total ordered area and the percenta
% occupied regarding the total analyzed area

% the percentage rate of ordered area regarding the

%%
% Delaunay Triangulation based on the particle cent
DT = delaunayTriangulation(centers);

% Get image dimensions to select the analysis area
% of ROI

image = imread(image_name);

X = size(image, 2);

Y = size(image, 1);

% In each row of ConnectList there are 3 vertex IDs
ConnectList = DT.ConnectivityList;

% Each row is the center coordinates of 1 particle
centers = DT.Points;

% Create sides and angles to hold the 3 side length
% each triangle respectively. The i-th row of sides
% triangle:

sides = zeros(size(ConnectList));

angles = zeros(size(ConnectList));

% side_sum is the total sum of all triangle sides i
% total number of triangle sides:

side_sum = 0;

count = 0;

% Total area occupied by all triangles and total ar
% well-ordered triangles:

total_area = 0;

ordered_area = 0;

% Matrix of two vertices per row represented by coo
% distance has already been calculated:
vert_count=[00 0 0];

% Selection of allowed triangles within the region

e, 100 = 100% of the
angulation close to the

triangle side and angle
en 0-100,(0 = 0%
nd 10).

tionship between pixels

grain with the number
pixels, the area occupied
e of grain area occupied
ge rate of grain area

total area analyzed

ers.

and discard points out

that define a triangle:

(vertex):

s and the 3 angles of
and angles is the i-th

n the ROI and count the

ea occupied by

rdinates X and Y whose

of interest:
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for i= 1:length(ConnectList);

% State variable changes if two points in the i-th triangle are
% not within the allowed square ROI:
state = [0, O, O];

% Define the vertices (X,Y) of the triangle:
a = centers(ConnectList(i,1),:);
b = centers(ConnectList(i,2),:);
¢ = centers(ConnectList(i,3),:);

% Calculate the distance between two vertices by ca lling euc_distance.m:
sidel = euc_distance(a, b);
side2 = euc_distance(a, c);
side3 = euc_distance(b, c);

% if two vertices of the triangle are out of the li mits of ROI, (by
% calling within_ROI.m),state variable changes to 1 :
if within_ROI(X, Y,ROI_factor,a) == 1 &&
within_ROI(X, Y,ROI_factor,b) ==1,
state(1) = 1;
end
if within_ROI(X, Y,ROI_factor,a) == 1 &&
within_ROI(X, Y,ROI_factor,c) == 1;
state(2) = 1,
end
if within_ROI(X, Y,ROI_factor,b) == 1 &&
within_ROI(X, Y,ROI_factor,c) == 1,
state(3) = 1;
end
if state ==]0, 0, 0];

% Add the i-th allowed triangle defined by the side s to the sides'
% matrix:
sides(i, ;) =[sidel,side2,side3];

% All triangle sides will be successively added in side_sum if and
% only if the pair of vertices that define the side has not been
% counted before and therefore they are not stored in vert_count
% vector:

if ismember([a b], vert_count, rows' ) ==

&& ismember([b a], vert_count, rows' )==0;

side_sum = side_sum + sidel;
vert_count = [vert_count; a b];
count = count + 1;
end
if ismember([a c], vert_count, rows' ) ==
&& ismember([c a], vert_count, rows' )==0;
side_sum = side_sum + side2;
vert_count = [vert_count; a cJ;
count = count + 1;

end
if ismember([b c], vert_count, rows' )==0 ...
&& ismember([c b], vert_count, 'rows' )==0;

side_sum = side_sum + side3;
vert_count = [vert_count; b c];
count = count + 1;

end
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% Calculate the area of the allowed triangle by cal
% triangle_area.m:
total_area = total_area + triangle_area(sid
side2, side3);

% Calculate the average side in pixels and nanomete
% allowed triangles:
average_side = side_sum/count;

% Determine the angles of the allowed triangles by
% two_point_vector.m and vector_angle.m to be alloc
% matrix angles where i-th row corresponds with the
% i-th triangle:

% Angle A:
AB =two_point_vector(a, b);
AC =two_point_vector(a, ¢);
angles(i,1) = [vector_angle(AC, AB, sidel,

% Angle B:
BC = two_point_vector(b, c);
BA = two_point_vector(b, a);
angles(i,2) = [vector_angle(BC, BA, side3,

% Angle C:
CA =two_point_vector(c, a);
CB =two_point_vector(c, b);
angles(i,3) = [vector_angle(CA, CB, side2,

% If two vertices of a triangle are out of the ROI,
% not allowed and eliminated by overwriting a zeros
% IDs of the i-th triangle. A zeros row is also int
% angles matrices to maintain the procedure integri
else
ConnectList(i,:) = [0 0 0];
sides(i,:) =[0 0 O];
angles(i,:) =[0 0 0];
end
end

% Create a list to remove the zeros rows:
remove = [J;
for i=1:length(ConnectList);
if ConnectList(i,:) == [0 0 0Q];
remove = [remove, iJ;
end
end

% Remove disallowed triangles from ConnectList, sid
real_ConnectList = removerows(ConnectList, remove);
real_sides = removerows(sides, remove);

real_angles = removerows(angles, remove);

%% All triangle sides are added to the side_list li

% percentage is calculated over the average side le
% matrix side_dev where each row represents a trian
% deviations.The triangle_sum_dev _list is a list wi

% deviation of each triangle in percentage:

side_list = [];

side_dev = zeros(size(real_sides));

ling
el,
rs from all the
calling
ated in the
3 angles of the
side2)];
sidel)];
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triangle_sum_dev_list = [J;

for i=1:length(real_sides);
triangle_sum_dev = 0;
for j=1:3;

side_list = [side_list, real_sides(i, j)];
side_dev(i, j) = (1/(3*average_side))
*abs((real_sides(i, j)-aver
triangle_sum_dev = triangle_sum_dev + side_
end
triangle_sum_dev_list = [triangle_sum_dev_list;
end

% real_sides is a matrix in which each row represen
% the 3 sides, the 3 side deviations and the total
real_sides = [real_sides, side_dev, triangle_sum_de

%% All triangle angles are added to the ang_list li

% in percentage is calculated over the deviation fr

% in the matrix ang_dev where each row represents a
% angular deviations. The ang_sum_dev _list is a lis
% accumulated deviation of each triangle in percent
ang_list=1];

ang_dev = zeros(size(real_angles));
ang_sum_dev _list =];

for i=1:length(real_sides);
ang_sum_dev = 0;
for j=1:3;

ang_list = [ang_list, real_angles(i, j);];
ang_dev(i, j) = ((1/180)*abs(real_angles(i,
ang_sum_dev = ang_sum_dev + ang_dev(i, j);
end
ang_sum_dev_list = [ang_sum_dev_list; ang_sum_d
end

% real_angles is a matrix in which each row represe
% the 3 angles, the 3 angular deviations from 60° a

% angular deviation:

real_angles = [real_angles, ang_dev, ang_sum_dev_li

grains=[J;
boundaries=[];
for i=1:length(real_ConnecitList);

% Define the vertices of triangle:
a = centers(real_ConnectList(i,1),:);
b = centers(real_ConnectList(i,2),:);
¢ = centers(real_ConnectList(i,3),:);

% Triangles with both total angular deviation and t
% less than the max_dev are stored in the matrix gr
% area calculated by calling triangle_area.m

% Each row of grains defines a triangle by the thre
% two columns are the coordinates of the first vert
% third columns the coordinates of the second verte
% columns the last vertex of the triangle:

if real_angles(i, 7) < max_dev && real_sides(i, 7) <
grains =[grains;a,b,c];

age_side))*100;
dev(i, j);

triangle_sum_dev];

ts 1 triangle with
accumulated deviation:
v_list];

st. The angular deviation
om 60 degrees and stored
triangle with the 3

t with the total
age:

j) - (60))*100);
ev];
nts 1 triangle with

nd the total accumulated

st];

otal side deviation
ains and the ordered

e vertices. The first
ex, the second and
x and the last two

max_dev;
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ordered_area = ordered_area + triangle_area (real_sides(i, 1),
real_sides(i, 2), real_sides(i, 3));

% Triangles no matching the deviation criteria are stored in the matrix
% boundaries:
else
boundaries =[boundaries;a,b,c];
end
end
% Sort and plot the ordered triangles in different grains by calling
% sorting_analysis.m:

grain_final = sorting_analysis(grains,image_name,

conversion_factor,to tal_area);
% Calculate the triangular degree of order (total a rea occupied by the
% ordered triangles divided by the total area occup ied by all the triangles):
triangular_ordering = ordered_area/total_area*100;

end

B.1.9 Sorting analysis: Classifies triangles in diérent grains

function  [grain_final] = sorting_analysis(grains,image_name
conversion_factor,total_are a)

figure

imshow(image_name);

hold on

titte(  'All grains' )

% Transparency parameter:

trans=0.55;

triaux=grains;
grain_list=[];
grain_final=[];
[rowl,~]=size(triaux);

% Total number of ordered triangles:
triang_total=rowl;

% Triangles are stored in different grains:
while rowl~=0

% Select the first triangle from triaux, add it to grain_list and delete

% it in triaux:
[row2,~]=size(grain_list);

if row2==0

verl = triaux(1,1:2);

ver2 = triaux(1,3:4);

ver3 = triaux(1,5:6);

grain_list=[verl ver2 ver3];

triaux=removerows(triaux,1);

listcount=1;

end

% The grain growth proceeds if the next triangle an alyzed in triaux
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% shares one side with the triangle selected from g
verl = grain_list(listcount,1:2);
ver2 = grain_list(listcount,3:4);
ver3 = grain_list(listcount,5:6);
e=0;
remove=[];
[row3,~]= size(triaux);
for j=1:row3

verauxl = triaux(j,1:2);
veraux2 = triaux(j,3:4);
veraux3 = triaux(j,5:6);

iden=0;

if verl ==verauxl | verl == veraux2 | verl == veraux
iden=iden+1;

end

if ver2 ==verauxl | ver2 == veraux2 | ver2 == veraux
iden=iden+1,;

end

if ver3 == verauxl | ver3 == veraux2 | ver3 == veraux
iden=iden+1;

end

% if the triangle analyzed shares one side with the
% from grain_list, the triangle is added to grain_|
% deleted from triaux:

if iden==

rain_list:

triangle
ist and

grain_list=[grain_list; veraux1,ver aux2,veraux3y];

remove=[remove,jl;
e=e+1,
end

if e==
break
end
end

listcount=listcount+1
triaux=removerows(triaux,remove);
[rowl,~]=size(triaux);
[row4,~]=size(grain_list);

% The algorithm continues selecting one by one the
% in grain_list, comparing them with the remaining
% and adding more triangles to grain_list until the
% triangles fulfilling the criteria in the i-th gra

if listcount > row4 | rowl==0

grain_area=0;

% Only grains with at least 6 triangles are accepte
if row4>5;
map=rand(1,3);

for i=l:row4
a = grain_list(i,1:2);
b = grain_list(i,3:4);
¢ = grain_list(i,5:6);
sidel = euc_distance(a, b);
side2 = euc_distance(a, c);
side3 = euc_distance(b, c);

next triangles stored
triangles in triaux

re are no more

in.

d as true grains:
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%Area occupied by the whole grain:

grain_area = grain_area + triangle_are a(sidel,side2, side3);
% Triangles are filled with different colors depend ing on the
% grain that they belong to:

h =fill({a(1) b(1) c(1)], [a(2), b(2) » €(2)], map);
alpha(h, trans);
end
grain_area_um = grain_area*(conversion_ factor/1000)"2;
% Each row of grain_final represents one grain:
grain_final = [grain_final; row4, grain _area,
grain_area_um,(row4/triang_total*100),g rain_area/total_area*100];
end
grain_list=[];
end
% The algorithm continues looking for more grains u ntil there is no more
% triangles in triaux.
end
hold off
figure
hold on
list=sort(grain_final(:,1), ‘descend’ );
bar(list)
title( ' Distribution of grains' )

xlabel(  'Grain number' )
ylabel(  'Triangles' )

hold off

figure

set(gca, 'visible' ,lofft )
hold on

pie(list)

hold off

end

B.1.10 grain-Main function: Generates a color-codedrientation map

function [alpha,transaa] = grain(image_name,cutoffdist)

% The following code computes the different grains present in a monolayer
% by calculating the relative orientation of indivi dual nanoparticles
% regarding its coordination number. A color-coded orientation map is

% generated.

%% Inputs:

% image_name is the filename of the analyzed image typed between single

% quotes,e.g,'example.tif'. The image is a binary b lack-and-white image in
% which black color represents the particles and wh ite color the background
% cutoffdist is the radius (in pixels) that from th e central particle

% defines a circular region where the nearest neigh bors are found and the
% angles around calculated. Usually, the radius is the minimum distance
% between the first and the second peak in the pair distribution

% function. In our case ~20.
%% Outputs:
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% A matrix of angles in which each row represents o
% columns the nearest neighbors defined by the angl
% with the surrounded particle.

% A matrix of angles with the final averaged relati
% of each particle

%% Determining coordinates of all particles
original = imread(image_name);
comporiginal = imcomplement(original);

% Label distinctively the pixels belonging to each
L = bwlabel(comporiginal);

% Get centers and radii of the particles:

stats = regionprops(L , ‘Centroid’ );
centroids = cat(1 , stats.Centroid);

xcoords(; , 1) = centroids (;, 1);

ycoords(; , 1) = centroids (: , 2);

% t is the total number of particles
t = size(xcoords,1);
alpha = zeros(t,6);

% Select the particles that fulfill the condition a
% particle and store in alpha matrix the angles cal
% neighbors with the central particle:

for c=1:t
jamz =1;
for i=1:t
if ((((xcoords(i,1)-xcoords(c,1))*2+(ycoords(i,1)-yco
»2)7.5) >0) && ((((xcoords(i,1)-xcoords(c,
(ycoords(i,1)-ycoords(c,1))"2)".5) <= cutof

alpha (c,jamz) = (180/pi) * (atan ((ycoords
ycoords(c,1))/ (xcoords(i,1)- xcoords(c,1))
jamz = jamz + 1;
end
end
end

ji = size (alpha, 2);

% Normalize relative angles into a 60 degree interv
% matrix alphap:
alphap = zeros (t,jj);
for c=1:t
for =1
if alpha (c,i) >-30 && alpha (c,i) <= 30;
alphap (c,i) = alpha (c,i);
elseif  alpha (c,i) > 30 && alpha (c,i) <= 90;
alphap (c,i) = alpha (c,i) - 60;
elseif  alpha (c,i) <-30 && alpha (c,i) >=-90;
alphap (c,i) = alpha (c,i) + 60;
end
end
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end

% Find the row and column indices of all zero value
[row0,col0] = find(alphap == 0);

% Arrange rows in order from the lowest to the high
% or more zeros are present:
row00 = unique (row0);

% column vector that provides the number of zeros t
% starting with the lowest row index that contains

% row index:

counted=hist(row0(:),row00)";

% Total number of rows that contains zero(s).
teto = size (row00,1);

% Find the row and column indices of all nonzero va
[rows,cols] = find(alphap ~= 0);

% Total number of nonzero angles in alphap.
dfd = size(rows,1);

% Create variables same length as the number of par
% totalangle will be the addition of all the angles

% particle. The i-th row of cuountz will count the

% the i-th row of totalangle:

totalangle=zeros(t,1);

countz=zeros(t,1);

% Calculate the average orientation of the i-th par
% nonzero angles kept in the i-th row and dividing
% added:
for j=1:t
for i=1:dfd
if rows(i,1) ==j;
totalangle(j,1) = alphap(rows(i,1), cols(i,
totalangle(j,1);
countz(j,1) = countz(j,1) +1;
end
end
end

% Create a variable to hold the average angle:
averageangle = zeros(t,1);

for j=1:t
averageangle(j,1) = totalangle(j,1) / countz(j,1);
end

% Round the averageangle values to nearest integer:
raverageangle = round(averageangle);

% In case of any value of raverageangle is a NaN, i
% containing the linear indices corresponding to th
% for replacing it with a zero value:

ind = find(isnan(raverageangle));
raverageangle(ind)=0;
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% 30 is added to all the averaged angles stored in
% angle interval between 0°-60°. 1 is finally added
% angle interval between 1°-61° so each angle coinc
% color in the colormap c:

for i=1:t
transaa(i,1) = raverageangle(i,1) + 31 ;
end

c=colormap(jet(61));

% RGB = label2rgb(L) converts a label matrix, L, re
% an RGB color image for the purpose of visualizing
% [0 0 0] value for zero-labeled elements (black co
% jet(1) defines the colormap map to be used in the
% Shuffle assigns colormap colors to label matrix r
% numerical order:

RGB = label2rgb(L == 1, jet(1), [0 0 O],
for i=1:t
% for all the pixels labeled i belonging to the i p

% assigns the value stored in transaa(i),a humber b
% the color of the particle by passing the coordina

% to the colormap c, c(transaa(i),:)

RGB =RGB + label2rgb(L ==, c(transaa(i),:), [0 O
end

%teto was the total number of rows with zero(s) in
for i=1l:teto

raverageangle to set an
to get the final
ides with a proper

turned by bwlabel into
the labeled regions.
lor for background)
RGB image.

egions without

);

article ,label2rgb
etween 1 and 61, to
tes of that number

0], ‘shuffle’ );

their columns

% if the subtraction between the number of columns in alpha(jj) and the
% number of zeros in the i-th row is not equal to 6 , the particle is
% considered a boundary and colored in white ([1 1 1)):

if jj- counted(i) ~=6
RGB =RGB + label2rgh(L == row00(i), [1 1 1], [0
end
end
imshow (RGB);
colorbar;
caxis([0 60]);

end

00], ‘shuffle’ );
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