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“ Interaction design isn’t only about fixing problems; it’s also about fa-
cilitating interactions between people in richer, deeper, better ways
– that is, finding new ways to better connect human beings to one
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Preface

This report documents the work of a Master’s thesis in Human Computer Interaction,
Department of Computer Science at Aalborg University. It is a continuation of a 9th
semester project. This report covers the work done between 02/02/2016 to 05/06/2016.

Our study work resulted in this report. The report consists of three parts and is struc-
tured as follows: First an overall introduction will explain the background and motivation
for this project and its stages. Then the main content is enclosed in a ACM CHI SIG
formatted research paper followed by a combined discussion of the two projects. Lastly,
the 9th semester paper can be found in the appendix alongside pictures, participant
information, and statistical data collected from the questionnaires.

The theme of our project is cross-device interaction techniques between mobile devices
and public displays. More specifically understanding the user’s responses when using
different interaction techniques in a public setting.

A CD containing the source code of the developed systems is supplied together with
this report. The CD also contains a digital copy of this report as well as appendices with
e.g. interview transcriptions. Additionally, it contains all logged numbers used for the
quantitative analysis, enclosed as database exports.

Finally, we would like to thank Jeni Paay, Associate Professor at Aalborg University, for
providing ongoing feedback and guidance throughout the project as well as for her
excellent support during this past year’s ups and downs.
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Introduction

As public displays become ubiquitous in the form of projectors, TVs, and kiosk, novel
types of interaction applications emerge. In particular, we foresee applications that
support user-generated content to rapidly gain importance, since they provide a benefit
for the user, for example in the form of digital bulletin boards, discussion platform that
foster public engagement, and applications that allow for self-expression. However, at
the same time, the novelty of such applications infer several challenges: first, they need
to provide suitable means for the passerby to contribute content to the application and
second, mechanisms need to be employed that provide sufficient control for the display
owner with regard to content moderation;

The foundation of our motivation for our Master’s thesis can be found in our previous
semester’s work. Which began with us being interested in Natural User Interfaces(NUI) in
public spaces, with regards to the interaction between the users and the system, as well
as with each other. For example, a project that sparked our interest was one that was
being conducted at Aalborg University. They were creating a large touch wall where
multiple users could come up and create music together by touching the wall in different
places. After a few iterations of our research idea we decided that instead of pursuing
artistic installation type of work, we would focus on interaction side.

This report presents a study conducted on our 10th semester, at Aalborg University,
as a continuation of our 9th semester project. The focus of our Master’s thesis is on
suitable means for passerby to contribute content to a public display. More specifically
we examine cross-device natural user interaction as such potential means, this is done
by investigating the user’s responses to the different interaction techniques, both quanti-
tatively and qualitatively.

Since cross-device natural user interaction is a relatively new research field, this gives us
the opportunity to provide foundational research for use with public displays in applica-
tions such as bulletin boards and interactive advertising boards.
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ABSTRACT

A MAJOR CHALLENGE WHEN CREATING LARGE INTERACTIVE DISPLAYS IN A PUBLIC SETTING IS CREATING

AND DEFINING THE WAYS FOR USERS TO INTERACT WITH THEM. THIS PAPER PRESENTS THE OUTCOMES
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ABSTRACT
A major challenge when creating large interactive displays
in a public setting is creating and defining the ways for users
to interact with them. This paper presents the outcomes of
user evaluation sessions designed to test a series of different
cross-device natural user interaction techniques for people to
interact with large displays in public setting. It is an initial
step towards the entire perspective, the essence of being able
to establish a natural means for immersive interactions with
public displays. This paper proposes four cross-device natural
user interaction techniques for transferring data from a mobile
device to a public display in a realistic task scenario.

This paper reports a quantitative and qualitative analysis on
proposed interaction techniques, leading to more in-depth un-
derstanding of the nature of cross-device interaction with a
natural modality between people and large public display. Our
contribution to HCI is 4 aspects, Clarity, Comfort, Context,
and Control, that should be considered when designing and de-
veloping interaction techniques in order to support information
transfer for interactive public displays.

ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous; See http://acm.org/about/class/1998/ for the
full list of ACM classifiers. This section is required.

Author Keywords
Interaction Techniques; Cross-Device Interaction; Natural
User Interaction; Kinect; Mid-air Gestures; Public Space;
Public Displays; Large Displays

INTRODUCTION
Historically, most software applications are found on devices
that are used in a personal context like a laptop, a personal
computer, a mobile phone and so forth. However, as our,
technical capabilities grew, so did our dreams, and we started
imagining new places and uses for the current and future

Paste the appropriate copyright statement here. ACM now supports three different
copyright statements:
• ACM copyright: ACM holds the copyright on the work. This is the historical ap-
proach.
• License: The author(s) retain copyright, but ACM receives an exclusive publication
license.
• Open Access: The author(s) wish to pay for the work to be open access. The addi-
tional fee must be paid to ACM.
This text field is large enough to hold the appropriate release statement assuming it is
single spaced.
Every submission will be assigned their own unique DOI string to be included here.

technology, in order to make our lives easier, more productive,
more entertaining or even just different.

An example of this can be seen in the replacement of the tradi-
tional signs with digital displays. This is due to rapid progres-
sion in the technology for displays and projections, which led
to lowering of the marginal price, thus “displays have moved
out of research laboratories into public spaces ” [19]. Now
we have displays that are deployed in malls, shop windows
and even in urban environments.We can see the transformation
from traditional to digital in inner city areas, airports, train
stations, and stadiums. With this transformation we can enable
new forms of multimedia presentation, new user experiences,
and interactivity. However, it is an open question whether we
use this opportunity, as the vast majority of digital displays
remain non interactive.

This trend of broadening the domain of multimedia to move
beyond the private into the public space is promising, as it
not only gives the possibility for technology to become more
relevant for our lives, but it also presents the possibility of
more immersive experiences. Presented with this opportunity,
research has been done in the area of digital displays for use
in a public context, marked with the term public displays.
Some of the researchers gravitated around a specific system
for a specific task, while others have worked on an abstract
level. For example, Bringhul et al.[35] identified and tried to
tackle the problem about how to entice people to participate
in public displays, and Muller et al.[27] analysed the public
design space contributing to the understanding of mental and
interactional models. Cheung et al. [10] go further to analyse
the barriers you face when interacting with public displays
with a mobile device. What all these authors have in common,
beside analysing the challenges for public displays, is that
they agree that a key component of a public display is the
interaction, marked with the term public interactive display.

There are different ways to interact with a public display. One
way a person can do so is via a second device (cross-device
interaction) or via gaze, touch or some other natural modality
(natural user interactions); however, recent research in HCI has
focused on combining these two fields in what could be called
cross-device natural user interaction. An example can be
seen within the work of researchers using spatial information
[25, 26], others using touch [38], or combined touch with air
gestures [8].
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Based on the work of Lauridsen et al. [36] who empirically
compared four cross-device natural user interaction techniques
in a laboratory setting, we set out to investigate how interac-
tion techniques tested in a laboratory, actually perform in a
public situation. We ask the question: "How can we under-
stand people’s responses to pushing information from a mobile
device to a public display?".

In this paper we review the research that has been done within
interaction with large public displays. This has been done to
map the current understanding and practices, thereby helping
future researchers within this field to gain a perspective on state
of the art as well as identifying possible untapped opportunities
for future work. This paper is structured in the following way:
firstly, we look at related work in the domain of public displays
to gain an insight of what has been done in terms of research.
We then describe the methods used for our study, including
our research approach, followed by a description of the study
participants and the data analysed. We then give a description
of the findings gathered from the user study sessions, including
a list of areas of interest. In the concluding part of the paper,
we discuss findings, future work and limitations of the study.

RELATED WORK
The current section will present related work in relation to
large public displays, their domain in the public space, and
ways of interacting with emphasis on cross-device natural user
interaction.

Large Public Displays
One of earliest large public displays was Hole-in-Space, it was
a window type, which enabled people from New York to see,
hear and speak with head-to-toe, life sized images of people
from the opposite side of the US, in Los Angeles [23]. Though
the start was given as an artistic experiment, various research
groups later scientifically explored the concept of interactions
between people located at remote places over public displays
with audio-video capabilities [13, 14, 4].

In the early nineties shared interactive display surfaces was an
emerging research area, with early examples of shared draw-
ing surfaces [5, 20]. Combining this with the new paradigm
called "ubiquitous computing", Weiser showed examples of
how display devices of different sizes could be embedded into
a working environment to solve different tasks. He contem-
plated that these displays could be networked and exist in the
periphery of the user, leaving him with the choice of inter-
action [45]. These two ideas resulted in richer examples of
situated displays [41, 39], which gave us a better understand-
ing of the role that public displays have in conversation and
also their influence on group dynamics.

In the late nineties we witnessed the emergence of ambient
display systems. Systems that could project water ripples on
the ceiling of a room to denote different activities [21], or
which used air bubbles rising vertically from a water tube
to render small black and white images [18]. Also wearable
displays, for example a LED display on a T-shirt became
increasingly popular as an area of research, leading to displays
being designed and studied in a more compact form[7, 33, 11].

In the beginning of the new millennium, technological
progress of display technologies gave us the possibilities to
have more affordable and less cumbersome displays and pro-
jection techniques. This research expanded to identify the
social consequences of design and placement of displays. An
example is Kaharalios et al.’s work [22], which even though
it involved connecting two remote locations over audio-video
link, had a different concept in mind. They blended the videos
and converted them to make users look like graffiti, which was
projected on the wall. This prompted users to move closer
to the display and acted as a social catalyst to motivate users
to engage in " conversation " with each other. This led to a
new focus of research encouraging social interactions using
situated displays. Greenberg et al.[15] combined multiple
personal desktops and a large semi-public display to improve
awareness among colleagues connected electronically. It con-
sisted of a desktop client that allowed them to post multimedia
content on a real time collaborative surface. A collage with
randomly placed content appeared both on a large public dis-
play in a common area and on personal workstations. This
acted as a start for social interaction between two people, for
example, clicking on the live video stream would start a chat
with that person.

However, despite this research, public displays used to support
community and social activities revealed a major problem; the
lack of willingness by users to participate[35].

The Public Space as a challenge
To address the participation problem, various researchers have
presented different models on audience behaviour and interac-
tion with public displays.

Streitz et al.[30] presented the three-zone model which defined
three zones of interaction; ambient zone, notification zone and
cell interaction zone based on the distance between the user
and the display. This model lacks support for multiple users
and assumes that a user in the cell interaction zone intends to
interact with the system. Brignull and Rogers [35] presented
an interaction model based on how people become aware of
the existence of a display installation. They identified three
activity spaces around a display installation: space of periph-
eral awareness, space of focal awareness, and space of direct
interaction. They further identified that the transition zones
between these spaces represent a key barrier to interacting
with the display.

Researchers became very interested in using mobile devices
to interact with public displays, when mobile devices became
increasingly prevalent in the late 2000’s early 2010. The
advantages put forward for mobile phones were three fold.
Firstly, the sensors in mobile devices made it possible to detect
people around a display. Secondly, physical or touch buttons,
microphones, inertial sensors and cameras made it possible to
make it an interaction device. Lastly, mobile phones acted as
a storage medium to transfer information from and to public
displays.

Interacting with Public Displays
One of the fundamental aspects of public displays that make
them useful is when they include interactivity. This aspect en-
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courages participation and enables users to explore the content.
One way of doing that is include interaction with other devices,
such as mobile phones, making it cross-device interaction.

Cross-device studies with public displays are related to using
mobile phones as interaction devices for controlling public
displays, either with or without feedback on the mobile devices.
An example of the former is the multiplayer Breakout game
by Cheung et al. [10] that is played on a large public display.
Multiple players can join the game by scanning the QR code
located in front of the display using their mobile phones. This
web-based client application allowed each player to control
their paddle by tilting their phone. The mobile device provides
feedback regarding the game and connection status (error,
connected, disconnected). Vepsalainen et al. [43] presented a
similar work wherein mobile phones were used as a gamepad
for a controlling the game running on a large display, with
feedback given on the mobile phones. In contrast, no feedback
was provided on the users’ mobile phones in Scroll, Tilt or
Move, where Boring et al.[6] presented various techniques for
controlling the pointer on a large display.

People use different modalities (speech, eye gaze, touch, ges-
tures, facial expressions, body postures and others) while in-
teracting with each other. Researchers have extended and
explored the use of similar modalities to interact with public
displays.

Speech can be recognized using microphone arrays near the
displays to issue digital commands. For example, Ward pro-
vided air travel information based on the spontaneous speech
commands given to the system [44]. However, using speech
alone as an input method is error-prone especially when the
content on the display is dynamic [32], therefore the majority
of studies used a combination of speech and gestures, as this
combination was natural and efficient to cope with the visual
complexity of the display [2].

The term "gesture" is quite loosely defined in the field of HCI
and it depends on the context of interaction. In our context, we
refer to hand gestures and gestures using stylus-like devices or
other external devices (such as the Wii or Kinect controller).
The success of Kinect controller started a widespread interest
in gesture interfaces within the research community. Users
can walk into the vicinity and start interacting even before they
realize it, and explore the system gradually [29]. While gestu-
ral interaction is desirable for interaction with public displays,
they pose some challenges as well. A major challenge with
gesture recognition is how to differentiate naturally occurring
gestures, and gestures intended to interact with the system
[46]. Moreover, the use of gestures could be embarrassing or
disruptive to the user in a public environment [34].

Touch, another natural modality we can use for interaction is
accurate and provides a natural tactile feedback for the inter-
action. Although the rapid growth of touchscreen devices has
increased the affordances for touch, not all displays currently
deployed in public places support touch. Therefore, inform-
ing the user of which surfaces are touchscreens, and which
are not, is crucial for its use. MirrorTouch supported both
mid-air gestures and touch to increase the usage of the dis-

play[28]. However, using touch is not always possible because
of varying display locations and/or sizes.

As different interactions have different pros and cons an ob-
vious question is: would a combination of interaction types
create a synergy that would maximize the pluses and minimizes
the minuses for information transfer to a public display?

Cross-device natural user interactions for data transfer in
Public Displays
Determining the recipient and sender devices for an informa-
tion transfer in a public setting presents more challenges in
contrast to controlled environments like offices, homes and
workstations. One of the earlier attempts in this domain used
a grid of QR codes to identify the desired content [3]. The
authors developed two complementary interaction techniques
using phone cam: Sweep and Point+Shoot. In the sweep tech-
nique, the phone camera acts like an optical mouse. Successive
images are compared to determine the direction and displace-
ment of the phone. In Point+Shoot technique, the user aims
the phone camera (point) at the desired content on the display
and presses the joystick on their phone (shoot) to retrieve that
content to their personal device via QR code.

A different idea, presented by Hardy and Rukzio [16] allowed
the user to touch the desired part of the public display with
their mobile phone in order to perform interactions. This
interaction technique was implemented using a grid of NFC
tags, which would help the system dynamically identify the
part of the application UI that the user was interacting with at
that point. Since NFC tags have an id associated with them,
it is trivial to identify the sender and recipient in the event of
any information transfer between the public display and the
personal device.

Researchers have also explored the use of other sensing tech-
nologies to detect similar touch events. For example, Phone-
Touch relied on accelerometer data generated whilst touching
the display surface to generate touch events when the phone
touches the display surface [37]. Users could share content
with the display surface, simply by selecting the content on
their phone, followed by touching the display surface with
their phone. However, the major drawback of this approach
becomes visible when the size of display increases beyond the
physical reach of a person.

To overcome this challenge Bragdon et al.[8] propose using a
system that combines touch + air gesture hybrid interactions.
They aim to design, implement and test a system that allows
a group of users to interact using air gestures and touch ges-
tures. The purpose is to increase control, support democratic
access, and share items across multiple personal devices such
as smartphones and laptops where the “primary design goal
is fluid, democratic sharing of content on a common display.”
[8]. This method enables access, control and sharing of infor-
mation through several different devices such as multi-touch
screen, mobile touch devices, and Microsoft Kinect sensors.

Alt et al. [1] created an application that allows passersby (e.g.,
customers) to exchange content with a public display, similar
to traditional public notice areas, such as bulletin boards. They
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present Dignifes, a digital public notice area built to investi-
gate and compare possible interaction techniques. Based on a
lab study they show that using direct touch at the display as
well as using the mobile phone as a complementing interaction
technology are most suitable. However, their findings indi-
cate that while users had a similar performance using mobile
phones and displays, they actually prefer mobile phones to
create content in a privacy-preserving way / on-the-go.

The relish of possible further extension of the currently used
public displays with the new interaction techniques is fascinat-
ing. This motivates a study conducting a field evaluation.

EXPERIMENT DESIGN
In this section we establish all the information needed for
replication of our experiment. We begin by describing the
building blocks and then proceed with the methods used to
achieve our data analysis.

Interaction techniques
In our research we use four cross-device natural user interac-
tion techniques - Grab, Swipe, Throw, Tilt. They have been
chosen, after an extensive review, from the existing literature
based on predetermine criteria. The most clear differential be-
tween techniques is the number of hands required to perform
each of them. Two hands - Grab and Throw versus one hand -
Throw and Tilt.

A full and meticulous description of the selection criteria, each
technique as well as graphical representation of the technique’s
motion can be found in our previous work [36]. However, for
continuity purposes we will shortly describe each technique.
Grab is a complex two handed interaction technique, which is
used in order to simulate the feeling of picking up an object
from the phone and placing it at a desired location on a public
display. Swipe is more simplistic technique which is one
handed, the user points at the desired location with the phone
stretching their arm, and then swipes their finger on the phone
screen to transmit the information. Throw is performed as
follows: The user points at a desired location on a public
display with one hand, the other hand is used for the phone
to transfer information. The user must then select the data
and perform a swinging motion towards the public display to
submit it. Tilt is performed as follows: The user is pointing at
a desired location with one hand which also holds the phone, if
they wish to transfer the data they must tilt the phone forward.

Choosing public space location
For our experiment we chose AAU cafeteria, located in depart-
ment of Computer Science, the map of which is presented in
Figure 1

Using Fischer’s model [12] , which reflects on technology in-
terventions by analysing their spatial configuration in relation
to the structuring of interaction, we narrowed three candidate-
spots for our experiment setup in the public space, those spots
are indicated in Figure 1, with A, B, C notations.

Even though the process included Fisher’s model, and we
graded all spots by the model’s criteria, for the final selection
we had placed an emphasis on activities relating to small
spaces, which best suited our current case.

Figure 1. A map of the cafeteria we selected for our experiment

Results achieved by Spots A, B, C
Spot A Spot B Spot C

Display Space Small Medium Large
Interaction Space Small Medium Small
Potential Interaction Spaces Medium Medium Medium
Gap Spaces Medium Medium Medium
Social Interaction Spaces Small Large Medium
Comfort Spaces Small Small Large
Activation Spaces Small Medium Large

Table 1. Evaluation of possible public place spots using Fischer’s Model

Table 1 shows the complete evaluation based on Fisher’s
Model. Our focus includes: Display Space is the area where
our setup can be seen, it is something we wish to maximize.
The Interaction space is the area where a potential interaction
could occur, due to our system being single user, we would
like to minimize this. The Comfort space is where psycholog-
ical ease can be found, like walls, pillars and so on, we aim
to maximize it. Finally Activation space is where a person
can see the setup, triggering curiosity about it, but interaction
is not possible we would like increased size of it. One could
make an argument that all of the criteria are important, for
example potential interaction space would be beneficial for
converting an onlooker into a participant, we considered this;
however, it is important to tailor the method/model for our
instance.

Based on out evaluation of available spaces, Spot A is dropped
due to smaller scale of the required zoning we would like
to have, more precisely Displays space, Interaction space,
Comfort space, and Activation space. Spot B and C are similar
and even though Spot B offers improved lighting conditions,
ultimately our selection finishes with Spot C, due to the fact
that Spot C could be seen also from the second floor of the
canteen, which Spot B is directly underneath and remains
invisible from the upper floor. The second floor as a factor is
beneficial because it increases the Comfort space.
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Hardware and Software
Our aim was to study cross-device natural user interaction
techniques in public settings and their use for a realistic task.
To do this we extend on the system we built in our previous
work [36]. That system hardware utilization is a Microsoft
Kinect, a 65’ inch Panasonic television with a 1920×1080
resolution and a Samsung Galaxy SII in order to create the
experimental setup. Our current system makes some hardware
changes. First we switch the mobile device to LG Optimus G
E975, also we switch to Kinect for Windows v2,. The latter
change is made due to the better capabilities of joint detection,
this in return increases the robustness of the system, which
we need for our field study. The server side of the software
is written in C#, while the mobile part is in Java. Most of
the participants interacted at a distance of 2.35 m. from the
setup, this was chosen as it is an optimal operating distance
for the Kinect, but it was not fixed. The height of the Kinect
in regards to the floor was chosen in order to get the optimal
position for a person who is 185 cm tall.

An overview of the experiment setup can be seen in Figure 2,
and overview of the software interface can be seen in Figure 3.

Figure 2. An overview of experiment setup

(a) (b)
Figure 3. An overview of software interface (a) The large display screen
of the application, with the blue dot in the highlighted square as the aim-
ing point and the document object as the target. (b) The phone screen
showing a document and image object.

Test conditions
The experiment was conducted as a within-subject research,
with the four different interaction techniques and two different
send objects - image and document.

The within-subject research was chosen because we wanted
to minimize the number of subjects needed in order to get
significant results. We chose two objects so the users would
need to orient themselves with the phone, but not spending
too much time searching for the correct object. This is done
so the users will not be performing the interaction techniques
without paying any attention to the phone at all.

Tasks and Experimental procedure
The task given to a participant consists of pushing objects i.e.,
images and documents, from the phone to the large display,
using four cross-device natural user interaction techniques.

For each technique there are 9 targets and 3 practice targets
at the beginning of each technique test. Each participant must
complete four technique tests in order to complete the whole
experiment. The order in which the techniques were presented
was randomized to minimize the learning effect of each tech-
nique. We also collected quantitative data from the system
such as: did the person hit the target, how long did the user
took to perform a technique and how far way from the target
(in pixels) each user was. However, we ended up not using it,
since our initial research idea shifted to a more human-centred
approach with a focus on the people’s perceptions of different
interaction techniques.

As we aim to gather data about the persons perception of the
techniques as well as their performance anxiety of using them
in public settings, we concluded that observers need to be
present during each test. For this reason we decided to recruit
groups of minimum 3 people, in which all the group members
would rotate and become participant, then observer. The pro-

Participant Observer
Participant Questionnaire
(12 Rating questions) 4 -

Observer Questionnaire
(4 Open questions) - 1

Experience Questionaire
(5 Open & 1 rating question) 1 -

Table 2. Types of questionnaires, the questions they include and number
of times a person must fill in each of them as well as during which phase
(Participant or Observer)

cedure starts with a group member becoming a participant. He
would then use all 4 techniques to transfer content to the large
screen. After each technique, he would have to fill in a ques-
tionnaire for that technique. During this time the observers
must observe and share their opinions of the performance of
the techniques in their own questionnaire. After a participant
is finished, he returns to the group pool to become an onlooker,
and a new participant is selected from the pool. After all the
people from the pool have had the experience of being a partic-
ipant and onlooker they fill in a questionnaire about the whole
experience.

There are 3 different questionnaires, where one is filled four
times once for each technique, and the total number of ques-
tions are 13 Likert scale and 9 open ones. Table 2 shows
how the questions are divided between questionnaires, as well
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as during which phase, participant or observer, each person
should fill them in.

For example a group consisting of 3 members would produce
12 x Participants questionnaires (3 members x (4 question-
naires for the different techniques x (12 questions))), 3 x Ob-
servers questionnaires (3 members x 1 questionnaires x (4
questions)), and 3 x Experience questionnaire (3 members x 1
questionnaires x (5 questions)) resulting in 18 data sets each
of which contains 22 data points. Table 3 exemplifies this.

Process for a group of three members
Time Current Pool
t1 P1PQ1,2,3,4 O2OQ1,O3OQ1
t2 P2PQ1,2,3,4 O1OQ1,O3OQ1
t3 P3PQ1,2,3,4 O1OQ1,O2OQ1
t4 O1EQ1,O2EQ1,O3EQ1

Table 3. Number of questionnaires filled by participants at different
times. Parcitipant questionnaire (PQ), Observer questionnaire (OQ), Ex-
perience questionnaire (EQ)

Participants and Data Analysis
In total, 24 people took part in our experiment. The partici-
pants where between 21-55 years old (M: 26.5, SD: 7.3) and
were between 1.63 and 1.95 meters tall (M: 1.77, SD: 0.09).
95.83% of users were right handed, 79.17% were male, and
95.83% of them were smartphone users. Of those who owned
smartphones, they had owned one for 2-12 years (M: 6.29,
SD: 2.7). They were recruited through a mixture of our social
network and recruitment posters around the campus.

For the analysis we recorded each session on audio and video
to be reviewed and transcribed. In the data analysis we applied
a selection of coding techniques from Grounded theory [40,
24]. Open Coding was used during analysis to mark significant
and important points from the participants. By applying an
iterative thematic analysis approach [9], using an affinity dia-
gram, lists of themes were discovered. In some cases, findings
were considered of minor or no relevance and therefore ex-
cluded. Each participant session was analysed independently
by each author to achieve concordance and inter-rater reliabil-
ity, as well as to get different perspectives and assure all the
important statements were covered.

Questionnaires
Evaluation of interactive public display systems is a challenge
due to it’s novelty and lack of standardized and well validated
questionnaires [1]. Therefore the questions in the participant
questionnaire were adopted from Turunen et al. [42], Hassen-
zahl [17] and 3 questions that we considered to be useful based
on the experience from Lauridsen et al. [36]. The questions
relate to affinity, amazement, clearness, ease of use, efficiency,
entertaining, effort, naturalness, pleasantness, speed, reliabil-
ity, robustness, and usefulness. These questions were selected
in order to retrieve the participant’s evaluation of various traits
for the interaction techniques and ensure that all the partici-
pants gave their opinion so we could compare them.

The goal of providing the onlookers with an observer ques-
tionnaire was to get a different point of view on the interaction
techniques that might reveal issues that the participant isn’t

aware of. We based the questions on what Lauridsen et. al.
[36] in their literature review identified as being the 3 most
important aspects that prevents people from using a public sys-
tem: accessibility, learnability and social inhibition. Besides
keeping the observers occupied with observing the participant
we also use this opportunity to get their demographics.

In the Experience questionnaire we ask the participant which
technique they preferred the most, dislike the most and if they
felt pressure or embarrassment during the test. These questions
are open so the participant may provide reasoning, which can
contain details that could be important for understanding the
strength and weaknesses of the technique in the public space.
At the end of the questionnaire we allow for the participant to
provide any additional comments they want to.

FINDINGS
This section presents the quantitative and qualitative data we
gathered during the experiment.

Quantitative data
Our source for this data is the Participant questionnaire, that
each participant filled in, after the performance of each tech-
nique. Before the start of analysis of the data we computed
Cronbach’s alpha, which is used as a (lowerbound) estimate
of the reliability of the data, the alpha coefficient for the four
items is .939, suggesting that the items have relatively high
internal consistency. Table 4 presents the first and second
ranked techniques that accumulated the most positive score of
the participants in relation to the questions we asked.

After using descriptive statistics to construct Table 4, we used
Friedman’s ANOVA (also known as Friendman’s test), to allow
us comparing the repeated ordinal data that we collected.

Table 5 displays the result after computation of the statistical
measurement. An interesting discovery is the fact that there
is no statistical differences between the different interaction
techniques for three questions, questions 4, 5, and 11. That can
be translated as there was not statistically significant difference
in between the level of confidence participants had during
performance of each technique (p−value = 0.07), as well as
the level of clearness each techniques had(p−value = 0.06),
and also the effort each technique required(p−value = 0.18).

Based on our previous work [36], we had two specific ques-
tions in order to measure perceived success rate (Question 12)
and time (Question 7) for each technique. We wanted to see
if there would be a discrepancy in the results with previous
findings from Lauridsen et al. [36].

In terms of success rate in placing the information at the right
location, our previous quantitative results rank the techniques
as follows: Swipe, Throw,Grab, and Tilt. We found out exactly
the same from the perceived success rate from the participants
in this study. In terms of time taken to use the techniques
previous results rank the techniques Swipe, Tilt, Throw, and
Grab. When asked the same question the participants reported
that they felt Throw was faster than Tilt; however, the first and
last positions remain the same, rearranging the techniques to
Swipe, Throw, Tilt, and Grab, as perceived for time taken by
the participants.
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Results from participant’s questionnaires
Question First pick Runner up
1. I (wouldn’t / would) recommend
this interaction technique to others

Swipe Grab

2. This form of interaction
technique is (not useful / useful) for
putting content to a public display

Swipe Grab

3. The interaction technique feels
(unnatural/natural)

Swipe Grab

4. I feel (doubtful/confident) about
performing the interaction technique Swipe Grab

5. This interaction technique is (con-
fusing/clear)

Swipe Tilt

6. This form of interaction tech-
nique is (unpleasant/pleasant)

Swipe Grab

7. This form of interaction tech-
nique is (slow/fast)

Swipe Throw

8. This form of interaction is (ordi-
nary/ novel)

Grab Throw

9. Performing the interaction is (bor-
ing/fun)

Grab Throw

10. Performing this interaction is
(difficult / easy)

Swipe Throw

11. The interaction required
(too much/ too little) efforts Swipe Grab

12. The content (didn’t went / went)
where I placed it [wanted it] on
the screen.

Swipe Throw

Table 4. Current table displays the first and second technique as ranked
by the participants for each question. The bolded option is the positive
score.

Results from Friendman’s test
Question χ2 p−value
1 19.04 0.00
2 12.78 0.01
3 15.00 0.00
4 6.94 0.07
5 7.31 0.06
6 19.28 0.00
7 8.48 0.04
8 14.35 0.00
9 8.70 0.03
10 15.19 0.00
11 4.90 0.18
12 7.75 0.04

Table 5. Computation of Friendman’s test with included chi-square and
p-values.

We also computed a correlation matrix to see the relation
of results obtained for different questions. We found that
ordinary/novel (question 8) did not correlate strongly with
the other questions and therefore we will not include it in our
comparison. From this analysis it can be seen that people’s
responses to techniques include the following relations:

• Recommended if useful,

• Useful if easy to use,

• Natural if pleasant

• Pleasant if natural

• Fast if easy to use

• Fun if natural or easy to use

• Easy to use if reliable

• Reliable if easy to use

These relations are represented in Figure 4.

1/1

Easy to use

Recommended

Usefull

Natural

PleasantFun

Fast

Reliable

Figure 4. Correlated questions: A question is pointed to by an arrow
from the question that is its highest correlation.

From these relations we can see that Easy to use has a strong
correlation to other questions, meaning that a technique that is
considered to be Easy to use more likely will be considered
Fast, Fun and Useful. Easy to use and Reliable affect each
other, this means that a technique that is not hitting where
the users want it to hit will not be considered easy to use.
Likewise we have the same relation between Natural and
Pleasant. Slightly different for Fun is that there are two arrows
pointing to it from two unrelated questions, this is due to the
difference between the correlation from Pleasant to Easy to
use is only 0.005. Meaning that we can expect Fun to mean
that the technique is both easy and pleasant to use.

This helped us in understanding how to group the codes during
the thematic analysis.
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General Grab Swipe Tilt Throw

Positive 15 13 8 3 5

Neutral 14 2 3 2 1

Negative 20 6 1 11 11

0
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10

15
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25

Figure 5. Codes divided into positive, neutral and negative groups.

Qualitative data
In this section we analyse the qualitative data gathered from
video and audio recordings during the experiment. Both
sources have been used in the process of transcribing the
responses that occurred during the experiment. After an ini-
tial coding we divided the codes into a positive, neutral and
negative group, each of the group containing both general and
techniques specific codes. The distribution of the codes in
these 3 groups can be seen in Figure 5. We identified common
grounds for the techniques in each group, which we used to
create sub-categories for the various techniques: Grab, Swipe,
Tilt and Throw. Likewise we identified common ground for
the general codes that resulted in dividing the general codes
into a people category and an other category. The category
people contains commonalities with a human factor; while
any remaining codes would be collected in the other cate-
gory as these are codes that did not fit well into the people
and techniques categories, such as system codes and general
comments.

After our thematic analysis we have 115 codes that have been
grouped into 38 code containing sub-categories. By finding
overlapping categories in the transcripts we are able to iden-
tify categories that can be related to each other, which further
helped us to define a set of challenges related to cross-device
natural user interactions. Those challenges are: Clarity, Com-
fort, Context and Control. The quotes in this section are
labelled with Q for the interviewer and P for the participant.

Clarity: The challenge of ease of use for any interaction tech-
nique is complex, related to the person’s expectations and
how well those expectations are fulfilled. By examining the
frequencies of co-occurrences between the techniques’ char-
acteristics and the participants’ statements, we found out that
two techniques stood out, those were Swipe and Grab. For ex-
ample we see a participant describing how the swipe technique
being fast, familiar, and natural makes it easier to use:

(P 18) Yeah, and I am also quite faster since it is a lot
more natural. I am familiar with the gesture and I also
don’t have to think how to do it.

In contrast to that we have Grab, a two-handed interaction that
is more complex than Swipe. Grab is also considered to be
easy to use; however, for a different reason.

(P 12) I think it’s pretty positive that it feels like one
motion; that I pick up the image and I place it again.

(P 13) I actually found it to be both fast and accurate. It
was like grabbing it and then bam.

(P 17) I think this one feel quite natural it’s almost the
same way as you would have do it in real life.

(P 21): Yes, because here you don’t have to focus on two
things at the same time You have to focus one time down
here, then you hold onto it and throw it there.

Comfort: As we performed our experiment in a public setting
this naturally led to it being a challenge, which we examined
with the participants.

A key issue in a public space is to get comfortable, this is
mostly achieved by immersion in what you are doing. We
were surprised that most participants did not experience any
discomfort. The participants described their experience about
that.

(P 13) Yeah I do(feel comfortable), I can’t really see them
(the people). [...] I have social anxiety.

(P 24) I have actually not thought about me <looks
around> being in public, because I’m very concentrated
on this.

(P 8) Yes I don’t have any problems I feel confident. I
still focus like 99 percent of my concentration to trying
to what I am doing.

While our participants were comfortable in the public space,
the Throw technique stood out as being unacceptable due to its
movement being exaggerated, larger than what the participants
were comfortable with.

(P16) It would more be like if there were seventeen people
standing behind me and I swing it like this. . .
(Q) Bump into them. . .
(P 16) Yeah. Or toss my phone at them.

(P 21): Yeah if you are in London underground then there
will be a lot of people behind you. There it won’t always
be good to make a swing with the arm. There will the
other (tilt) perhaps be a little better.

The Tilt was not considered unacceptable; however, it was
uncomfortable to some of our participants due to pain.

(P 13) It’s straining [his hand] a bit.
(Q) You don’t feel physically comfortable with this ges-
ture?
(P 13) No.

(P 2) I think that overall maybe the tilt could create some
cramps.

Context: We found that the context is important for the eval-
uation of the techniques. A technique that is not fitting for
transferring files from a mobile device to a public display
might be considered more fitting in a different context. We
also discovered that the concern for accuracy would depend
on the context; since accuracy becomes a characteristic of the
techniques it is a question about whether accuracy is useful or
not in the context.
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One of the participants did not find it important to aim for the
targets in the experiment:

(P 2) Yeah, Well, I just take ehh like. . . they are sugges-
tions.

The phenomenon of not hitting or hitting around the target,
during the experiment, formed a tendency which was recurring
from time to time. We were curious about the cause behind it.

(P 21): Maybe I won’t be precise but I would say hey it’s
ok because it’s up there.

(P 13) Depending on the context. If it was in the group
rooms or some room where you need to make a lot of posts
right next to each other, then precision would be key, but
in a place where I just need to show this document, or
this picture and it just like a presentation, they need to
see this right now then precision wouldn’t be key.

(Q) Because the image overlaps, do you feel like it was
close enough to the target even though you missed the
target?
(P 16) Yeah, I guess so.

Some of the participants suggested alternative uses for the
Throw and Tilt techniques. The Throw had too large movement
to be good in confined spaces and the Tilt motion was painful
in consecutive use.

Throw:

(P 7) [...]I would say this one is really good like for games
for somewhere outside a bar maybe. Yeah I would say its
super useful for games.

(P 23) It might be, if I was in a sports stadium doing
something..competing in a sports thing, its a lot more. . .
<throws as if throwing a ball>
(Q) Or perhaps if you had in a game where I. . .
(P 23) Yeah, it would have to fit the context.

Tilt:

(P 8) Yes, i think if for instance you want to print an
image really fast and you don’t have a printer at home
you can just go and do this to the local printer.

Control: During the experiment we saw some people had a
lack of control with the use of one-handed techniques Swipe
and Tilt due to visibility, fatigue and grip of the phone.

(P15) [...] It is just the target thing, because if I have to
stretch my hand it’s quite hard to see what I am swiping.

(P 9) Participant states that it is uncomfortable having to
stretch fully her hand (with the phone) in order to point.

(Q) So put the phone up and aim with it, now put it down
and aim with your hand, what do you like more?
(P19 ) Well I think in the long run without the phone. Also
less weight so don’t get tired.

The grip issue caused some of the participants to prefer per-
forming the one-handed techniques with two hands.

(Q) So do you feel like you would rather want to use two
hands for swiping rather than one hand?
(P 23) Yes. Otherwise, I think I’m gonna drop it.

(P 14) I felt really good. The only problem I had it is
difficult to have a hand motion that is possible to both
swipe the top off and the bottom off accurately. This is
the reason why I decided to use my second hand.

Additionally many of the participants reported the two-handed
gestures to be advantageous due to increased coordination.

(P 13) Yeah I feel like it is more easy this way. Basically
I use one hand for pointing and the other is like the
controlling one.

(P 14) There are definite advantages to using two handed
techniques because you can handle both aiming with one
hand and managing stuff with the other hand.

(P 21) [...]I was able to do Throw very precisely because
you use 2 hand coordination.

Some of the participants were more concerned; however, they
were concerned in a control related matter i.e. for a specific
technique, which was the Tilt.

(P 12) Okay. I feel it’s hard to both keep my hand steady
and make this hard motion at the same time. I don’t feel
very confident that the image will land where I’m trying
to throw it, because I feel the bop - the pointer moves
when I do this gesture (tilt).

(P 21) Tilt was quite less accurate as you would do a tilt
and that would move the pointer, so i always hit the area
around (the target).

(P 18) Not completely accurately, it doesn’t always reg-
ister the tilt. And it’s pretty annoying that changes (the
position of the pointer).

DISCUSSION
In the qualitative findings we identified 4 design considera-
tions based on the participants statements - Clarity, Comfort,
Context, and Control. We are able to see that the perceived
usefulness does not correspond directly with the statistical
findings from the qualitative data in this paper as well as Lau-
ridsen et al. [36] This becomes apparent though the analysis
of these design considerations:

Clarity: This aspect is based on the input of the users from
the qualitative study involving multiple characteristics around
each technique, from perceived speed to perceived intuitive-
ness. In the quantitative study we directly asked the question
is it easy to use or not, we did so in order to have a baseline
on which to base our in-depth analysis.

Based on that benchmark question the easiest to use techniques
are Swipe and Throw, while Grab and Tilt are perceived as
less easy. However, once we went through the video logs we
noticed that actually Grab has more “points” in the ease of use
department, we asked why this discrepancy? The result of our
query was that the naive approach did not properly reflect the
feelings of the participants.
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Further inquiry depicted that situation: intuitiveness, speed,
and enjoyment are factors also to be taken into consideration.
An example could be seen when a participant states that Grab
" could " have been good if a two-finger release was enough,
and even though the nature of the statement is negatively said
the participant still points to the technique as a most liked.
Another participant who also indicated Grab as the most liked
technique states that it felt seamless and " after " getting used
to it, was the easiest to run for the longest time period.

It is clear that cross-device natural user interaction techniques
being faced with a single binary variable - " easy / not easy "
to use is not a viable option, instead a balance should be con-
sidered in order to create an optimal solution. The techniques
could, and should be observed in a situated performance e.g.
in our case a public space.

Comfort: In our experiment many of our participants were
comfortable and forgot about their surrounding from being
immersed with the techniques and the system. We see that
multiple of the participants stated they were concentrating on
what they were doing and we believe this is the cause that made
them forget about their surroundings. It also means that the
participants did not find any of the techniques so unacceptable
or embarrassing that they would focus on that rather than the
task.

By leading the participants to think about the space or a dif-
ferent space with less room to move about, we were able to
identify that excessive movements was a concern due to per-
sonal space and safety. However, these concerns were also
dependent on the context, that is that the context requires cer-
tain conditions to be met for a technique to be unacceptable.

A discomfort that is not related to the context is pain and
we discovered that most participants felt pain from perform-
ing the Tilt technique over time. Since discomfort should be
avoided we would suggest to use the Tilt with a slow motion
or minimize the amount of repeated motions.

Context: It is important to keep in mind what context the
technique is being used in, as contexts sets differing conditions
and social etiquette. We see this clearly by how the participants
suggested the Throw to be used for playing games in a context
that is more suitable for fun and large motions.

Our system could be considered to be used for sharing files in
a work space, presenting material during a meeting, being a
digital bulletin board in a public space or a game in a public
space. This allowed the user to imagine different context and
therefore better relate to how the techniques could be used.
However, the system resembled and was presented as a digital
bulletin board. This was more fitting for the selected public
area, but could lead to participants being concerned about
etiquette other than if the system resembled a game.

We also noticed that some were less concerned about the
accuracy of the techniques, where one stated that this was de-
pendent on the purpose of the task. Therefore it is possible that
the techniques we evaluated in our context, a university can-
teen during lunchtime, would be ranked differently in another
context.

Control: It is important to be in control of the actions you
perform to ensure reliable use of the system, which in turn is
important for user satisfaction and engagement [31].

The one-handed techniques Swipe and Tilt can lead to per-
ceived lack of control and therefore require more focus from
a user, distracting them from focusing on the task. In many
cases, the participants reported the two-handed techniques
to be advantageous due to separating the aiming and the in-
teraction, and thereby providing a better coordination. The
Swipe, which requires a touch motion to be done with the hand
holding the phone, causes a weaker grip on the phone and
thus some participants feared they might drop the phone. This
ultimately led to some participant using two-handed Swipe to
continue with the experiment, refusing to use only one hand.
Being able to use the technique at all becomes important for
the engagement of the system, a participant stated that if there
had not been a tutorial system then “If I wasn’t shown how
to do it [...] then I will just go away and say it’s just not
working for me (interaction with the system)” and therefore it
is important to ensure that the techniques are reliable and easy
to perform.

LIMITATIONS
This study is limited due to the amount of participants involved,
which could have been higher. Some of the participants also
were involved with a similar study conducted by different
researchers.

The implementation of Grab was made by telling the Kinect to
read if a palm is open or not. However, most people grabbed
the object from the phone with two fingers and tried to release
it like that, for some it worked, for some it did not. This was
related to the size of the hand and if the surface of an two-
finger opened hand is large enough to be read by the Kinect.

Even at an optimal distance from the Kinect and the use of a
calibration system to account for the participant’s height, some
participants complained about how high they had to raise their
hand to reach the top of the screen on the large display. Some
people complained about the size of the phone used for the
experiment, stating that it was difficult to reach the top object
on the mobile device when using the Swipe technique. It is
possible that by removing these limitations that we would have
sen a different outcome in our study.

CONCLUSION
In this paper we investigated people’s responses to four differ-
ent push techniques to find out how we can understand them
in relation to pushing information from a mobile device to
a public display. We established a field study that contained
questionnaires, open questions and unstructured interview that
was recorded. This resulted in quantitative and qualitative
data. We used the quantitative data to identify relations be-
tween characteristics of a technique and to show the statistical
evaluation of the techniques for the perceived usability and
utility. By analysing the qualitative data we found four as-
pects of interest that should be considered when designing
interaction technique, these were Clarity, Comfort, Context
and Control.

23



The qualitative data allowed us to derive that the perceived
characteristics of a technique can be conditional by the public
setting and context that the data is gathered in; therefore it isn’t
enough to count ‘points’ in the quantitative data and assume
that these points determine what technique is best. Even the tilt
which both statistically and as perceived by the participants is
the worst technique of the 4, has been suggested an alternative
context where the technique could succeed.

This research contributes with a framework of four design
considerations: Clarity, Comfort, Context and Control to aid
designers of cross-device natural user interaction and public
displays.

FUTURE WORK
The relations as well as the areas of interest require further
evaluation in future research through a longitudinal imple-
mentation of a system that can be evaluated in the wild by
subjective as well as objective measures. By doing so, we will
be able to refine the relations as well as the design considera-
tions.

Also, the study limits itself to focus only on mobile devices,
such as smartphones. It would be interesting to implement
the interaction techniques through other technologies, such
as tablets or smarthwatches for further understanding on how
they can be applied and how does that affect the relations as
well as the areas of interest.

Finally it would be interesting to investigate more closely
gender differences, focus on different types of content, and
explore effects on local communities.
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Concluding Remarks

This section will summarise this report, in which the approach and outcome are covered.
This in terms will lead to a clear and meticulous description of our contributions within
the research of HCI and interaction techniques. Finally, we will take a look at future work
that needs to be conducted in order to accomplish a more complete understanding of
what can be considered helpful within cross-device natural user interaction for mobile
devices and public displays.

1 Project summary

This project has been an extension of our 9th semester project that took place in labora-
tory settings. In that project we explored and compared, empirically, four cross-device
natural user interaction techniques based on previous studies and theory, to help people
interact with large displays. We learned about the challenges of creating successful,
efficient and accurate cross-device interaction techniques that feel natural for the users
to perform, in a way that they are capable of walking up to the display and performing
the technique with as little guidance as possible. The multitude of findings and observa-
tions that were gathered from that project, justified continued work within this field for
the 10th semester with a shift in the approach we take.

In this study we decided to increases the factors that a user performing an interac-
tion technique is exposed to, by doing it in a public setting, compared to laboratory
setting. To achieve our goal we developed a system, consisting of a client and server,
which uses four different cross-device natural user interaction techniques for a realistic
task - transferring files and images from a mobile device to a public display. We then
conducted a series of test sessions with groups, where each group member was an
observer, and a user of the system. After our experiment period ended we carefully
gathered and examined our data. Our approach resulted in four design considerations
which should be accounted for when one design cross-device natural user interaction
techniques.

2 Research contribution

We discovered four design considerations that we consider important when designing
systems to support cross-device natural user interactions. These aspects were: Clarity,
Comfort, Context, and Control. This framework can be used to analyse and understand
existing public systems and design new ones. We found that while quantitative analysis
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of the interaction techniques can provide measurement about usability and be used
for finding the relation between important aspects, it does not provide details that
can be crucial for engaging with a public system. We suggest to perform qualitative
measurement in a context that is similar or identical to the context that the system has
to be used in, as the context can play a factor in how the techniques are perceived.
The qualitative measurement is useful for understanding what is socially acceptable in a
specific context and may contain information that can lead to an overall improvement
of the system. Bringing the qualitative and quantitative measurements together draws a
picture of which techniques would be most fitting for the context the examination has
been conducted in and thereby aiding the developers in selecting a technique that will
be engaging for the user.

3 Future work

In this Master’s thesis we have defined relations as well as design considerations. Fu-
ture research is required to further evaluated them, through the use of a longitudinal
implementation of a system that can be evaluated in the wild by subjective as well as
objective measures.

Also, the study limits itself to focus only on mobile devices, such as smartphones. In
our paper we suggest that it would be interesting to implement the interaction tech-
niques through other technologies, such as tablets or smarthwatches. This could also be
extended to more exotic examples such as mind reading wearable like Thync or Muse.
This will aid for further understanding on how the technology can be applied and how
does that affect the relations as well as design consideration.

An examination that would be interesting to investigate more closely is gender dif-
ferences, as well as focus on different types of content, and explore effects on local
communities.

Finally we suggest that the findings gathered in the study can be used as the basis
of alternative designs within this domain. Further work, which includes these findings, is
needed in order to design and achieve technology that can fully support people within
this context.
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ABSTRACT
In recent years, research into cross-device interaction tech-
niques has increased. Much of this research focuses on interac-
tion between mobile devices and large displays. We contribute
to this body of knowledge with an empirical comparison of
four different push techniques - Pinch, Swipe, Throw, and
Tilt for interaction between mobile devices and large displays.
We report on success rate, efficiency and accuracy. We also
present the ease of use of techniques as perceived by users.
We show that Swipe was the most effective in terms of success
rate, efficiency and accuracy. Furthermore, Swipe gathered the
highest score, in regards to ease of use, by users. Participants
also reported that Pinch was the most fun to use.

ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous; See http://acm.org/about/class/1998/ for the
full list of ACM classifiers. This section is required.

Author Keywords
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Large Displays; Data Transfer

INTRODUCTION
The evolution of ways people interact with the digital world is
noteworthy considering the short life-span of computing. How
we use our devices, which devices we use, and the context
in which we use them has been continually under transforma-
tion. From portable personal computers originally considered
mostly for specialized field applications such as accountancy,
military use, or for sales representatives, which addressed mo-
bility of a person’s workspace, to modern hand-held devices
which presents their users with such degrees of freedom that
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ultimately workspaces are becoming more ubiquitous. In non-
work context people are now connected mostly everywhere,
which aids us in a search for information or in communicating,
changing the way we interact. This expansion has not only
increased mobile computing due to greater convenience, but
also made it widespread.[6]

As numerous divergent devices are being adopted in different
domains and contexts, understanding cross-device interaction
is currently becoming more important and relevant; after all,
people take their hand-held devices into situations where other
technologies are active. This ubiquitous presence of devices
means that they can be used to enhance everyday situations
in all kind of places. Imagine if a public display could morph
from a one-way broadcast device that merely shows visual
content to a two-way interaction device that provides a more
engaging and immersive experience. This emergence of cross-
device communication opportunities prompts a need to under-
stand how different interaction techniques perform in use, i.e.
in terms of how easily, quickly and accurately, or in terms of
how enjoyable or satisfying it is to interact in this way.

Research in the area of cross-device interaction is increasing
with the changing trends. Earliest examples are in the late
90’s, within ubiquitous computing, with Rekimoto’s work.
He argued for what he called multi computer user interface
and that interaction techniques must overcome the boundaries
among devices in multi-device settings[16].

Recent HCI research has focused on how to include natu-
ral modality more in cross-device interaction, contributing
to what should be know as cross-device natural user inter-
action. Some researchers used spatial information [11, 12],
others used touch [19], or combined touch with air gestures
[4]. But we still have limited understanding of how to design
cross-device natural user interaction techniques and we lack
empirical studies of this.

Inspired by the opportunities presented by such challenges,
this paper reports on a empirical study between four different
cross-device natural user interaction techniques for data trans-
fer between mobile devices and large displays. We discovered
that out of the four techniques we developed and implemented,
Swipe was the most effective technique. We also show that
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even though Pinch is not as effective as the others, users de-
scribed it as a fun technique.

RELATED WORK
Public displays are an inherently visual medium with graph-
ics and animations that are increasingly used to visualize
data. However the general case is that presented data can
only be viewed and not interacted with. The current trend
is a change from non-interactive information broadcasters to
active medium information exchange. Combining this with
the recent trend of increased number of hand-held device per
capita an opportunity for new cross-device applications in
public space arises, providing new opportunities for exploring
cross-device interaction (CDI), in this context.

In a historic perspective, one of the earliest working cross-
device applications is by Myers et al. [13]. One of the applica-
tions realized within their Pebbles project is SlideShow Com-
mander that utilized Personal Devices Assistants (PDA) to
control a PowerPoint presentation running on other computer
or laptop. It was possible not just moving between slides, but
also scribbling and writing on the PDA slides, while annota-
tions are shown on the presentation for the audience. However
the idea of cross-device has deeper roots in ubiquitous com-
puting. Rekimoto’s work on pick-and-drop technique is one
of the earliest examples for exploring a technique that spawns
between multiple devices. The technique " allows a user to
pick up an object on a display and drop it on another display
as if he/she were manipulating a physical object." [15]. These
two early work examples, even though in different fields, are
related and would provide a foundation for additional research.

An example of such research is that of Boring et al. [2] who
not only build a cross-device application but explored the im-
plications of different techniques on it. Boring et al. explored
the transfer of data from a large public display onto a mobile
device. They created a method of transferring data from a large
screen by using the camera on the mobile device. The user
would take a picture of whatever content they were interested
in, after which the application would query the content server
with the picture taken from the user. Through visual analyses,
the content server would determine what content the user was
interested in and would return that content to them. They show
that there is a need for enabling data exchange between mobile
devices and public displays. In another study, Boring et al. [3]
investigated cross-device interaction between large displays
and mobile phones. Investigating three different interaction
techniques in order to continuously control a pointer on a large
screen from a mobile device. Move and Tilt, two of the three
interaction techniques, enabled faster selection time compared
to the last one, Scroll, but at the cost of higher error rates.
They showed that different interaction techniques have certain
strengths and weaknesses, and depending on the context and
use, certain techniques are more effective.

Boring et al.’s idea [3] of how to control a public display
is only one side of cross-device interaction, a different idea
from Nielsen et al. [14] uses collaboration surface made from
multiple devices to investigate the use of multiple device to-
gether, by allowing a number of devices being put next to

each other and " pinched " together to form a larger collab-
orative workspace. In order to expand on the idea of com-
mon workspace, a movement from use of multiple devices to
build one large display was needed. Schmidt et al. [18] pro-
posed a cross-device interaction style for mobiles and surfaces
where one can use multiple phones to interact with a digital
surface.The researchers point out that “natural forms of inter-
action have evolved for personal devices that we carry with us
(mobiles) as well as for shared interactive displays around us
(surfaces) but interaction across the two remains cumbersome
in practice”. In order to overcome this they propose the use
of mobiles as tangible input on the surface in a stylus like
fashion.

A combination of the ideas is presented by Skov et al. [20]
illustrating six different cross-device interaction techniques
for the case of card playing. A player can see their own cards
on their phone and use three different techniques for playing a
card from the hand-held to the tablet, which is placed on a table.
In the other direction, i.e. when drawing a card, the player
also has three techniques to choose from. The study aims to
quantitatively evaluate each of the techniques and shows that
there is a difference in time and number of errors between
the techniques. They recorded two types of errors, namely,
interaction errors and play errors. The number of interaction
errors shows how difficult it is for a user to perform a given
technique while play errors represent the errors related to the
game and is recorded when the user plays a wrong card. The
difference in interaction errors is apparent, especially between
two of the techniques for playing a card.

The research above illustrates two different direction move-
ment in cross-device interaction, what they have in common,
is data transfer between devices. Hamilton and Wigdor’s work
[7] aggregates much of the works above and clearly articu-
lates the data transfer. They create a prototype framework for
cross-device applications by combining a number of interac-
tion techniques for data transfer, chaining tasks, and managing
interactions sessions. Data transfer is a challenge and as such
there are different approaches for solution. Marquardt et al.
[12] study cross-device interaction on tablets with a natu-
ral modality, by involving spatial information through prox-
emics.Based on the constructs of f-formation, micro-mobility,
and co-present collaboration, they build their prototype with
the idea of support for fluid and minimally disruptive inter-
action in document transfer. Bragdon et al.[4] propose using
a combination of air gestures and touch.They aim to design,
implement and test a system that allows, a group of users, to
interact using air gestures and touch gestures. The purpose
is to increase control, support democratic access, and share
items across multiple personal devices such as smartphones
and laptops where the primary design goal is fluid, democratic
sharing of content on a common display.

INTERACTION TECHNIQUES
In this section we illustrate and describe techniques that can be
used to push information from mobile devices to large displays
with the purpose of empirically comparing them to each other.
We want to find intuitive techniques that allow a user to walk
up and use a large display. The techniques are characterized by
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allowing the users to interact with a large screen in a natural
way using one or both hands and their mobile phone.

All the techniques were found in the literature and chosen
based on a set of criteria outlined in Table 1. We are also
interested in examining the effect of each technique on targets
of two different sizes, large and small, relative to the size of the
screen because the need for precision of an application is not
always the same. Sometimes an applications needs to allow
the user to place some data in really specific locations, where
sometimes a general approximation is enough. We chose four
techniques named Pinch, Swipe, Throw and Tilt because they
fulfill different aspects of the criteria requirements in Table 1
and allow us to compare them to each other in an experimental
setup with simple tasks.

Criteria Description
Number of
hands

There must be both one-handed and two-
handed techniques.

Previously
used

To avoid designing and testing a set of novel
techniques, we had the criterion that all
techniques must have been used by others
before we would use them.

Complexity The techniques must differ in their complex-
ity and therefore we included techniques
with different amount of steps.

Natural feel There must be a natural feel to the tech-
niques in some way.

Time The time it takes to perform the different
techniques must be different.

Table 1. This table describes the set of criteria.

In the following we explain why these four techniques were
chosen and how they should be performed.

The Pinch technique (Figure 1) is used in [8] by Ikematsu et
al., as part of a drag-and-drop method for moving data ob-
jects between devices. Chen et al. uses a pinching gesture in
[5] for cross-device interaction between a smartphone and a
smartwatch to control volume. Benko and Wilson [1] used the
Pinch technique for interacting with omnidirectional visual-
izations in a dome. This technique is again a combination of
the pointing technique used by Scheible et al. [17] and the
aforementioned pinching techniques. The reason for including
this technique was to imitate the natural action of picking up a
real object e.g. piece of paper, and then moving it to another
location. With Pinch we get a two handed technique which
requires the user to perform a series of steps and are thus
considered more complex and time consuming than the one
handed Swipe and Tilt. The Pinch technique is performed by
1) holding the phone in one hand and making a pinch gesture
on the phone with the other hand (fig. 1a), subsequently clos-
ing the hand; 2) pointing at a target on the large display with
the closed hand (fig. 1b); and 3) opening the hand to complete
the technique (fig. 1c).

(a) (b) (c)
Figure 1. (a) First step of the Pinch technique is to make a pinch gesture
on the phone using the index finger and thumb. (b) Second step is to
move and use the pinched hand as a pointer. (c) Third step is to release
by opening the hand.

The Swipe technique (Figure 2) is used by Bragdon et al. [4]
in Code Space, a system using the Kinect and smartphones
to support developer meetings. Bragdon et al. describe the
technique as: “cross-device interaction with touch and air
pointing” and the swipe motion is described as “flicking up
on the touch screen”. This technique was chosen because of
its simplistic design and the low level of complexity. Only
one hand is needed and the amount of effort and time required
to execute this technique is minimal compared to other tech-
niques. Swipe is copied exactly as described in [4]. The Swipe
technique is performed by 1) pointing at a target on the large
display with the phone in a stretched arm, and 2) making a
forwards swipe motion with the thumb on the phone’s screen
(fig. 2).

(a) (b) (c)
Figure 2. The Swipe technique is performed by using the thumb to swipe
from (a) to (c).

The Throw technique (Figure 3) is a combination of a tech-
nique for pointing [17] i.e. using a hand as a cursor in mid-air,
and a throw technique described by Walter et al. [21] used
in a system for sharing information on large public displays.
We chose to include this technique based on its natural and
playful design. The technique mimics the real world scenario
of throwing something like a ball somewhere or to someone.
Throw is two handed, more complex than aforementioned
techniques, and takes a little longer to execute because of the
increased number of steps. The Throw technique is performed
by 1) pointing at a target on the large display with one hand
(fig. 3a); 2) holding the phone in the other hand and selecting
data (fig. 3b); and 3) making a swinging motion towards the
large display (fig. 3c).
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(a) (b) (c)
Figure 3. (a) First step of the Throw technique is to point at the screen.
(b) Second step is to select data. (c) Third and final step is to do a swing-
ing motion with the phone towards the screen.

The Tilt technique (Figure 4) is used in a collaborative appli-
cation by Lucero et al. [9] to transfer an object from a large
display to the user’s smartphone. Boring et al. [3] use the tilt
technique when moving a pointer on a display using a phone
and though not the same application, the execution of the tech-
nique is the same. We chose this technique because it is one
handed, relatively low complexity, and much like the Swipe
it is generally easy to use. When the direction is reversed,
Tilt is an exact copy of the way Lucero et al. describe the
technique. The Tilt technique is performed by 1) pointing at a
target on the large display with the phone in a stretched arm,
and 2) making a forwards tilt with the phone (fig. 4).

(a) (b) (c)
Figure 4. The Tilt technique is performed by doing a forward tilt motion
with the phone from (a) to (c).

As mentioned, the techniques have been used in previously
published papers where they were part of applications or sys-
tems, facilitating interaction between devices such as phone to
display interaction and vice versa. The described techniques
are different in the way they are performed but also the number
of hands that are required to make them work. We chose two
techniques that are one-handed (Swipe and Tilt) and two tech-
niques that are two-handed (Throw and Pinch). Also, to vary
the complexity we chose two techniques that require more
steps (Throw and Pinch), and two techniques that require less
steps for the user to complete the technique (Swipe and Tilt).

All the techniques make use of some combination of pointing
in mid-air and touch gestures on the smartphone screen. The
mid-air pointing interaction is achieved by using the Microsoft
Kinect for Windows which uses a depth camera making it
possible to track a user’s hand in mid-air. As for the touch ges-
tures, smartphones have an accelerometer and a touchscreen,
making it possible to detect motion input and detect contact
between e.g. a finger and the screen. These technologies are,
in combination with each other, used to recognize the four
techniques described in this section.

EXPERIMENT
The four cross-device interaction techniques mentioned above
were implemented and then evaluated in a lab study in order
to judge their performance compared to each other. We are
interested in knowing whether or not the different techniques
with different target sizes have an effect on the efficiency, accu-
racy, and ease of use of pushing information to a large display.
Therefore, we developed an application that would allow us to
run experiments and test the effect of the different techniques
and target sizes. We utilized a Microsoft Kinect, a 65’ inch
Panasonic television with a 1920×1080 resolution and a Sam-
sung Galaxy SII to create the experimental application. An
overview of the experiment setup can be seen in Figure 5.

Figure 5. An overview of the entire setup of our experiment.

Implementation
The 4 techniques (Swipe, Tilt, Throw, and Pinch) were imple-
mented in order to push data onto the large display. They were
implemented in a simple and short target practice application,
where the goal was to "hit" the target on the display with the
shown technique.

A grid system was implemented in the test application, where
each cell of the grid is a possible target. As mentioned, we
were interested in measuring the effect of different target sizes
on the different techniques, therefore the grid is implemented
in two different sizes. The grid system can have large cells,
where the grid is 5×10 cells and each cell is 61 pixels or 7.3
cm wide, or it could also have small cells, where the grid is
10×20 cells and each cell is 122 pixels, or 14.6 cm wide. The
target is located in one of those cells, and scales accordingly
to the size of the cell(See Figure 6a).

A red dot works as the pointer in the screen; it is the location
that would be hit when the user performed the given technique.
The yellow highlighted cell is the cell in which the pointer is
currently located inside of. This is extra feedback for the user
so that he knows exactly were he will hit once we performs
the technique.

The developed mobile application was simple. It showed two
shapes, a circle and a square, which the user could choose to
push to the display. The display would tell which shape was
the correct one by having that shape as the target in one of the
grid cells. We chose two shapes so that it did not become a
search problem with users spending too much time searching
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for the correct shape. We wanted the user to spend some time
orienting him or her self with the phone and not just simply
performing the gesture without paying any attention to the
phone at all. The phone screen can be seen in Figure 6b.

Users would control the pointer on the large display with
their hands. Which ever hand was closest to the screen would
determine the position of the pointer on the large screen. This
meant that users could switch hands whenever they pleased at
any point during the test.

The Pinch technique was implemented with the help of the
Kinect and the touch screen on the mobile phone. This tech-
nique started by having the user pinch the shape on the screen
of the mobile phone and close his or her hand around it, as if
to grab it. The Kinect would then look for a opening of the
hand motion, on the pointer hand, and take that as the target
point.

The Swipe technique was implemented with the touch screen
of the phone. Here, we detected when a significant swipe
happened on the screen, and then use the pointer location to
place the shape that was swiped up onto the screen.

The Throw technique was also implemented with the help of
the Kinect and the accelerometer on the mobile phone. The
Kinect looked at the user to recognize when a user moved
the mobile phone from 10 centimeters behind the hip to 10
centimeters in front of the hip. At the same time, the phone
detects when a significant change in the accelerometer hap-
pened, so to not simply detect an unintentional wave of the
arm. The Kinect would then use the position of the other hand
to see where on the screen the user intended to perform the
Throw technique towards.

The Tilt technique was implemented mostly with the ac-
celerometer of the phone, by checking for a significant change
in the z and y axis of the accelerometer, as if tilting the phone
forward.

(a) (b)
Figure 6. (a) The large display screen of the application, with the red
dot in the highlighted square as the starting point and the black circle as
the target. (b) The phone screen showing the two shapes.

Experimental Design
The experiment was conducted as a within-subject research,
with the four different interaction techniques and two target
sizes as independent variables.

The within-subject research was chosen because we wanted
to minimize the amount of subjects needed in order to get a
significant result. We also believed that the learning effect

would not be as pronounced since the four techniques are very
different from each other. We chose to investigate techniques
because we were interested in learning about the way people
interact with large displays, and the two target sizes to inves-
tigate precision. Sometimes users need to be as precise as
possible, and sometimes they just need to be able to interact
with a large display.

For the dependent variables, different measures of completion
time and hit success were used, as well as a short questionnaire
to get the user’s satisfaction with regard to the given interaction
technique. Which technique started the test was randomized
in order to mitigate the learning effect on the entire set of tests.
In the end, the Pinch gesture started 26.4% of all tests, Swipe
started 22.7% of all tests, Throw started 24.5% of all tests, and
Tilt started 26.4% of all tests. All of this was automatically
logged, and every test session was also video recorded in order
to be able to go through them in case we wanted to go into
detail in one of the test sessions.

A simple logging mechanism was developed, which created a
unique file for each user and outputted all attempts into that
file. In the end, the result was a list of 53 files, one for each test
participant, where each file would have a list of attempts and
target size switches. Each attempt would have a time stamp,
whether the user hit the target or not, whether he selected the
correct shape, were the target was, and where the participant
hit. These where the following measures that we were able to
deduce from the log files that were generated:

Total Time: This was the time each user spent completing the
test for a given interaction technique. This was measured from
the time each user had hit his first target after a practice period
of three tries until he had hit his last target. There were a total
of 18 targets, plus the first target used for calibration.

Time per target: This was the time each user spent hitting each
of the targets. This was measured as the time since each user
last hit a target until he hit the next one.

Hit success: Whether or not each user hit the given target.
Current pointer and target position (in both cell and pixels
coordinates) were also recorded in order to give a precise
measure of accuracy for each attempt in terms of distance to
target.

Ease of use: Each user was given a questionnaire after having
gone through each interaction technique. There were 6 ques-
tions, all taken from the USE questionnaire [10]. These were
asked to get an understanding of how useful and easy to use
each technique was. The 6 questions were the following:

• It is easy to use

• Using it is effortless

• It is easy to learn to use

• I can use it successfully every time

• I quickly became skillful with it

• I learned how to use it quickly
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Users were able to rate their answers to each question on
a 7 point Likert scale. We also wrote down any comments
made during the experiment and combined them with the
questionnaire responses to get a better understanding of the
user’s response to each of the techniques.

Participants
In total, 53 people took part in our experiment, which was
conducted in a usability lab. The participants where between
20-45 years old (M: 24.4, SD: 4.3) and were between 1.63
and 1.95 meters tall (M: 1.82, SD:7.8). 88.7% of users were
right handed, 90.6% were male, and 96.2% of them were
smartphone users. Of those who owned smartphones, they
had owned one for 2-15 years (M:5, SD:2.1). They were
recruited through a mixture of our social network and recruit-
ment posters around the campus.

The Experiment
Each test subject was taken into the usability lab and given a
short introduction to what we were doing and why. We then
explained how the system worked and what they had to do.
We would hand them a phone, ask them to stand on a marked
cross, so that the distance to the screen would always be the
same, and start the test.

The application chose at random one of the four techniques
and displayed a short explanatory movie of how to perform
the technique on a screen right beside the main application
display(See Figure 7a).

(a) (b)
Figure 7. (a) The main screen on the left with the tutorial video screen
on the right. (b) The experiment in progress, as seen from the right.

The user would then have three practice attempts, in order to
get familiar with the technique. Nothing was logged during
the practice phase. A shape would appear, either a square
or a circle, at one of the cells in the grid. The user would
have to choose the correct shape on the phone and perform the
technique with that shape selected. The shapes on the phone
(fig. 6b) would randomly change positions, so that the user
would have to check the phone after every technique. The
target would also randomly change size from small to large or
vice-versa. In reality, the target sequences where hard coded by
us in such a way that there was an equal distribution of small
and large targets. We also made sure that there was an equal
distribution of distances between each target. We classified
them as short jumps, medium jumps, and long jumps. A short
jump was 2 large cells(4 small cells), a medium jump was 4
large cells(8 small cells), and a large jump was 6 large cells(12
small cells). After a practice phase of 3 practice targets, a
calibration start target would be shown. This is so that we
could calculate the distance between all other targets correctly.

The user would then go through the rest of the test (18 targets),
going through a total of 22 targets.

That means that our experiment had the following list of con-
ditions:

• Technique (4)

• Target size (2)

• Target jump distance (3)

• Repetition (3)

This means that each user had a total of 4× 2× 3× 3 = 72
targets.

After going through every target for one technique, the user
would then be asked to fill in the short questionnaire regarding
the technique just tried in terms of how natural it felt based on
ease of use measures.

This entire process would be repeated four times in total, once
for each technique. After that, we presented them with a short
demographics questionnaire, in order to better understand the
user. We asked them about their age, height, if they were left
or right handed, if they had a smartphone, for how long, if
they had any experience with a Kinect, Wii, Playstation Move,
or any other similar air gesture based technologies, and how
often they used them. Finally, we thanked them for their time.
The entire test took on average 15 minutes.

RESULTS
We will now present the results that we achieved through out
our experiment and also how they were achieved. We will
first present our findings in respect to success rate(based on
hit success), then in respect to efficiency(based on time per
target), and finally in respect to accuracy(based on distance to
target). Finally, we will look at the questionnaires and show
the significant findings there in terms of ease of use. We will
discuss these results later, in the Discussion section. Each of
the four interaction techniques, Pinch, Swipe, Throw and Tilt
were completed 18 times per participant. For each target size,
each technique was performed 477 times.

Success Rate
In this section we will present the results related to the success
of hitting a target. We will perform an analysis of the hit
success rate and the effect of each technique with respect to
target sizes.

The success rate’s mean and standard deviation, M(St.D.) for
each technique for small(S) and large(L) target sizes can be
seen in Table 2 and in Figure 8 the results are shown as a
graph.

Hit Success Means
Pinch Swipe Throw Tilt

(n = 477) (n = 477) (n = 477) (n = 477)
S 0.65 (0.48) 0.91 (0.29) 0.83 (0.37) 0.58 (0.49)
L 0.78 (0.41) 0.97 (0.18) 0.94 (0.25) 0.78 (0.41)

Table 2. Mean hit and standard deviation for each technique per target
for small(S) and large(L) targets.
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Figure 8. Mean and standard deviation for each technique in regards
to hit success rate per target.

In order to see the effect of each technique on the hit ratio per
target for the different target sizes, we performed two different
one-way ANOVA’s, where we split the data between the two
different target sizes. We then performed a post-hoc pairwise
LSD test to see where the significant difference were.

For the the small target, we got (p < 0.001),
(F(2.722,1295.674) = 62.754), (Greenhouse-Geisser
correction: 0.907). The pairwise test showed that all
techniques were significantly different. Pinch and Swipe had
(p < 0.001), Pinch and Throw (p < 0.001), Pinch and Tilt
(p = 0.031), Swipe and Throw (p = 0.001), Swipe and Tilt
(p < 0.001) and finally, Throw and Tilt had (p < 0.001).

For the large target, we got (p < 0.001),
(F(2.472,1176.749) = 42.773), (Greenhouse-Geisser
correction: 0.824). The pairwise test showed that all of
the techniques, with the exception of Pinch and Tilt, were
statistically different from each other. The results were as
following: Pinch and Swipe (p < 0.001), Pinch and Throw
(p < 0.001), Pinch and Tilt (p = 1.000), Swipe and Throw
(p = 0.025), Swipe and Tilt (p < 0.001), and finally Throw
and Tilt (p < 0.001).

Efficiency
In this section we present the efficiency results which defines
the amount of time spent performing a technique. We perform
an analysis of the efficiency and the effect of each technique
with respect to target sizes.

Table 3 shows the mean time per target in seconds for each
of the techniques as well as their standard deviation for both
target sizes.

Time per Target Means
Pinch Swipe Throw Tilt

(n = 477) (n = 477) (n = 477) (n = 477)
S 9.23 (6.48) 6.41 (4.49) 7.73 (6.60) 6.67 (4.49)
L 8.09 (6.60) 5.01 (2.66) 6.42 (5.43) 5.33 (3.04)

Table 3. Mean time and standard deviation for each technique per target
for small(S) and large(L) targets.

Figure 9. Mean and standard deviation for each technique in regards
to time per target.

To get the effect of each technique on the time for the different
target sizes, we performed two one-way ANOVA’s, one for
the small target and another for the large target. A post-hoc
pairwise LSD test to see where the significant difference were.

For the the small target, we got (p < 0.001),
(F(2.740,1304.290) = 26.523), (Greenhouse-Geisser
correction: 0.913). The pairwise test showed that all
techniques were significantly different except Swipe and
Tilt. Pinch and Swipe had (p < 0.001), Pinch and Throw
(p < 0.001), Pinch and Tilt (p < 0.001), Swipe and Throw
(p < 0.001), Swipe and Tilt (p = 0.354) and finally, Throw
and Tilt had (p = 0.004).

For the large target, we got (p < 0.001),
(F(2.221,1057.144) = 44.539), (Greenhouse-Geisser
correction: 0.740). The pairwise test showed that all of
the techniques, with the exception of Swipe and Tilt, were
statistically different from each other. The results were as
following: Pinch and Swipe (p < 0.001), Pinch and Throw
(p < 0.001), Pinch and Tilt (p < 0.001), Swipe and Throw
(p < 0.001), Swipe and Tilt (p = 0.077), and finally Throw
and Tilt (p < 0.001).

Accuracy
Finally, we will perform an analysis of the accuracy and the
effect of each technique with respect to target sizes. Here,
we took three different measures of accuracy; the distance
between where the user hit and the target cell as well as taking
the x and y axis independently. These were all measured
in pixels. This was because there were signs that certain
techniques might miss in a specific direction, and we wanted
to see if the data supported that. An overview of the distance
mean and standard deviation in pixels can be seen in Table 4
and Figure 10.
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Figure 10. Mean and standard deviation for each technique in regards
to distance.

Distance Means
Pinch Swipe Throw Tilt

(n = 477) (n = 477) (n = 477) (n = 477)
S 75.97 (176.15) 5.40 (47.81) 18.60 (95.29) 76.51 (177.45)
L 75.41 (187.58) 2.29 (38.82) 12.37 (81.36) 59.88 (172.22)

Table 4. Mean and standard deviation for the distance for each tech-
nique per target for small(S) and large(L) targets.

We performed two one way ANOVA’s, one for each target size,
on the distance data.

For the the small target, we got (p < 0.001),
(F(2.341,1114.249) = 37.504), (Greenhouse-Geisser
correction: 0.780). The pairwise test showed that all
techniques were significantly different except Pinch and
Tilt. Pinch and Swipe had (p < 0.001), Pinch and Throw
(p < 0.001), Pinch and Tilt (p = 0.961), Swipe and Throw
(p = 0.008), Swipe and Tilt (p < 0.001) and finally, Throw
and Tilt had (p < 0.001).

For the large target, we got (p < 0.001),
(F(2.176,1036.004) = 33.315), (Greenhouse-Geisser
correction: 0.725). The pairwise test showed that all of
the techniques, with the exception of Pinch and Tilt, were
statistically different from each other. The results were as
following: Pinch and Swipe had (p < 0.001), Pinch and
Throw (p < 0.001), Pinch and Tilt (p = 0.171), Swipe and
Throw (p = 0.015), Swipe and Tilt (p < 0.001) and finally,
Throw and Tilt had (p < 0.001).

X and Y Distance Means
Pinch Swipe Throw Tilt

(n = 477) (n = 477) (n = 477) (n = 477)
S XD. 54.33 (140.87) 3.78 (40.15) 10.32 (81.84) 49.23 (151.36)
L XD. 55.32 (159.88) 1.88 (31.74) 10.32 (74.01) 49.23 (157.35)
S YD. 42.90 (110.30) 2.00 (26.16) 8.00 (49.37) 39.3 (99.82)3
L YD. 37.41 (104.18) 1.14 (22.37) 4.33 (34.21) 22.86 (73.75)

Table 5. Mean and standard deviation for distance on the X-Axis(XD)
and distance on the Y-Axis(YD) for each technique per target for
small(S) and large(L) targets.

Figure 11. Mean and standard deviation for each technique in regards
distance on the x-axis and y-axis.

To get a better understanding of the distance we decided to
examine the distance in regards to the x-axis and in regards to
the y-axis. The results can be seen in Table 5 and Figure 11

Results of Ease of Use Questionnaire
Our questionnaire was based on USE, which used Likert scale
4.2, when encoding the data we did it as continuous variable, as
such "strongly disagree" got a value of 1, and "strongly agree"
a value ot 7. After that the cumulative value per technique,
based on the different questions, was calculated, the data was
ploted and presented in Figure 12.

Figure 12. Cumulative values of survey questions per technique

A One-Way MANOVA was applied (F(18,574.66) =
5.118, p < 0.000) which showed that there is statistical dif-
ferences between each techniques. In order to specify where
this differences lie we perform an post hoc test, we summa-
rize the results in regards to each question from the survey,
as follow: 1) “It is easy to use” Swipe is statistically differ-
ent, however there is no statistical difference between Throw,
Tilt, and Pinch; 2) “Using it is effortless” Swipe is statistically
different, however there is no statistical difference between
Throw, Tilt, and Pinch; 3) “It is easy to learn to use” Swipe
and Pinch are statistically different, however there is no sta-
tistical difference between Tilt, and Throw; 4) “I can use it
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successfully every time” Swipe and Throw are statistically
different, there is no statistical difference between Tilt, and
Pinch; 5) “I quickly became skillful with it” Swipe and Throw
are statistically different, however there is no statistical dif-
ference between Pinch, and Tilt; 6) “I learned how to use it
quickly” Swipe is statistically different, however there is no
statistical difference between Throw, Tilt, and Pinch. The
results show that the ratings received by the techniques differ
in the different aspects of the areas covered by the survey.

DISCUSSION
When discussing our results, it is important to redefine the
terms that we use. When talking about success rate, we mean
whether or not the technique hit the given target. When we
mention efficiency, we are talking about the time it takes to
successfully perform that technique. When talking about accu-
racy, we mean the distance the attempt was from the target(in
pixels). It is also important to note that the standard deviation
in some of our measures are quite high. This is primarily
because the experimental system was not robust enough to get
a perfect reading on the users intention to perform a technique.
Sometimes, the system would misunderstand the gesture a user
made, so that it either activated too early, or did not activate all.
Activation means that the system interpreted the gestures the
user performed as an attempt to hit the target. This is further
discussed in Section 6.7

When looking at the results on the effect of the four techniques,
Pinch, Swipe, Throw and Tilt, as well as the two target sizes,
small and large, on the time per target, the results tell a rather
interesting story.

Success Rate
If we look at the results in regards to the effect of the technique
on the success rate of each attempt, it is interesting to note
that the two techniques that were not significantly different
from each other were Tilt and Pinch. These two techniques
both used the hand that controlled the pointer to activate the
technique. When tilting the phone forward, usually the hand
would move together with the phone causing the pointer to dis-
place itself from the users intended position. When releasing
the Pinch, the Kinect would sometimes reevaluate the loca-
tion of the hand joint, now that it could see the entire hand,
which would also cause the pointer to displace itself from the
intended position. Pinch and Tilt were also the techniques
that had the largest amount of activation errors due to the im-
plementation of the system. Sometimes, users would show
large amount of their palms to the Kinect during a Pinch, even
though their hand was closed, causing the Kinect to interpret
that as an opening of the hand and activate the technique. Tilt
would sometimes activate if the user moved the mobile around
too quickly, especially when orienting the pointer up and down
on the screen.

Swipe and Throw both had reasonably high success rates.
Throw did not require the user to actually move the pointer
hand while activating the technique. While Swipe did require
the user to perform some movement on the hand that was
used as a pointer, it was very little movement. This is also
a technique all smartphone users are familiar with, since a

lot of applications use some form swiping to activate some
functionality.

Efficiency
There was a significant difference between all techniques,
with the exception of Swipe and Tilt. These were the two one
handed techniques that we chose. The range of movement
needed in order to activate these two techniques was rather
limited, the full motion could be achieved quite quickly and
is quite similar for both of them. This is why they are not
statistically different from each other. Swipe and Tilt, are on
average, at least a second faster then the other two techniques.
Their standard deviations are also smaller, which means that
users were more consistent, with regards to how long it took
to hit each target, with these two techniques.

Looking at the two other techniques, Pinch and Throw, their
times also reflect the range of motion needed in order to acti-
vate each technique. Pinch requires the user to pinch the shape
on their phone, lift their hand up, direct it on the screen, and
then finally let go. This can be seen in its mean, where it takes
almost 1.59 seconds longer to perform than the second longest
technique, Throw. Throw also requires a considerable range
of motion in order to activate: point with one arm, select the
shape on the phone with the other arm, bring your arm back
and then finally swing it forward. Both two handed techniques
take significantly longer to perform than their one handed
counter-parts.

We noticed that users would spent relatively little time get-
ting into the general vicinity of the target, and would spend
most of their time per attempt getting the pointer on top of
the actual target. This was more pronounced for the small
target, were users would perform smaller, more careful adjust-
ments in order to not overshot the target, which can be seen
when comparing the mean times of each technique for the two
different target sizes.

Accuracy
If we look at the results regarding the distance from the target,
it paints quite a clear image of which of the techniques are
more accurate. Swipe is by far the most accurate of the four
techniques. It is so precise, that it is actually more precise
for the small target than all other techniques are for the large
target. Figure 13 is an image that shows the location of each
hit compared to the given target cell.

Figure 13 shows that Swipe and Throw have a large concen-
tration of hits inside the target cell, where Pinch and Tilt have
quite a spread of hits outside the target cell. This shows us
that users are capable of hitting the target with Swipe and
Throw more consistently and accurately than with the other
two techniques by considerable amounts.
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(a) (b) (c) (d)

(e) (f) (g) (h)
Figure 13. Hit location illustration for each technique. Green is a hit,
red is a miss (a) Pinch (Small target) (b) Swipe (Small target) (c) Throw
(Small target) (d) Tilt (Small target) (e) Pinch (Large target) (f) Swipe
(Large target) (g) Throw (Large target) (h) Tilt (Large target)

Also, an interesting thing to notice is that there is a trend where
the largest distance from the target is located on the x axis.
This can be seen in Table 5, where the distance is broken into
the two different axis. For all four techniques, the x axis has a
larger mean distance from the target then the y axis. Further
research should be done though if one were to make some
conclusive statement in regards to the effect of the different
axis on the accuracy of the techniques.

Target Size
If we compare the effect of the target size on the different
techniques, it does not have that big of an impact on the success
rate of each technique compared to each other. Swipe and
Throw are still the techniques with the highest success rate.
Our results also show that target size does not change the
efficiency of each technique compared to each other. The
same is true for the distance from the target cell. Our results
point towards a tendency were the size of the target does not
influence the measured effectiveness of each technique relative
to each other. This of course would require further research,
since a sample size of two target sizes is not enough.

Easy of Use
Looking at the questionnaire, we can look at each question
and see there is a trend. If the user gave it a high score, then he
strongly agreed with the given question. We can then say the
accumulated scores of each technique for all questions show a
tendency towards the user agreeing that the given technique
was easy to use and hence more natural to use. The higher
the score, the easier the user felt the given technique was to
perform. This means that in general, users considered Swipe
much easier to use then the other techniques. Throw and Tilt
were considerably close to each other, while Pinch trailed
quite significantly behind. It is interesting to note that Throw
and Tilt were so close to each other in ease of use, even though
Throw outperformed Tilt considerably, both in regards to time
and hit success, as well as the consistency of the technique,
shown by the standard deviation.

User Comments
There is also a qualitative aspect to take into account here,
which is not reflected well in the surveys or the test results, but
were recorded on video and notes during each experiment. For
example, a large finding was that correct mapping between
the direction in which the user is pointing and the pointer icon
on the screen is critical to the success of the application. It is
extremely important for the experience of the user to have as
close to absolute mapping as possible. Eleven users mentioned
having trouble reaching all areas of the screen, but almost all
users showed sign of trouble, by for example standing on
their toes or stretching their arms as far as possible. One user
got so frustrated that she asked for a chair to stand on. With
more or different sensors, placed on hands, fingers and phones,
we could have had a more precise pointer by being able to
determine the direction of the phone and the arm and not solely
rely on the position of the users hands. This would most likely
lead to more precise results, because the the mapping between
the pointer and the users pointing direction would be much
closer to a absolute mapping.

In regards to the mobile phone, four users complained that
the screen was too small when performing a Pinch, making
it hard to precisely select the correct shape. Four other users
complained that the screen was too large when performing a
swipe, since it was hard to reach the correct shape with their
thumbs while still maintaining precision with the pointer. Four
users mentioned that it was hard to orient themselves with
the phone while performing the Throw technique, having to
break their flow to look down on the phone to select the correct
shape. Three users mentioned the same problem with Swipe,
whenever the targets were too high. This sometimes lead to
the mobile phone covering up the target and making it hard for
the user to orient themselves to the large display. This was an
effect of the relative mapping though, since it was hard to see
the screen when their arm was stretched far above their head
in order to reach the high targets. The same error could have
occurred with Tilt, since the user might also end up lifting
the phone in front of their field of view, but none of the users
mentioned it there.

There is also a the learning aspect of each technique. Six
people actually mentioned that the Pinch technique was hard
to learn, and a large portion of the participants had to be told
more specifically how to perform it. The same held true for the
Throw technique, a large number of the participants had to be
told that they had to perform a slightly larger motion in order
for the application to understand that a throw motion was being
attempted. Very few of the participants had to have further
instructions on how the Swipe technique worked, and few
people needed further help with the Tilt. This is most likely
a combination of the complexity of some of the techniques
as well as the tutorial movies not being descriptive enough.
This also lead to frustration, were users thought they were
performing the technique correctly and nothing was happening.
Four users mentioned being frustrated by the Pinch technique,
while three users got frustrated with the Tilt technique

The fatigue effect is also something to take into consideration.
13 people mentioned being fatigued through out the test and 11
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of them first mentioned it during the Throw technique. Some
users commented that it was because one arm had nothing to
do but be uplifted and point to the screen, while the other arm
performed all the motion. One user mentioned it would not
have been that noticeable if the pointing arm had some motion
to perform. We have hopefully accounted for this by rotating
the order in which the techniques are performed.

Finally, there is also the fun aspect to take into consideration.
Nine users actually mentioned having fun while performing
the Pinch technique. They compared it to casting a spell or
causing explosions on the screen. Three other users mentioned
that this technique was especially interesting. It is still worth
remembering though that Pinch was, by large, the hardest
technique for users to learn.

Limitations
There are of course some limitations to the system we devel-
oped. Firstly, the intention with the Tilt technique was that the
users would point and tilt with the phone, but because of our
implementation, it was possible for users to point with one
hand and tilt the phone with the other. The same holds true for
the Swipe technique, where users were able to point with one
hand and swipe with the other.

The way the system detects an open hand is not very robust:
sometimes, depending on the profile of the hand, it misreads
the users intentions and believes the user opened his hand.

The system also has a very narrow definition of what throwing
means. This is something that can be seen when users were
told to "throw" the data from the phone to the screen. Some
would perform a much larger tilt motion, others would perform
a baseball-like pitching motion.

The Kinect also had some problems determining where the
different arm joints were. If the elbow joint was directly behind
the hand joint from the Kinects perspective, it would cause the
pointer to move erratically since the Kinect was not absolutely
sure were the hand joint was. Another problem occurred when
the user put their two hands close to each other. The Kinect
would have problems determining where the individual hand
joints were located.

CONCLUSION
We conducted a study on cross-device interaction techniques,
where our focus was on pushing data from a mobile device
onto a large display. We compared four different techniques
(Pinch, Swipe, Throw and Tilt) with two different target sizes.
Our main concern was investigating the success rate, efficiency,
accuracy and ease of use of the user while using the different
interaction techniques.

Our findings show that Swipe was the technique with the
highest success rate, and at the same time, the most efficient
and accurate technique. This was also the technique the users
felt easiest to use. We also found that Pinch was considered
to be a fun and entertaining technique by many of our users.
Finally, we also found that the mapping between the screen
and the users pointing direction is critical to the applications
success. Great care should be taken to achieve as close to an
absolute mapping as possible.

FUTURE RESEARCH
Based on our experiment, in which we used two target sizes,
we can not determine the difference in effect between targets
of different sizes on a large display. As such we would suggest
more research including a greater varity of target sizes.

Whereas our experiment only consider push techniques, we
would strongly suggest looking at pull techniques for cross-
device natural user interaction with large displays. With pull
techniques we imagine research investigating the opposite
direction i.e. pulling information from a large display to a
mobile device. The techniques which may be preferred for
pushing information to a large display might not be the best
choice for pulling information.

Our experiment has exclusively been concerned with specific
measures like success rate, efficiency and accuracy for each
technique, and we could suggest for future research that other
measures be included in experiment. This includes, but is not
limited to, measures on user experience and which techniques
users prefer to use for interaction with displays located in
public places.

We focused only on the interaction between mobile phones
and large displays. In the future though, the range of different
personal devices will probably be much more widespread than
today, and we suggest further research in this area. An example
of this research is the interaction between large displays and
devices such as smart watches, tables, and smart glasses.

As a final suggestion, a framework for cross-device natural
user interactions might help, for example, developers and
researchers with techniques, guidelines and designs for inter-
acting with large displays in the future.
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Technique:     ID: 
                                 Grab    Swipe   Throw       Tilt 

    

1. I _______ recommend this interaction technique to others. 

would not                                                               would 

2. This form of interaction technique is _________ for putting content to a public display. 

not useful                                                               useful 

3. The interaction technique feels __________. 

unnatural                                                                natural 

4. I feel ________ about performing the interaction technique. 

doubtful                                                                  confident 

5. This interaction technique is ____________. 

confusing                                                                clear 

6. This form of interaction technique is ___________ .  

unpleasant                                                            pleasant 

7. This form of interaction technique is _________ . 

slow                                                                        fast 

8. This form of interaction is _________. 

ordinary                                                                  novel 

9. Performing the interaction is ___________. 

boring                                                                     fun 

10. Performing the interaction is __________. 

difficult             easy 

11. The interaction requires ___________ effort. 

too much             too little 

12. The content _________ where I placed it (wanted it) on the screen.                 

didn't went             went             

  

       

       

       

       

       

       

       

       

       

       

       

       

Appendix B: Participant Questionnaire
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  ID: 

Age: ________ Height: ________ Email: ________________ 

Gender:                                  Male            Female 

Left or right handed:            Left              Right 
 

Smartphone user:                 Yes               No    How long have you had one?: ___________ years 

Have you ever played any motion sensor based games such Wii games, Kinect games, or 
PlayStation Move games?  

                                                Yes               No 

 

By looking at the user of the system, do you see something embarrassing? 

(Draw/Describe): 

 

 

 

 

 

 

By looking at the system, does it seem easy to learn how to use it?  

(If yes, describe why.): 

 

 

By looking at placement of the system, does it look accessible? 

 

 

 

 

By looking at the system, do you feel like you want to try it yourself? 

I do not agree                                                    I agree 

 

  

       

Appendix B: Observer Questionnaire
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  ID: 

 

What technique did you like the most and why? 

 

 

 

 

 

What technique did you dislike the most and why? 

(Do you remember the name of it?) 

 

 

 

 

Did you feel pressured by performing in this public area? 

(if yes why?) 

 

 

 

 

 

Did you feel embarrassed during these interactions, why?, when? 

 

 

 

 

 

 

Other comments? 

 

 

Appendix B: Experience Questionnaires
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Question Technique Mean 

Cum. 
(max 
147) Std Final 

I (wouldn’t / would) recommend this 

interaction technique to others 
Grab 5.24 110 2.02 would 

Swipe 6.24 131 1.19 would 

Throw 4.86 102 1.67 would 

Tilt 4.29 90 1.93 wouldn’t 

This form of interaction technique is (not  

useful / useful) for putting content to a 

public displays 

Grab 5.48 115 1.71 useful 

Swipe 6.14 129 1.21 useful 

Throw 5.10 107 1.54 useful 

Tilt 4.90 103 1.82 useful 

The interaction technique feels 

(unnatural/natural) 
Grab 5.29 111 1.83 natural 

Swipe 5.90 124 1.69 natural 

Throw 4.38 92 1.73 unnatural 

Tilt 4.29 90 1.91 unnatural 

I feel (doubtful/confident) about performing 

the interaction technique 
Grab 5.48 115 1.47 confident 

Swipe 6.14 129 1.08 confident 

Throw 5.19 109 2.01 confident 

Tilt 4.95 104 2.03 confident 

This interaction technique is 

(confusing/clear) 
Grab 5.43 114 1.62 clear 

Swipe 6.33 133 0.84 clear 

Throw 5.62 118 1.25 clear 

Tilt 5.67 119 1.55 clear 

This form of interaction technique is 

(unpleasant/pleasant) 
Grab 5.43 114 1.68 pleasant 

Swipe 5.67 119 1.58 pleasant 

Throw 4.24 89 1.66 unpleasant 

Tilt 3.95 83 2.01 unpleasant 

This form of interaction technique is 

(slow/fast) 
Grab 5.05 106 1.81 fast 

Swipe 6.00 126 1.51 fast 

Throw 5.19 109 1.92 fast 

Tilt 5.14 108 1.78 fast 

This form of interaction is (ordinary/ novel) Grab 5.86 123 1.21 novel 

Swipe 4.19 88 1.71 ordinary 

Throw 5.24 110 1.11 novel 

Tilt 4.90 103 1.11 ordinary 

Performing the interaction is (boring/fun) 
 

 

Grab 5.67 119 1.28 fun  

Swipe 5.29 111 1.12 fun 

Throw 5.57 117 1.33 fun 

Tilt 4.76 100 1.31 fun 

Appendix C: Summary of Quantitative data
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Performing this interaction is (difficult / 

easy) 
Grab 5.29 111 1.72 easy 

Swipe 6.14 129 1.39 easy 

Throw 5.62 118 1.50 easy 

Tilt 4.52 95 2.11 difficult?  

The interaction required (too much/ too 

little) efforts 
Grab 4.24 89 1.82 much 

Swipe 4.57 96 1.50 little 

Throw 3.86 81 1.78 much 

Tilt 4.00 84 1.90 much 

The content (didn’t went / went) where I 

placed it [wanted it] on the screen. 
Grab 5.67 119 1.64 went 

Swipe 6.24 131 0.92 went 

Throw 5.90 124 1.48 went 

Tilt 4.76 100 1.92 went 
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Table with values/grades per technique and in total

  Grab Swipe Throw Tilt Total 

 Value Count Count Count Count Count 

Q1 1 2 0 1 1 4 

 2 2 0 2 4 8 

 3 0 1 1 4 6 

 4 1 2 2 2 7 

 5 4 1 8 3 16 

 6 4 4 3 3 14 

 7 8 13 4 4 29 

Q2 1 1 0 1 0 2 

 2 1 0 0 3 4 

 3 1 1 2 4 8 

 4 2 2 3 1 8 

 5 2 2 7 2 13 

 6 7 4 3 6 20 

 7 7 12 5 5 29 

Q3 1 1 0 2 3 6 

 2 1 3 1 1 6 

 3 2 0 4 4 10 

 4 3 0 3 1 7 

 5 2 1 3 5 11 

 6 4 6 7 5 22 

 7 8 11 1 2 22 

Q4 1 0 0 1 1 2 

 2 0 0 2 1 3 

 3 4 1 3 6 14 

 4 1 1 1 1 4 

 5 4 2 2 2 10 

 6 5 7 3 1 16 

 7 7 10 9 9 35 

Q5 2 2 0 0 1 3 

 3 1 0 2 1 4 

 4 3 0 1 4 8 

 5 2 5 7 2 16 

 6 6 4 4 3 17 

 7 7 12 7 10 36 

Q6 1 1 1 1 2 5 

 2 0 0 2 5 7 

 3 3 2 5 3 13 

 4 1 0 4 3 8 

 5 3 4 3 1 11 

 6 6 6 4 4 20 

 7 7 8 2 3 20 

Q7 1 0 0 1 0 1 

 2 3 1 0 3 7 

 3 2 2 6 1 11 

 4 3 0 0 4 7 

 5 3 2 3 2 10 

 6 3 4 2 4 13 

 7 7 12 9 7 35 

Q8 1 0 1 0 0 1 

 2 1 3 0 0 4 

 3 0 4 1 2 7 

 4 1 4 5 6 16 

 5 4 3 6 7 20 

 6 8 4 6 4 22 

 7 7 2 3 2 14 

Q9 1 0 0 1 0 1 

 3 2 0 0 3 5 

 4 2 7 0 9 18 

 5 4 5 10 2 21 

 6 6 5 4 4 19 

 7 7 4 6 3 20 

Q10 1 1 0 1 2 4 

 2 0 1 0 3 4 

 3 3 1 1 3 8 

 4 3 1 1 1 6 

 5 2 0 5 4 11 

 6 5 6 6 2 19 

 7 7 12 7 6 32 

Q11 1 2 1 1 1 5 

 2 2 1 4 6 13 

 3 3 1 7 2 13 

 4 5 9 2 4 20 

 5 3 2 1 2 8 

 6 3 5 4 3 15 

 7 3 2 2 3 10 

Q12 1 0 0 0 1 1 

 2 1 0 2 3 6 

 3 3 0 0 2 5 

 4 1 1 0 3 5 

 5 2 4 4 2 12 

 6 4 5 5 5 19 

 7 10 11 10 5 36 
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Correlation Matrix(a) 

 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 

Correla
tion Q1 1.00 0.84 0.75 0.66 0.60 0.74 0.68 0.10 0.62 0.78 0.68 0.60 

 

Q2 0.84 1.00 0.75 0.71 0.61 0.74 0.65 0.10 0.60 0.78 0.58 0.59 

Q3 0.75 0.75 1.00 0.66 0.54 0.82 0.56 
-

0.03 0.51 0.72 0.63 0.49 

Q4 0.66 0.71 0.66 1.00 0.71 0.64 0.61 0.19 0.47 0.76 0.57 0.59 

Q5 0.60 0.61 0.54 0.71 1.00 0.54 0.61 0.06 0.42 0.65 0.55 0.53 

Q6 0.74 0.74 0.82 0.64 0.54 1.00 0.58 0.16 0.65 0.72 0.68 0.59 

Q7 0.68 0.65 0.56 0.61 0.61 0.58 1.00 0.24 0.54 0.63 0.65 0.47 

Q8 0.10 0.10 
-

0.03 0.19 0.06 0.16 0.24 1.00 0.35 0.16 0.14 0.17 

Q9 0.62 0.60 0.51 0.47 0.42 0.65 0.54 0.35 1.00 0.62 0.59 0.47 

Q10 0.78 0.78 0.72 0.76 0.65 0.72 0.63 0.16 0.62 1.00 0.67 0.75 

Q11 0.68 0.58 0.63 0.57 0.55 0.68 0.65 0.14 0.59 0.67 1.00 0.47 

Q12 0.60 0.59 0.49 0.59 0.53 0.59 0.47 0.17 0.47 0.75 0.47 1.00 

Sig. (1-
tailed) Q1  0 0 0 0 0 0 0.19 0 0 0 0 

 

Q2 0  0 0 0 0 0 0.19 0 0 0 0 

Q3 0 0  0 0 0 0 0.41 0 0 0 0 

Q4 0 0 0  0 0 0 0.04 0 0 0 0 

Q5 0 0 0 0  0 0 0.30 0 0 0 0 

Q6 0 0 0 0 0  0 0.07 0 0 0 0 

Q7 0 0 0 0 0 0  0.02 0 0 0 0 

Q8 0.19 0.19 0.41 0.04 0.30 0.07 0.02  0.00 0.07 0.10 0.06 

Q9 0 0 0 0 0 0 0 0.00  0 0 0 

Q10 0 0 0 0 0 0 0 0.07 0  0 0 

Q11 0 0 0 0 0 0 0 0.10 0 0  0 

Q12 0 0 0 0 0 0 0 0.06 0 0 0  

 

Reliability Statistics 

Cronbach's 

Alpha N of Items 

.938 12 
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Age Heght Gender Hand Smartphone SmartphoneTime Motion_games

21 183 Male Right 0 0 1

21 175 Male Right 1 6 1

26 173 Male Right 1 8 1

27 187 Male Right 1 5 1

26 173 Male Right 1 2 1

25 160 Female Right 1 7 1

34 178 Male Right 1 10 1

26 181 Male Right 1 7 1

23 168 Female Right 1 6 1

26 179 Male Right 1 2 1

25 162 Female Right 1 6 1

21 182 Male Right 1 6 1

21 183 Male Right 1 11 1

23 180 Male Right 1 6 1

25 178 Male Right 1 5 0

23 195 Male Right 1 6 1

23 187 Male Right 1 8 1

26 176 Male Right 1 10 1

23 165 Male Right 1 12 1

32 180 Male Left 1 5 1

22 186 Male Right 1 5 1

21 179 Male Right 1 6 0

55 157 Female Right 1 7 0

40 169 Female Right 1 5 1

A
p

p
e

nd
ix

D
:D

e
m

o
g

ra
p

hic
d

a
ta

X
X

III



Age Heght Gender Hand Smartphone SmartphoneTime Motion_games

21 183 Male Right 0 0 1

21 175 Male Right 1 6 1

26 173 Male Right 1 8 1

27 187 Male Right 1 5 1

26 173 Male Right 1 2 1

25 160 Female Right 1 7 1

34 178 Male Right 1 10 1

26 181 Male Right 1 7 1

23 168 Female Right 1 6 1

26 179 Male Right 1 2 1

25 162 Female Right 1 6 1

21 182 Male Right 1 6 1

21 183 Male Right 1 11 1

23 180 Male Right 1 6 1

25 178 Male Right 1 5 0

23 195 Male Right 1 6 1

23 187 Male Right 1 8 1

26 176 Male Right 1 10 1

23 165 Male Right 1 12 1

32 180 Male Left 1 5 1

22 186 Male Right 1 5 1

21 179 Male Right 1 6 0

55 157 Female Right 1 7 0

40 169 Female Right 1 5 1
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Day 4, 0. MTS 
Begins at 00:00 
 
(V) Participant fools around with the kinect, trying different hand motions. 
 
 
Throw Gesture 
 
02:23 
(V) Participant watches the instructions. 
 
02:47 
(P) Should I move it up here? (his hand/pointing finger) 
(Q) Yes, it’s running now. 
(V) Participant performs successful throw gestures. 
 
03:00 
(Q) I’ll say you got that pretty quickly. 
(P) <Inaudible> 
(Q) Yeah. 
(Q) Do you feel this technique is fairly intuitive? 
(P) <Inaudible> seems a little weird, but I think it actually works pretty well using both hands; 
one for the gesture itself and the other for pointing. But I don’t quite understand why I should 
use throw ­ why can’t I just click and make it appear? 
(Q) Yes, well...that is a fair question. 
(P) It’s true, it seems...oh, what’s happening? 
(Q) Oh, that’s because the testing of this technique is done. 
(P) Okay. 
(Q) But you feel you’d like something easier then the throw gesture? 
(P) Yes ­ I think it (throw) could be fun in a game, but if it’s just about putting something on a 
display, when I need to select on the phone anyway, I’ve already performed an action and am 
also already pointing. 
(Q) Yeah. So you’d rather just point and select? 
(P) Yes, then it’s there. I don’t see the point of throwing. If I selected on the phone, pointed at 
the large display and then performed a throw, then it might make sense. But when I start out by 
pointing and then select on the phone, I’ve already decided where it (the shape/icon) should go. 
<the participant demonstrates a light forward push>  This could perhaps be used instead. 
(Q) I can reveal that you will experience that later. <smile> 
(P) I hope I do. <smile> 
(Q) So, you think throw is a fun gesture, but you’d like something faster. Do you feel it’s 
accurate enough?  
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(P) Well, tracking isn’t that accurate, but I find it easy enough to elevate my arm while using the 
phone, but when looking down for a moment may misplace my selected position on the large 
display. 
(Q) Yeah, okay. 
(V) Participant briefly repeats himself. 
 
05:10 
(Q) I actually forgot to do this in english. <grins> Oh, well… 
(P) Sorry about that. 
(Q) No, it’s quite okay. 
 
(V) Questionaire time! 
 
 
Pinch Gesture 
 
07:20 
(Q) Does it distract you? (referring to the live recording) 
(P) Maybe a little. <smiles awkwardly and looks into the camera ­ yes, it will devour you!> 
(Q) Maybe a little distracting. 
(P) Then it’s gone in a moment, I think...okay. 
(Q) Yeah, okay. 
(P) So I have to grab the image <performs the pinch technique> 
(Q) Yeah. 
(P) Then...it has to register and that takes some time. <opens his pinched fingers only at first, 
then his entire hand> 
(Q) Yeah. 
(P) Yeah. It didn’t work very well with just two fingers ­ I have to open my whole hand to register 
completely. That’s a bit annoying. But maybe that’s er… 
(Q) Okay, that went like a false positive. 
(P) Yeah, I think so. Um, so...I think...er. Since only, since I’m grabbing with two fingers and 
releasing with all of my hand, that feels a bit unnatural. 
(Q) Okay. So you’d like a more precise detection of your fingers? 
(P) Yes. 
(Q) How do you feel about the gesture in usage generally? Is it fun or fast or? 
(P) I think I feel it’s pretty natural that it’s one...there’s a lot of false positives right now. I think it’s 
pretty positive that it feels like one motion; that I pick up the image and I place it again. That was 
the problem with previous one (throw) was that it felt like two distinct things; first, I aim, then I 
chose and then I threw. 
(Q) So you really feel all three sequences where you don’t really, you see two of the sequences 
being more merged together into one sequence than this one. 
(P) Before, it was looks at the screen, look at this one (phone), look at the screen. Now it’s more 
like just one <makes a throwing motion toward the large display>... that’s better. The finger 
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tracking is more precise ­ if it can actually track that I open two fingers, that would be better. But 
that’s probably something with the hardware. I guess. 
(Q)  There’s a limitation there, yes. So, before we proceed I just want to ask you a question. 
Now, you’ve been through half of the test and you had onlookers and people are surrounding 
you ­ how do you feel about being in a public space during this type of testing and usage? 
(P) I think if you were doing like it in a real world usage for for example for using like putting 
something on a digital board, I think it would probably feel pretty natural. It’s not like I’d draw a 
lot of attention to myself just by pinching and releasing. If it was something like I had to go 
(jumps up and down and flails his arms above his head) ...then I’d feel more worried about it. 
But it doesn’t draw a lot of attention. 
(Q) Okay, so you feel rather comfortable right now? 
(P) Yeah, I think so. 
(Q) Okay, that’s nice. 
(V) Participant enthusiastically continues to demonstrate self­invented motions which in fact, but 
unbeknownst to him, is the swipe gesture. Q smiles broadly. 
 
(V) Questionaire time! 
 
 
 
SWIPE Gesture 
 
11:18 
(P) Okay, now it’s coming. <smile> That one. 
(V) Participant proceeds with testing the swipe technique. Seems to get it right away. 
(Q) Do you have problem reaching the top of the screen? 
(P) Yes. I do have a bit of a problem. It’s hard to keep my hand that high. It could probably 
better work if I had the phone closer to my chest and point the phone instead of my whole arm. 
But then again, I’m not sure about the technicalities of that, but that would probably be...er. 
(Q) That would be a different technique than what we have <inaudible>. So ehm… 
(P) This is good. I think this is…er. 
(Q) The swipe is much better. 
(P) As long as there’s not too many...if I have to focus on too many things on the phone like that 
3 by 4 small icons and I have to choose one of those and swipe that one, then it would be 
confusing, but as long as I can find the icon, then look up at the screen and just swipe it ­ that’s 
good. 
(Q) Yeah, so the user interface of the phone for real life uses would be very important for you to 
be simplified in some way? 
(P) Yeah, yeah. I would have to choose the file and then, like you’ll have to fulfill the whole 
screen, so I could just point and swipe. 
(Q) Yeah. 
(P) If I had to choose and swipe in the same, like in the same movement, then that would be 
confusing. 
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(Q) Yeah. 
(P) Also, for the demo here, you should allow me to continue swiping things onto the (screen). 
(Q) Yeah, okay. After the progress… 
(P) Yeah, after the progress is done. <smile> 
(Q) <grinning> That’s an interesting...eh, yeah. 
(P) Because now it feels like nothing is happening. <swipes away, smiling> And that’s because 
nothing ​is​ happening. 
(Q) Yeah, exactly. Well, I already have the next questionaire ready for you, so… 
 
(V) Questionaire time! 
 
 
TILT Gesture 
Begins at 13:55 
(V) The participant gets ready for the final test. He reads out the instructions smiling, before 
making any attempts. What a jolly fellow. 
 
14:15 
(P) I think that going to mess up the tracking already before I’ve even tried it. Let’s give it a try. I 
select, I tilt…(he makes a slight tilting motion, it doesn’t work)...doesn’t track that very well. 
(Q) You might want to change your angle to more upward than ­ yeah ­ and then you have to 
throw a bit hard. Yes, exactly. 
(P) Okay, that felt really hard to do, but...it has a learning curve, this. 
(Q) Okay. 
(P) Okay. I feel it’s hard to both keep my hand steady and make this hard motion at the same 
time. I don’t feel very confident that the image will land where I’m trying to throw it, because I 
feel the bop ­ the pointer moves when I do this gesture (tilt). 
(Q) Yeah. So right now you actually have had a really great error <inaudible> throughout your 
progress even for...including the other techniques. How would you have it if you for instance 
were aiming at your target, but you missed the target right to the side, however the image that 
comes up on the screen were overlapping the target area ­ would you feel it was too far away or 
would it be close enough for you? If you were to...um. 
(P) I don’t quite understand. If I missed, would I feel okay with that or would I be…? 
(Q) Yeah, if so if if...um. 
(P) <scratches eye/discreetly facepalms> Depends on education. If <inaudible> this, and I tried 
putting up a document on the screen and I put it like on top of another document, I wouldn’t feel 
very good about that, because then people wouldn’t be able to see the other document. You’d 
have to somehow pick it up and move it again. 
(Q) Okay. So, you don’t feel that the system’s ability to overlap elements is a good way? 
(P) It is for some things. For example these pictures where it’s just tiger and Marilyn Monroe, but 
if it’s documents that one have to read or notices or something like that, then… 
(Q) Yeah, something important. <P repeats> 
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(P) But if it’s just a collage where you show off all the nice pictures from the party last week, 
then that would be okay. 
(Q) So you actually rather like to have a sort of a...how can we say...more control system that 
wants you to overlap something that’s rather new and important? 
(P) Yeah. I think these interface methods are good, but I just think the whole software has to 
enable things like moving <inaudible> for example. If all these things were supported then one 
or two of these interaction methods could be good. 
(Q) Yeah. Okay. 
(P) For example, you already had the push thing (demonstrates the release from the pinch 
gesture), so the pull thing makes sense; to pick something up again and then put it down 
somewhere (on the large display). 
(Q) Yeah, okay. So, the ability to move something around is something you’d like? 
(P) Yeah, I’d like that. 
 
(V) A bit of talk continues… 
 
17:20 
(V) Questionaire time! 
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