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Abstract:

This project examines the most common

methods of growing carbon nanotubes, with

focus on their use in photodetectors. It mainly

deals with the chemical vapour deposition

method of nanotube growth, but other meth-

ods are described as well. The theory behind

the geometry and band structure of carbon

nanotubes is discussed, along with the ba-

sic theory behind metal-semiconductor-metal

photodiodes. The photocurrent mechanisms

for carbon nanotubes is investigated. Further-

more the theory behind characterization of

carbon nanotubes using Raman spectroscopy

is also included.

Carbon nanotubes are grown through chem-

ical vapour deposition and are then charac-

terised using scanning electron microscopy,

atomic force microscopy, absorbance spec-

troscopy and Raman spectroscopy. While

nanotubes were produced during experiments,

no samples were ever of high enough qual-

ity for use in photodetectors, so samples were

produced with nanotubes bought from mk-

NANO instead. The bought nanotubes were

exfoliated and deposited on various samples

and electrical contacts were created with a

direct-write UV-lithography system, followed

by current-voltage characteristics and pho-

tocurrent measurements.

The contents of this report are freely available, but publication (with reference) is only

allowed with the consent of the authors.
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Dansk abstract

Dette projekt inkluderer nogle af de mest bruge metoder til at gro kulstof nanorør, med fokus
på deres brug i fotodetektorer. Der arbejdes hovedsageligt med nanorør groet via chemical
vapour deposition, men andre metoder bliver også beskrevet. Teorien bag nanorørenes geometri
og elektroniske båndstruktur fremlægges sammen med den basale teori bag metal-halvleder-
metal fotodetektorer. Fotostrømsmekanismerne for kulstof nanorør gennemgås. Teorien bag
karakterisering af nanorør via Raman spektroskopi er også inkluderet.

Kulstof nanorør blev groet via chemical vapour deposition og blev karakteriseret med skanning
elektron mikroskopi, atomar kraft mikroskopi, absorbans spektroskopi og Raman spektroskopi.
Selvom nanorør blev produceret gennem forsøgene i denne rapport, var ingen af dem af god nok
kvalitet til at blive brugt til fotodetektorer. Disse blev derfor produceret via nanorør indkøbt
fra mkNANO i stedet. De købte nanorør blev separeret og deponeret på forskellige prøver, og
elektriske kontakter blev lavet med et direct-write UV-litogra� system. De blev efterfølgende
undersøgt med strøm-spænding's kurver og fotostrøms målinger.
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Preface

After a short introduction to the properties and applications of carbon nanotubes, the thesis
contains a chapter on geometry of carbon nanotubes leading to a tight-binding model. Then
the basics of photodetectors are covered and a more detailed analysis of carbon nanotube
based photodetectors is included. The experiments consist of a unique method to grow
carbon nanotubes at speci�c locations, debundeling of purchased carbon nanotubes and two
di�erent con�gurations of photodetectors. Raman spectroscopy, an electron microscope, optical
microscope, atomic force microscope and a four point probe system have all been used to
characterise the carbon nanotubes and document their e�ectiveness.

Citations in this report are made using the American Institute of Physics (AIP) style, with
references numbered in order of appearance and listed in this order in the bibliography. A
reference placed before a full stop refers to that sentence alone, whereas a reference placed after
a full stop refers to the entire paragraph. Figures and formulas are numbered according to the
chapter in which they appear, with the �rst �gure in chapter two being called 2.1, the second
2.2 etc. All graphs and images are referred to as �gures, and �gures without direct citation are
the work of the authors. Vectors are denoted as ~A and matrices are denoted as

←→
A . Complex

conjugation is denoted by the superscript ∗.

The front page image is a mat of carbon nanotubes incapsulated by Triton X-100 on a silicon
wafer taken with an electron microscope and recoloured.

Carbon nanotube, nanotube and single-walled carbon nanotube are used interchangeably. If
it is multi-walled carbon nanotubes or another type of nanotubes it is stated explicitly.

The authors wish to thank Kim Houtved Jensen, Deyong Wang, Peter Kjær Kristensen and
Vladimir Popok from the Department of Physics and Nanotechnology at Aalborg University for
their help with the experimental part and characterisation.

Aalborg University, 14-06-2016.
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Introduction 1
Twenty �ve years ago a scientist named Ijima attempted to grow fullerenes through the use of
arc-discharge [1]. After examining the carbon dust he found traces of small cylindrical carbon
structures with dimensions on the nanoscale. These "carbon nanotubes" have since been a
promising area of study up until today. This is mostly due to not only their mechanical stability
and strength [2], but also due to their versatile electrical abilities [3, 4] and highly variable band
gap. Other properties include high thermal conductivity [5], optoelectronic properties [6], and
superior chemical stability [7].

All of this combined have caused researchers around the world to dwell into these small
carbon structures in search of potential applications and patents, along with fundamental growth
mechanisms. These applications include new composite materials for airplanes, portable X-ray
machines and some even proposed a space-elevator made with carbon nanotubes. However,
while the hopes for this new material is great, there are still some problems on the production
side. While it is possible to produce large quantities of carbon nanotubes, these methods often
result in highly bundled nanotubes, which subsequently has to be separated from each other.
This coupled with the fact that it is di�cult to produce many identical nanotubes due to the
sheer amount of possible geometries, means that in situation where few, well-de�ned nanotubes
are needed, such as in many electrical components, there is still a long ways to go. Certain
composite materials utilising the tensile strength of carbon nanotubes have however already
been produced, and were used in products like a sports-grade bicycle and shielding for a small
spacecraft. [8]

This report focuses more on the electrical properties of carbon nanotubes, rather than the
mechanical ones. They have a tunable bandgap which lies in the infra-red area and a high
electron mobility at 10000-100000 cm2/(V · s) [3, 4].Their resistance is furthermore low at less
than 100 Ω/µm, and shorter nanotubes exhibit ballistic transport as a result of this. This
property was discovered by Frank et al in 1998 [9], and it has since been shown that carbon
nanotubes exhibit ballistic transport on the scale of a few hundred nm. Theoretically with the
low resistance, the mean free path should be more than 100 µm leading to ballistic transport in
longer nanotubes, however this has yet to be con�rmed experimentally [10]. All of this combined
makes carbon nanotubes an excellent candidate for high-frequency photodetectors for optical
communication.
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1. Introduction

1.1 Problem statement

The goal of this report is to produce aligned arrays of carbon nanotubes, and use them in
the production of a photodetector. To achieve this, the nanotubes will be grown catalytically
using chemical vapour deposition. Furthermore produced carbon nanotubes will be compared
to bought carbon nanotubes and both will be used for the production of photodetectors.

2



Modelling of carbon nanotubes 2
2.1 Geometry of carbon nanotubes

Carbon nanotubes are nanoscale cylindrical carbon structures, usually called 1-dimensional (1D)
because they have an aspect ratio of 104-105, with diameters on the scale of a few nanometres
and lengths ranging from micro- to millimetres. The simplest con�guration known is the single-
walled carbon nanotube, which is e�ectively a rolled up sheet of graphene. Alternatively they
can be multi-walled, which is simply several single-walled nanotubes inside one another.

Graphene consists of a monatomic layer of carbon, where each carbon atom is covalently
bound with 3 neighbouring carbon atoms. The last valence electron is bound into de-localised π-
orbitals with the other neighbouring atoms, called sp2 hybridization. This results in an extremely
strong material. As such the carbon is structured into a hexagonal honeycomb lattice, as can
be seen on �gure 2.1. When rolled into a nanotube, the interatomic distance changes compared
to that of graphene, from 1.42 Å in graphene to 1.44 Å in nanotubes. The ends of these
nanotubes are then terminated with a combination of hexagon and pentagon structures, similar
to a fullerene. The unit cell of graphene consists of two atoms, and the position of all other
unit cells can be described from a linear combination of two real-space unit vectors, ~a1 and ~a2
de�ned in equation (2.1) and seen in �gure 2.1.

~a1 =

( √
3a/2

a/2

)
, ~a2 =

( √
3a/2

−a/2

)
(2.1)

Where a is the lattice constant of graphene. These can also be used to de�ne the unit cell of
the carbon nanotube instead. Here two additional vectors will be de�ned: the chiral vector ~Ch

and the translational vector ~T . This unit cell is made up of 4 points: 0, A, B and C, which are
shown in �gure 2.1. The chiral vector goes from point 0 to A and the translational vector goes
from 0 to B. By joining points 0-A and B-C a cylinder is formed with the chiral vector being the
circumference and the translation vector being the length of the nanotube unit cell. The chiral
vector can be de�ned by the integers n and m, called the chiral indices, as seen in equation (2.2).

~Ch = n~a1 +m~a2 (2.2)

3



2. Modelling of carbon nanotubes

A

B

0

C

T

Ch

a1

a2
X-axis

Y-axis θ

Figure 2.1: The unrolled unit cell of a (4,2) nanotube, as indicated by the vectors ~Ch and ~T

and the dashed lines, with the basis vectors ~a1 and ~a2. The shaded area in the middle shows

the unit cell of graphene.

Depending on how the hexagons align in the rolled up nanotubes, it can either be achiral
(symmetric along the center) or chiral (asymmetric along the center). Achiral nanotubes are
further classi�ed into two types, zigzag and armchair. Zigzag has a zigzag pattern along
its cross-sectional ring and armchair has an armchair pattern as seen on �gure 2.2. These
con�gurations can also be de�ned from the chiral indices n and m: zigzag nanotubes are all
nanotubes where m=0, armchair are all nanotubes where n=m, and chiral nanotubes are the
ones where 0 ≤ m ≤ n. Due to symmetry, m is always considered smaller than or equal to n.

Figure 2.2: Structure of armchair, chiral and zigzag carbon nanotubes. Modelled in Matlab,

and plotted in Molviewer.
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2.2. The tight-binding model

The nanotube circumference is given as the length of the chiral vector as seen in equation
(2.3), but it can also be related to the integers n and m. The diameter of a nanotube can then
be calculated from the circumferential length as dt = L/π.

L =

√
~Ch · ~Ch =

√
a2(n2 +m2 + nm) (2.3)

The chiral angle as seen in �gure 2.1, and ranges from 0 ≤ |θ| ≤ 30◦ due to the hexagonal
symmetry. The zigzag pattern will have an angle of θ = 0◦ and armchair has a angle of θ = 30◦.
θ can be calculated from n and m, as seen in equation (2.4).

θ = arctan(

√
3m

2n+m
) (2.4)

The translational vector ~T is along the length of the nanotube and perpendicular to the
chiral vector. The vector and its length are de�ned in equation (2.5), where t1 and t2 are
integers related to m and n as t1 = (2m+ n)/G and t2 = −(2n+m)/G where G is the greatest
common divisor. If there is some symmetry between n and m, meaning that G > 1, the size of
the nanotube unit cell is greatly reduced as the translational vector will be shorter.

~T = t1 ~a1 + t2 ~a2 (2.5)

The length of ~T can be derived by inserting the expressions of n and m into t1 and t2.

~T 2 = t21 + t22 + t1t2 =
3m2 + 3n2 + 3nm

G2
=

3L2

G2
(2.6)

Finally the number of atoms per unit cell can be found by dividing the area of the nanotube
unit cell (| ~Ch × ~T |) with the area of the graphene unit cell (| ~a1 × ~a2|), as seen in equation (2.7).
However, as graphene has two atoms per unit cell, the total number of atoms in the nanotube
unit cell is 2N .

N =
| ~Ch × ~T |
| ~a1 × ~a2|

=
2(m2 + n2 + nm)

G
=

2L2

Ga2
(2.7)

2.2 The tight-binding model

In chapter 2.1 it was seen that, depending on the folding, nanotubes of many di�erent chiralities
can be created of varying size. This nanotube chirality furthermore has a huge impact on their
optical properties, and can determine whether they function as semiconductors or metals, which
react very di�erently when exposed to light. To accurately gauge the optical properties of
carbon nanotubes, a model of the band structure must be created. Since they have a relatively
simple periodic crystal structure, it is favourable to use the tight-binding model to describe the
electronic interactions.

5



2. Modelling of carbon nanotubes

The tight binding-model uses an approximation of the wave functions of single atoms to
obtain the band structure of a crystal. The �rst approximation and where the name stems from,
is the fact that the electronic orbitals are tightly bound to their respective ionic core. It has
similarities to the method of linear combination of atomic orbitals, because they both consider
atomic orbitals in linear combination to obtain an approximation of the real wavefunction. In
order for this to be an adequate approximation, it is assumed the electrons have bound solutions,
as seen in �gure 2.3. The electron will spend most of its time tightly bound to a single atom
and not be in�uenced substantially by neighbouring atoms. [11, 12]

Figure 2.3: Periodic crystal potential, atomic orbitals and the tight-binding wave-function,

with single atom wavefunctions and an envelope Bloch function. Reprinted from M. A. Omar

[12].

The following derivation of the tight-binding model for graphene and carbon nanotubes
primarily follows some lectures by Thomas Garm Pedersen [13, 14] with supplementary
information from Saito et al. [11]. The basis of the tight-binding model is to model the
electrons in an entire crystal structure or molecule as a linear combination of single atomic
electron orbitals:

Φ =

N∑
n

cnφn (2.8)

Here N is the number of atoms and cn is a normalisation constant. The Hamiltonian of the
system can be likewise written as a linear combination. As an example, consider a two-atomic
molecule (N=2). The time independent Schrödinger equation for this molecule can be written
as:

Ĥ(c1φ1 + c2φ2) = E(c1φ1 + c2φ2) (2.9)

6



2.3. Band structure of graphene

From here, the following overlap integrals can be written:

Hnm = 〈φn| Ĥ |φm〉 =

∫ ∞
−∞

φ∗n(~r)

(
−~2

2µ
∇2 + V (~r)

)
φm(~r) d4x (2.10)

Snm = 〈φn|φm〉 (2.11)

Where Hnm is the energy overlap between the two orbitals, µ is the mass and n,m are
integers denoting speci�c electrons. Note that the Hamiltonian will incorporate kinetic energy
of the electron and the potential of not only the ionic core where it is located, but also the
neighbouring potentials, though these are much lower due to the increased distance in the
coulomb potential. Snm is the physical overlap between two orbitals. From this, equation (2.9)
can be rewritten to the following equations:

c1H11 + c2H12 = E(c1S11 + c2S12)

c1H21 + c2H22 = E(c1S21 + c2S22)

To simplify these equations, it is �rst assumed that the overlap between the orbitals is small,
meaning that Snm = 1 if n=m, and 0 otherwise, which is the key assumption in tight-binding.
Furthermore the two atoms in the molecule are assumed identical, so H11 = H22 ≡ α and
H12 = H21 ≡ β. The two equations can then be combined into the following matrix equation:

[
α− E β

β α− E

]
·

[
c1
c2

]
= 0 (2.12)

For this equation to have a non-trivial solution, the determinant of the matrix must be zero.

(α− E)2 − β2 = 0

E = α± β (2.13)

This result gives us two di�erent solutions for the wave function; one where c1 = c2 (equally
likely to �nd an electron around either core) and c1 = −c2 (electrons are restricted to only
one core). These are denoted the bonding and anti-bonding solutions, where the former can be
interpreted as a chemical bond between the two atoms, which normally has the lowest energy.
This solution is fairly simple, and can be easily expanded for larger molecules.

2.3 Band structure of graphene

Since graphene is a large sheet of ordered carbon atoms, where each carbon atom is connected
to 3 others, trying to solve equation (2.12) systematically for the entire structure would be an
enormous task by itself. As such the problem is simpli�ed by considering the periodicity of the
graphene structure. Graphene can be reduced to a two-atomic unit cell, as seen in �gure 2.4
where A and B denote the atoms.

7



2. Modelling of carbon nanotubes

Figure 2.4: Graphene structure with
unit cell outlined in red.

Figure 2.5: Relevant vectors between atoms
in the graphene lattice.

Since graphene is periodic by nature, any wave function in the lattice must satisfy the Bloch
condition:

φ(x+ a) = φ(x)eika (2.14)

Where a = 2.46 Å is the lattice constant of graphene, and k is the Bloch wave vector which is
periodic with the crystal. From this it is possible to calculate the contribution from all other
parts of graphene by multiplying with a corresponding phase factor. As such, the wave function
of the entire lattice can be expressed as a Bloch sum:

χA =
1√
N

∑
n

einkaφA(x+ na) (2.15)

Where N is the total number of unit cells and n is an integer which refers to a particular
unit cell. These will be substituted into equation (2.8), to give the wave equation for electrons
in graphene:

Φ = cAχA + cBχB (2.16)

Once again the overlap integrals can be de�ned. Only the contributions from the nearest
neighbour atoms will be considered, since the rest are nearly zero. It is still valid that
HAA = HBB ≡ α, however since there are now three neighbours for atom A or B to bind to,
HAB and HBA must be otherwise de�ned. Taken atom A as an example, the vectors between it
and the nearest neighbour (see �gure 2.4) can be de�ned as:

~r1 =
a√
3

[
1

0

]
~r2 =

a√
3

[
−1/2√

3/2

]
~r3 =

a√
3

[
−1/2

−
√

3/2

]
(2.17)

8



2.3. Band structure of graphene

From these HAB can be de�ned as:

HAB = β′
(

1 + ei(
~k·(~r2−~r1) + ei(

~k·(~r3−~r1)
)

= β′e−i
~k·~r1

(
ei
~k·~r1 + ei

~k·~r2 + ei
~k·~r3
)

= β′e−i
~k·~r1

(
e
ikx

a√
(3) + 2e

−ikx a
2
√
3 cos

(
kya

2

))
= βh(k)

Where β = β′ exp(−i~k · ~r1) and the parenthesis is shortened into h(k). Once again assuming
the
←→
S matrix to be unity or zero, the following matrix equation can be written:

[
α− E βh

βh∗ α− E

]
·

[
cA
cB

]
= 0 (2.18)

This �nally leads to the following equation for the energy of π-electrons in graphene:

E = α± β

[
1 + 4 cos2

(
kya

2

)
+ 4 cos

(
kx

√
3a

2

)
cos
(
ky
a

2

)]1/2
(2.19)

This once again gives rise to two separate solutions, bonding and anti-bonding. By integrating
around the edge of the reduced Brillouin zone as seen in �gure 2.6, it is possible to plot the band
structure of graphene, as can be seen in �gure 2.7. Here β is 3 eV and α is set to 0 because it
is independent of ~k and is seen as an o�-set value.

Figure 2.6: Irreducible brillouin zone of graphene
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Figure 2.7: Graphene band structure.

The upper band represents the antibonding solution for the π-electrons, whereas the lower
band is the bonding solution. Both solutions are degenerate exactly in the K or Dirac point
(kx = 1/(

√
3), ky = 1/3). Since the two energy bands are touching, and the density of states at

the Fermi level is zero, graphene is e�ectively a zero gap semiconductor or quasi-metallic. As
shown in the next section, the fact that the bands touch leads to some of the unique electronic
properties observed in carbon nanotubes.
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2. Modelling of carbon nanotubes

2.4 Band structure of carbon nanotubes

The calculations for graphene can be expanded to �t carbon nanotubes, by changing the unit
cell using the chiral and translational vector. Figure 2.8 shows the relevant quantities needed
for these calculations. The coordinate system is chosen so that kx is parallel to the x direction
and ky to the y-direction with respect to �gure 2.1.

Figure 2.8: Brillouin zone of graphene with relevant vectors for modelling the carbon
nanotube band structure. Note that ~Ch and ~T are real space vectors shown in reciprocal
space.

The basis vectors to represent the reciprocal unit cell of graphene are seen in equation (2.20).
~b1 is perpendicular to ~a1 and ~b2 is perpendicular to ~a2.

~b1 =

(
2π/
√

3a

2π/a

)
~b2 =

(
2π/
√

3a

−2π/a

)
(2.20)

On �gure 2.8 the hexagon denotes the Brillouin zone of graphene which is found by taking
reciprocal wavevectors ~b1 and ~b2 and their shortest linear combinations and cutting them in half
with a perpendicular line. The eg. (~b1 + ~b2)/2 will yield a y-cutting line intersecting the M point
on the �gure. This is the same method as used for �nding the Wigner-Seitz cell in real space.
For convenience the coordinate system is rotated to �t with the ~Ch and ~T vectors, according to
the following relations:

kx = k′x cos(ρ)− k′y sin(ρ) (2.21)

ky = k′x sin(ρ) + k′y cos(ρ) (2.22)

Where the prime denotes coordinates in the rotated coordinate system. From these, k-values
from the original coordinate system can be translated to the unit cell coordinate system.

Since the adjusted kx denotes electronic states perpendicular to the nanotubes, it e�ectively
goes around the walls of the nanotube. This however means that the value of k′x cannot be
chosen freely; it must be chosen so that the electron wave function is periodic after a full trip
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2.4. Band structure of carbon nanotubes

around the circumference R of the nanotube, which can be written as R=2πr, with r being the
nanotube radius. As such k′x must now satisfy the following:

ei(k
′
xR) = 1 ⇒ k′xR = p2π (2.23)

Where p is an integer. As such k′x is now quanti�ed after rolling up the graphene. k′y can
however still be chosen freely, and will therefore be denoted as k. As such, equations (2.21) and
(2.22) can be rewritten to:

kx =

(
p

2π

R

)
cos(β)− k sin(β) (2.24)

ky =

(
p

2π

R

)
sin(β) + k cos(β) (2.25)

By inserting these into equation (2.19) the band structure of a given nanotube can thus be
calculated. Depending on the choice of chiral indices (n,m), di�erent band structures can be
obtained. This can be seen in the equations for the vectors ~T (2.5) and ~Ch (2.2), which in turn
change the k-values used to calculate the energies. Pictured in �gure 2.9 is an example for the
quasi-metallic (4,1) nanotube, as well as the semiconducting (4,2) nanotube in �gure 2.10.
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Figure 2.9: Quasi-metallic (4,1) nanotube
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Figure 2.10: Semiconductive (4,2) nanotube

Note that the band structure is made up of multiple solutions, one for each band; each of
the solutions corresponds to a speci�c atom in the nanotube unit cell. As can be seen from
the �gure, the band structure changes a lot depending on the chirality. For the quasi-metallic
nanotube in �gure 2.9, there is no well de�ned band gap, as opposed to the semiconducting
nanotube in �gure 2.10 which has a band gap of ≈1 eV. Note that the quasi-metallic nanotubes
have kx solutions which intersects the Dirac point of the Brillouin zone, leading to a band
structure with no bandgap. The general rule for which nanotubes are quasi-metallic and which
are semiconducting, is that if (n−m) = 3q, where q is an integer, the nanotubes will be quasi-
metallic; otherwise they will be semiconducting. As such, of a random distribution of nanotubes,
approximately 1/3 of the nanotubes will be metallic. For multi-walled carbon nanotubes the
electrical properties will be dominated by the conducting tubes, leading to them always acting
quasi-metallic.
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2. Modelling of carbon nanotubes

2.5 Density of states and transition energies of carbon

nanotubes

It is also possible to use this method to calculate the density of states for a given nanotube. The
simple way to do this is to make a histogram of all the di�erent energy solutions to the di�erent
k-values, where the energy interval between states is chosen to be small. The result can be seen
in �gures 2.11 and 2.12.
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Figure 2.11: Metallic (4,1) nanotube
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Figure 2.12: Semiconductive (4,2) nanotube

Once again it can be seen that for the quasi-metallic nanotube in �gure 2.11 states still exist
around the Fermi level (E = 0 in the �gure), whereas no such states exist for the semiconductive
nanotube. Another important property which can be seen on both semiconducting and metallic
nanotubes are the very sharp peaks, commonly referred to as Van Hove singularities. The peaks
follow a series of reciprocal squareroots seen in equation (2.26).

DOS(E) =
∑
n

1√
E − En

(2.26)

On the �gures, the transition energies Eii have also been marked, with superscript S denoting
semiconducting nanotubes and M denoting metallic. These are the energy di�erences between
the �rst and second pairs of Van Hove singularities in the bands, with subscript i denoting the
speci�c singularity, i = 1 being the one closest to the Fermi level. These are unique for each
variety of nanotube, however they are shown to be highly dependant on the nanotube diameter,
as seen on �gure 2.13. It is furthermore clear that both the transition energies for quasi-metallic
nanotubes are higher than both �rst and second transition energies in semiconducting nanotubes.

The Van Hove singularities are related to the 1D nature of carbon nanotubes and exist in
other kinds of nanowires as well. From the density of states of the semiconducting nanotubes,
the bandgap can be calculated, and by doing it for many di�erent values of (n,m) the bandgap
energies can be shown to follow equation (2.27).

Eg =
βLC−C

d
(2.27)
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2.5. Density of states and transition energies of carbon nanotubes
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Figure 2.13: Dependency of �rst and second order transition energies on nanotube diameter.

Where LC−C = 1.44 Å is the interatomic distance, d the diameter and β refers to the
expectation value of the overlap energy, seen in equation (2.19). For very large nanotubes it
goes towards the zero bandgap value of graphene, which makes sense as the curvature of the
nanotube will be small.

Similar band structure and plot for the transition energies were done by Saito et. al. [11] while
experimental scanning tunnel microscopy data on individual single-walled carbon nanotubes
done by Wildöer et al. [15] has the same bandgap trend.
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Principles of photodiodes 3
3.1 Introduction to Schottky barriers

When a metal and a semiconductor come in contact, the Fermi levels of the two will equalise.
For this to happen, some of the electrons from the side with the highest Fermi level will travel
into the other material, if states with lower energy are available. This can potentially occur for
any material interface, but insulators often have no available states between their valence band
and the Fermi level of the material in contact. The moved electrons will form an internal electric
�eld which causes the valence (Ev) and conduction (Ec) bands of the semiconductor to bend at
the interface.

Figures 3.1 and 3.2 show the bands before and after contact between a metal and a p-type
semiconductor. On the �gures, the vacuum level (Evac) for the electrons also exhibits band
bending due to the internal �eld. The bending is seen in a region of a few hundred nanome-
ters called the depletion region. The built-in voltage (Vbi) corresponds to the amount of band
bending. Note that the change in Fermi level of the semiconductor, with respect to the intrinsic
(EFi) level, is de�ned as eφp.
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Figure 3.1: Before contact
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Figure 3.2: In contact with bandbending
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3. Principles of photodiodes

The ideal Schottky barrier (φb0) is calculated from equation (3.1), with W being the work
function of the metal, and χsc the electron a�nity of the semiconductor.

φb0 = W − χsc (3.1)

For this example semiconducting p-type nanotubes are considered, as these are the ones most
commonly grown from chemical vapour deposition [16]. For a typical p-type semiconductor
where W > χsc, the electrons will �ow from the metal and into the semiconductor acceptor
states, leaving positive charge in the metal at the interface. [17]

3.1.1 Operating principle of a Schottky barrier

The Schottky barrier behaves as a diode with rectifying behaviour, which means that the e�ect
of any applied bias will be directionally dependant. When applying a positive bias voltage to the
metallic side of a Schottky barrier with a p-type semiconductor, the Fermi level in the metal will
be lowered with respect to the Fermi level of the semiconductor. This results in a heightened
barrier due to the increased work function of the metal. The Schottky barrier will have the
same value, but the added energy from the applied voltage is added to the e�ective barrier,
resulting in very little current through the barrier. This e�ect is illustrated on �gure 3.3. If a
negative bias is applied to the metal, the barrier will be lowered along with the band bending,
as illustrated in �gure 3.4. Disturbing the equilibrium between drift and di�usion current will
cause more electrons from the metal to di�use into the semiconductor due to the internal electric
�eld, resulting in a net current. [17]
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Figure 3.3: Reverse bias
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Figure 3.4: Forward bias

3.1.2 Schottky barrier lowering

The Schottky barrier has two major e�ects which cause it to deviate from that of an ideal
barrier: Schottky barrier lowering and interface states. Schottky barrier lowering is due to
electrostatic forces; if a charged dielectric material is placed near a metal the e�ective barrier is
lowered. This charge either attracts or repels electrons from the metal in a distribution, which
can be calculated as a dipole from the image charge method. Limiting the calculations to one
dimension, the force and electric �eld can be found from equation (3.2):
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3.1. Introduction to Schottky barriers

F =
−e2

4πεs(2x)2
= −eE (3.2)

Here F is the electrostatic force, e the elementary charge and εs the permittivity of the
semiconductor. The potential from the induced electric �eld is as seen in equation (3.3), using
the image charge method. The aim is to end up with an expression for the altered barrier
height, due to the e�ect described above. The potential is assumed to be zero at in�nity, with
the coordinate system de�ned in �gure 3.5.
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Δɸ
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xm

EF

X

eɸtot(x)

e

Figure 3.5: Typical Schottky barrier lowering. The blue line indicates the actual Schottky

barrier and the dashed line the ideal Schottky barrier.

φ(x)im =

∫ ∞
0

e

4πεs4(x)2
dx =

e

16πεsx
(3.3)

Considering the initial barrier height φB0(x) to decrease linearly to zero at its width and the
decreasing potential to be φim, where the sum of the two will be denoted φtot(x). As done in
equation (3.4), di�erentiating the total potential and setting it equal to zero, the x coordinate
for the peak height of the barrier can be found. The resulting change in barrier height can be
seen in equation (3.5), where xm has been inserted into φtot:

dφtot
dx

=
de

16πεsdx
+
dEx

dx
= 0→ xm =

√
e

16πεsE
(3.4)

For a semiconducting carbon nanotube (χ = 2.9 eV) Schottky barrier with an chromium
electrode (W = 4.5 eV), with an ideal barrier height of 1.6 eV, the resulting change in barrier
height will be on the scale of 0.4 eV (∆φ) and thus this e�ect is considerable. [17, 18]

∆φ =

√
eE

4πεs
(3.5)
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3. Principles of photodiodes

3.1.3 Interface states

Another impactful e�ect, is the generation of interface states between metal and semiconductor.
When connected, the two will create covalent or dangling bonds at the interface, where the
electron's states will lie in the semiconductor band gap. This causes electrons from the
semiconductor valence band to �ll up the interface states, and thus pin the Fermi level at a
lower energy level. Similarly for heterostructures, interface states can be created and pin the
Fermi level. Interface states can be donor- or acceptor-like, depending on the materials used.

For Schottky barriers this Fermi level pinning can generate their own depletion regions and
thus change the Schottky barrier. In semiconductors this is the dominating e�ect, and the
ideal Schottky barrier equation is therefore ine�ective [19]. As seen in �gure 3.6, only the �rst
few monolayers of either metal or semiconductor will contribute to the interface layer, which
is typically below 5 Å. The interface states below the Fermi level are �lled shown as a grey
area. Note that the wave function Ψ(x) has a separate vertical-axis from the rest of the �gure;
speci�cally referring to the metal induced gap states, it was proposed by Heine [20] that the
metal Bloch wavefunctions penetrate into the semiconductor, due to the boundary condition
that the wavefunction has to be continuous over the interface. This allows for electron states
at the interface. By passivating the semiconductor's surface, this e�ect can be avoided to some
extent. Passivating can be done by exposing the semiconductor to a chemical, or with polar
molecules that remove the dangling bonds before connecting it to the metal. [21]
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Figure 3.6: Interface states at a metal-semiconductor interface with the wavefunction of the

metal penetrating into the semiconductor, to illustrate why states change, when two materials

come in contact.
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3.1. Introduction to Schottky barriers

3.1.4 Current-voltage characteristics

The current is mainly described by thermionic emission theory. However, di�usion and tunnelling
currents are also present, but the contribution from these are not considered. From the equation
it can be seen that there is a diode characteristic, also illustrated in �gure 3.7. Comparing
the Schottky barrier with a pn-junction, the Schottky barrier has two major di�erences, the
�rst being a higher dark current in the reverse direction and the second being the switching
mechanism. For a Schottky barrier the current is carried by majority carriers, which means the
di�usion current is small. The capacitance from this is thus nearly non-existent, making the
RC time constant small. Additionally when switching between forward and reverse bias, there
are no minority carriers stored which have to di�use, as opposed to a pn-junction, making the
Schottky barrier a device capable of high frequency. [17, 18]
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Figure 3.7: I-V characteristics of a Schottky barrier using equation (3.6). Parameters:

T = 300 K, A = 1.44 A/K2 m, φb = 0.67 eV .

3.1.5 Thermionic emission theory

For a metal in connection with a n-type semiconductor the transport of electrons can be described
by thermionic emission theory. In 1873 Frederick Guthrie released an article [22] on electricity
emitted from hot bodies, sparking the �rst measurements on thermionic emission. However the
situation of a Schottky barrier is not necessarily a 1500 K hot metal. Instead the velocity needed
to overcome the potential barrier is overcome due to the applied bias (Va).
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3. Principles of photodiodes

The thermal current can be calculated from equation (3.6), the derivation of which can be
seen in appendix B.

J = A∗T 2 exp

(
−φb
kbT

)[
exp

(
Va
kbT

)
− 1

]
(3.6)

This equation is similar to the standard diode equation and varies exponentially with the
applied voltage and the height of the Schottky barrier, see �gure 3.7 for a typical plot. A∗ is
the Richardson constant and depends on the semiconductor, T is the temperature and kb is the
Boltzmann constant. The −1 term is added for the current �owing in the other direction than
the applied bias.

3.2 Semiconducting photodiodes

A semiconductor p-n junction can be used as both a photovoltaic cell or as a photodiode
depending on the bias voltage. A forward bias is used for a photovoltaic cell, where the
positive bias is applied to the p-type semiconductor and used to generate electron-hole pairs
which can recombine into photons. A reverse bias is applied by having the positive side on the
n-type semiconductor. When a photon with energy matching the band gap is incident on a
semiconductor, it will create an electron-hole pair, and due to the build-in electric �eld inside
the p-n junction, the electron and hole will separate and cause a current opposite to the bias
direction. The current in the reverse bias direction generates a voltage drop across the resistive
load seen in �gure 3.8, which in turn generates a forward-bias current. The equation for the
current can be seen in equation (3.7), where the last term has been derived from the ideal diode
equation. The Is factor is dependent on the recombination in the particular p-n junction. The
current will run in the forward bias direction if the applied bias is high enough. [17]
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Figure 3.8: A p-n junction photodetector operated at reverse bias with a resistive load (R)
and depletion layer (W).

I = Ipc − Is
(

exp

(
eVbias
kbT

)
− 1

)
(3.7)

Ipc is the photocurrent, Is and the exponent are the current from the applied bias. e is the
elementary charge and kbT is the thermal energy. A photodiode is operated under reverse bias
with respect to the junction, and the current running through can be found by integrating over
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3.3. Schottky barrier photodiodes

the depletion region, as shown in equation (3.8). W is the width of the depletion layer. The
integral can be simpli�ed if the generation rate (GL) is constant through out the region. Only
the 1D case is considered here.

JL1 = e

∫
GL dx = eGLW (3.8)

This current is the instant response of the photodiode and the maximum frequency is on the
scale of GHz, due to the small width of the barrier and the high drift velocity. However no
photodiodes are this fast since they are slowed by a di�usion current. The di�usion current can
be found from the ambipolar transport equation, and is derived in appendix (A). It results in a
photocurrent originating from outside the depletion layer. The added distance is the di�usion
length of holes and electrons in the n- and p-region respectively. The total width capable of
producing photocurrent is a combination of the depletion region and the di�usion length. [17]

3.3 Schottky barrier photodiodes

The Schottky barrier photodiode works much like a semiconductor photodiode. When a photon
with energy corresponding to the band gap of the semiconductor it hits, an electron is excited
from the valence band and into the conduction band. A hole or empty state is generated when
the electron is excited, and thus some positive charge is left behind. Normally the electron and
hole pair would recombine after a given time, but if the photon is incident in the depletion region
of the semiconductor, the built in electric �eld will separate the two because of their di�erent
charges, creating a current. An ampere meter connected in series to the circuit seen in �gure
3.9 and operated in reverse bias is a photodetector. The Schottky barrier in a circuit converts
a photon signal into an electrical one. [17]
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Figure 3.9: A Schottky photodetector operated at reverse bias with a resistive load (R) and
depletion layer (W).
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3. Principles of photodiodes

3.4 Figures of merit for photodetectors

The primary �gures of merit to characterise a photodetector are external quantum e�ciency,
responsivity and cut-o� frequency. The external quantum e�ciency of photodetectors is seen in
equation (3.9), which de�nes the percentage of incident photons that generate charge carriers.
Ipd is the photogenerated current, Popt the optical irradiance, hν the energy of the each photon
and e the elementary charge. [23]

ηext =
Ipd
e

hν

Popt
(3.9)

Optimally η should be equal to 1, which means each incident photon generates an electron-
hole pair. However due to optical re�ections, carrier recombination and the �nite width of the
depletion region, η will always be less than 1. Often the Responsivity (Rpd) will be listed instead.
This is de�ned as the photocurrent to irradiance ratio and yields units of current/watt, as seen
in equation (3.10).

Rpd =
Ipd
Popt

(3.10)

Responsivity is a parameter used to compare photodetectors to each other, since it is easier to
relate to measurements.

The cut-o� frequency is the maximum frequency where the photodetector signals of two
di�erent photon pulses can still be distinguished. The cut-o� frequency for a Resistance-
Capacitance (RC) circuit is de�ned in equation (3.11), where the cut-o� frequency is taken
when the signal has attenuated by 3dB. At a high frequency the signal will start to attenuate
or be re�ected due to capacitance and carrier transit time. The capacitance arises from the
junction at the metal-semiconductor interface, where there is a charge build-up. [23]

fRC =
1

2πReffCpd
(3.11)

Transit time is the time it takes for a photogenerated charge carrier to move through the
depletion region and into an electrode. Using an average carrier velocity (<v>)[17] and assuming
uniform photogeneration in the depletion layer, the cut-o� frequency can be estimated by
equation (3.12) [24], where dabs is the one dimensional width of the depletion region.

ft '
3.5 < v >

2πdabs
(3.12)

The combined frequency maximum is described by adding the squared reciprocal values as
seen in equation (3.13) which is similar to adding resistances in parallel. The equation greatly
depends on the highest frequency. [23]

f3dB '

√(
1

f2RC

+
1

f2t

)−1
(3.13)
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3.5. Metal-Semiconductor-Metal detectors

3.5 Metal-Semiconductor-Metal detectors

Placing a metal in the both ends of a semiconductor yields a symmetrical electric �eld, given
that the semiconductor and metal are both only made of one material, as illustrated on �gure
3.10. Incident photons on the semiconductor will excite an electron-hole pair and even though
there is a built-in electric �eld, the potential barrier in both ends trap the electron-hole pair
and they will recombine. Thus little photocurrent is observed in the semiconductor. In the case
of two di�erent metals it is possible to align the work function of these two to the valence and
conduction band of the semiconductor. This yields a low e�ective Schottky barrier in one end
and a high one in the other, causing some current when the electron-hole pair is created. [18, 25]
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Figure 3.10: MSM detector with zero bias
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Figure 3.11: MSM detector with small bias

Applying a small bias to the MSM (metal-semiconductor-metal) con�guration causes the
bands to shift as seen in �gure 3.11. The electric �eld enables the photon generated electron
and hole to very rarely go through the potential barrier, causing a small photocurrent. The
majority of electrons are still trapped, and the coulomb attraction between the hole and electron
holds the hole back. There is essentially no energy barrier for the hole, but the overall energy of
the system would be higher because of the lone electron. Going back to equation (3.6) for the
current for a single Schottky barrier, it can be seen that the if φb > Va, the contribution to the
current from the exponential functions will be much lower than one. This means there is a small
current from the applied bias and an even lower current from the photogenerated electron-hole
pair. [18, 25]

Applying a large bias, referred to as the punch through bias, is the operating bias mode of the
MSM detector. The applied bias exhibits an electric �eld large enough to widen the depletion
region and compensate the built-in electric �eld at the opposing Schottky barrier, see �gure
3.12. If the applied bias is large enough it can cause the depletion region to go all the way to
the opposite electrode; this is called the �atband voltage. The electron and hole respectively
will have more energy than the potential from the Schottky barrier and a larger photocurrent
is thus observed. [18, 25]
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Figure 3.12: Metal-Semiconductor-Metal detector at a large bias with incoming light which

excites an electron hole pair.

The main advantages of MSM detectors is their high bandwidth and the low dark current. The
dark current is small due to the symmetric electric �eld trap e�ect described above, whereas
many other photodetector types have only one junction. The bandwidth is fast due to the
low capacitance in the MSM detector; because there is a low charge build up in Schottky
barriers, the bandwidth is normally restricted by carrier transit time. For most semiconductors
the e�ective mass of the hole is higher than that of the electron, which makes this the main
restriction on the bandwidth. The primary disadvantage of MSM detectors compared to pn-
junction photodetectors is the low responsivity due to the shadowing e�ect from the electrodes.
Because the electrodes are on top of the semiconductor in planar circuits a lot of the incident
photons will strike the metal instead of the depletion region, yielding a low quantum e�ciency.
A secondary disadvantage is the large bias required which make them more power consuming.
[23]

The shadowing e�ect can be minimised by enlarging the space between the electrodes, but
this will cause the transit time to be higher. Utilising back illuminated photodetectors can
minimise this problem, but then the semiconductor layer has to be thin in order for the generated
electron-hole pair pair to be in the depletion region. Again the transit time is increased because
the charges are generated far away from the electrodes. [23]

3.5.1 Current-voltage characteristics of MSM con�guration

The current-voltage characteristics of the MSM con�guration is very dependent on the choice
of electrode material and doping of the semiconductor. In �gures 3.13 and 3.14, reprinted
data from Qi et. al [26], two di�erent characteristics can be observed. In the �rst �gure an
asymmetrical curve is exhibited, where the electrode materials in both ends of the con�guration
are di�erent. In the second �gure a symmetric curve is shown where the electrode materials are
identical. The primary reason for the appearance of the curves is the Schottky barriers; if the
electrode material is the same, the Schottky barrier will be the same. Comparing with �gure
3.7 a clear resemblance is seen. Additionally comparing to the band-�gures 3.10 and 3.12, the
small linear region in the middle can be seen as a small applied voltage and the sharp region
as the punch-through bias. The process can be divided into two stages: In the �rst stage the
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3.5. Metal-Semiconductor-Metal detectors

voltage is loaded onto the reverse biased Schottky barrier and only a small current is observed
due to the large resistance from the barrier. In the second stage the voltage is high enough for
the electrons to tunnel through the reverse biased barrier. They are primarily limited by the
bulk resistance in the semiconductor and often some contact resistance from a small oxide layer.
From this it can be deduced that di�erentiating the current-voltage curve at the sharp region
in stage two, will yield the conductance of the semiconductor while the resistance can be found
by taking the reciprocal of this. For the asymmetric curve the Schottky barrier is very low in
one end, giving the response on the curve. Note that the �gure is taken from data of a study
done by Qi et. al. [26] on silicon nanowires, where the heavy doping results in a smaller voltage
necessary to tunnel through the reverse biased Schottky barrier. The point of the �gure is to be
used as a generalisation for the MSM con�guration. [27]

Figure 3.13: Asymmetric curve with 2
di�erent metals and heavily doped silicon. [26]

Figure 3.14: Symmetric curve with identical metals
with lightly doped silicon. [26]

3.5.2 Calculation of the cut-o� frequency of a carbon nanotube

photodetector

The following section is a calculation of a theoretical intrinsic limit to the cut-o� frequency
of a carbon nanotube photodetector with the same dimensions as the one constructed in the
experimental section. Taking equation (3.12) the cut-o� frequency for the transit time can be
calculated. For a 20 µm gap between the electrodes, the maximum distance the electron will
travel is 20 µm. The drift velocity along one axis depends on the electron mobility (µe) and
electric �eld (E) seen in equation (3.14). The electric �eld is assumed to be linearly decaying
and the potential has been approximated from the ideal Schottky barrier in equation (3.1). The
electron a�nity is found to be 2.9 eV from ab initio calculations of a hydrogen passivated, 20
angstrom long (5,5) nanotube, by Buonocore et. al. [28]. The electrode is selected to be chrome
(W = 4.5 eV), 5 Volts is chosen as the applied voltage and a symmetric electric �eld between
the electrodes is assumed, leading to a 10 µm decay length for a 20 µm depletion region. The
mobility has been documented between 10000 − 100000 cm2/(V s) [3, 4], and 1 m2/(V s) is
selected. This results in a cut-o� frequency at 18.38 GHz.

vdrift = µeE = 1 m2/(V s)
(4.5 eV−2.9 eV

1.6∗10−19 C
+ 5V )

10 ∗ 10−6 m
= 6.6 ∗ 105 m/s (3.14)

ft =
3.5 ∗ 6.6 ∗ 105 m/s

2π ∗ 2 ∗ 10−5
= 1.838 ∗ 1010 Hz (3.15)
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3. Principles of photodiodes

Using equation (3.11), the resistance of the nanotubes is taken in parallel to a 50 Ω resistor.
The resistor has two main tasks, where the obvious one is to lower the e�ective resistance of
the system. The second task is to have mainly photocurrent going through the photodetector
and current from an applied bias to go through the resistor. According to Zhou et. al [29],
the resistance of a single carbon nanotube is 36000 Ω which results in an e�ective resistance of
Reff = (1/50 Ω + 1/36000 Ω)−1 = 49.9 Ω. Others reported the resistance to be a few orders of
magnitude higher [30], but the resulting resistance will be similar due to the additional resistor.
Taking eg. 100 nanotubes in parallel to the 50 Ω resistor yields an e�ective resistance of ≈ 44 Ω.
The capacitance (C) is approximated as two parallel wires with a radius equal to half the height
of the electrodes, a = 20 nm, length l = 100 µm and a distance between the electrodes of d = 10

µm. The dielectric constant is chosen to be that of graphene with a relative permittivity of 3.5
[11], assuming a mat of parallel nanotubes cover most of the space between the electrodes. The
capacitance is calculated in equation (3.16); an interdigital design of electrodes is taken with 9
�ngers from each side, resulting in 17 capacitors in parallel. View �gure 6.5 for a top view of
such a design. Capacitors in parallel are simply added together. The edge capacitance from the
end of the �ngers is not included. The cut-o� frequency for the RC-time constant can be seen
in equation (3.17).

C =
πεgrapheneε0l

arcosh( d
2a)

=
π ∗ 3.5 ∗ 8.854 ∗ 10−12F/m ∗ 10−4m

arcosh( 20∗10−5m
2∗20∗10−9m

)
∗ 17 = 2.396 ∗ 10−14F (3.16)

fRC =
1

2π ∗ 44Ω ∗ 2.396 ∗ 10−14F
= 1.51 ∗ 1011 Hz (3.17)

The results from equation (3.17) and (3.15) yield a combined cut-o� frequency of 151 GHz
from equation (3.13). Compared to a GaAs photodetector (f3dB = 150 GHz) [31] the result is
close, but far from that of an ultra-fast graphene detector by Xia et. al. [32] who reported an
intrinsic bandwidth of more than 600 GHz. The calculation is simpli�ed, but gives an idea of
the quantities expected for high frequency photodetectors. However with a smaller separation
between the electrodes a similar bandwidth is achievable due to the high electron mobility.

3.6 Carbon nanotube photodetectors

Due to the cylindrical shape of nanotube structures, as well as the unique electronic properties
of carbon nanotubes, producing photodetectors based on them has long been the subject of
research. Carbon nanotubes have the practical properties of �exibility, high mechanical strength
and chemical stability which is good in many environments. However these properties do not
matter much for a usable photodetector. What is useful is the tunable band gap with changing
chirality. The ability to be active in the infra-red region is especially attractive for carbon
nanotubes, as only few semiconductors like that exist. The most common infrared detector,
mercury-cadmium-telluride, has a much lower absorption coe�cient compared to the single-
walled carbon nanotubes. [33]

26



3.6. Carbon nanotube photodetectors

3.6.1 Carbon nanotube-metal interconnects

Contrary to normal semiconductors, the amount of interface states in carbon nanotube-metal
interconnects is low. As such the Fermi level pinning e�ect is negligible, and the Schottky barrier
height will be solely dependent on the work function of the metal. A study done by Leonard et
al. [34] with end-connected carbon nanotubes took the interface states into account by adding
additional charge at the interface, which gave rise to a dipole layer. Due to the geometry of the
carbon nanotubes, the dipole layer is spread out in all directions, causing it to greatly decrease
in width to only a few nanometers. The electrons will therefore only see a very thin barrier
where they can easily tunnel through, which as stated earlier means that interface states only
have a small e�ect in carbon nanotubes. For side-connected nanotubes, the depletion region is
perpendicular to the nanotube main axis. Due to space requirements the bands will thus not
align completely and equalize the Fermi levels. Compared to a 3-dimensional bulk material, the
surface states, once again modelled as charge, will have to be two orders of magnitude higher
to pin the Fermi level and change the Schottky barrier. It is believed that this property of the
carbon nanotubes stems from the Van Hove singularities of a 1-d nanostructure, which gives
the carbon nanotubes a large density of states for the charges to occupy at the band edge. In
conclusion the Schottky barrier height can be controlled by changing the metal which connects
to the nanotube. Experimental evidence for this was observed by Z. Chen et al. [35] who also
showed that the diameter of the nanotube has a strong in�uence on the Schottky barrier height,
as it drops from 0.7 eV to 0.25 eV on aluminium contacts when the nanotube diameter increases
from 0.8 nm to 1.5 nm. The Schottky barrier is of course di�erent for electrons and holes, but
has been experimentally determined to be on the scale of 400 meV to a few meV [35, 36]. [37]

3.6.2 Designs of carbon nanotube photodiodes

In order to get photocurrent of a carbon nanotube, a double gate structure can be utilised or
a doped carbon nanotube with a single gate. The reason is that the depletion region in carbon
nanotubes is very thin (1-3 nm) and thus the creation of an exciton with light wavelength of
≈ 1 µm is unlikely. By using the double gate structure seen in �gure (3.15) it is possible to
electrostatically dope the carbon nanotube into a p- and an n-region, where a long built-in �eld
along the axis of the nanotube can be generated [38]. The built-in �eld will then be able to split
the electron-hole pair and create a photocurrent. Recall from section 3.2 that a photodiode is
operated in reverse bias mode with respect to the pn-junction, which is also required here.

Applying a gate potential to the carbon nanotubes causes the electrons and holes respectively
to be attracted by the potential. The pn-interface will equilibrate between di�usion and the
build-in �eld from the potential. The single gate structure requires a doped carbon nanotube,
where the applied potential creates eg. a pnp-junction, depending on the doping of the carbon
nanotube [33]. The reverse direction of bias is undetermined, but the design can be improved
by making a barrier free photodiode. This is done by aligning the work functions of the contact
materials to the conduction and valence band of the carbon nanotube. Note that both of these
designs apply to the semiconducting carbon nanotubes, but only recently was the double gate
design applied to a single quasi-metallic nanotube [38].
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3. Principles of photodiodes

Figure 3.15: Double gate pn junction on single suspended nanotube. Reprinted from Chang.

et. al. [38]

3.6.3 Brief introduction to excitons

An exciton is a bound state of an electron excited by a photon into the conduction band and
a hole is left in the valence band of a semiconductor or an insulator. The term bound is to be
understood as bound to each other not a speci�c space in the lattice. The electron and hole
are bound by their mutual Coulomb attraction. For a Frenkel exciton the hole is located at a
well de�ned position in the lattice and the electron can move within a certain distance of the
hole. For a Wannier-Mott exciton the hole is able to move around with the electron still linked
to it. The exciton is similar to a hydrogen atom with an electron located around a positive
core, but the binding energy is much smaller due to the other electrons in the lattice and the
typically smaller e�ective masses of the electron and hole. The binding energy of the exciton,
the Coulomb attraction, e�ectively lowers the band gap of the semiconductor as the binding
energy is returned once the excitation has occurred, as seen on �gure 3.16. However, for most
semiconductors the binding energy is at or below the scale of room temperature kbT = 0.26 meV,
and thus the exciton is able to dissociate. For carbon nanotubes the exciton binding energy is
much higher, primarily due to the 1D structure, where the exciton is con�ned and the overlap
between electron and hole is increased. In the semiconducting carbon nanotubes, the exciton
binding energy is in the range of 200-400 meV.

Eg

Eexciton

Eexcitation

Exciton level

Energy

Valence band

Conduction band

Figure 3.16: Excitation of a semiconductor or insulator considering the e�ect of excitons.
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Another important detail for excitons in carbon nanotubes is speci�c for the quasi-metallic
ones. For normal metals the screening of the mutual coulomb interaction by the free carriers in
the metal is very e�ective and hence no excitons have been observed experimentally [39]. The
primary reason is that the screening by free carriers in 1D decay slower with distance than in
3D. The other reason is that it is easier to obtain a bound state in a 1D material, as there is only
1 degree of freedom. Excitons in semi-metallic carbon nanotubes were observed experimentally
and predicted by F. Wang et al. with a binding energy of 50 meV. [40]

3.6.4 Semiconducting carbon nanotube photodiode

The measured photocurrent of semiconducting carbon nanotubes is higher than the anticipated
one due to the high exciton binding energy of 200 − 400 meV. A lot of energy is required to
split the electron and hole apart and turn them into free carriers, which in turn will become
photocurrent. As seen on �gure 3.17, the electron and hole respectively have to tunnel from the
bound state of the exciton into a state in the junction, and then decay into the n- and p-regions.
The e�ective band gap is smaller due to the binding energy of the exciton as shown by the virtual
dotted states. Perebeinos et al. [41] proposed the idea of exciton-phonon coupling to dissociate
the exciton. Vibrational bands located just around the valence and conduction band are present
due to phonons. Some of the generated excitons will be coupled in to these vibrational bands,
where the exciton can be dissociated with help from the added energy of the phonon. If the
exciton is not dissociated it will recombine and not create photocurrent. The ratio of intensity
coupled into the vibrational bands (I1v) compared to the direct band (I11) follow an inverse
square root relationship with the diameter of the nanotube, with a max of (I1v/I11 ≈ 10%) for
a 1 nm diameter nanotube. The ratio drops to 7% when the diameter is increased to 2 nm. [41]
By considering this mechanism Cheng et al. [38] were able to calculate a photocurrent equal to
their experiments, utilising the double gate structure. To ionise the generated excitons which
have a binding energy of 400 meV and a diameter of approximately 4 nm, a critical �eld (F0)
of 100 V/µm is required to split all the excitons. If the exciton absorbs an optical phonon of
≈ 200 meV, the critical �eld is lowered to 50 V/µm. The phonon assisted photocurrent can be
written as in equation (3.18), which essentially is the exciton dissociation rate multiplied by the
e�ective exciton population [42].

Ipc = eAabs
Pin

Eph
τexΓ0 (3.18)

Where the total exciton population is the number of photons absorbed per second determined
by the fraction of photons absorbed (Aabs), the incident power (Pin), the photon energy (Eph)
and the exciton lifetime (τex). The exciton dissociation rate Γ0 can be determined from equation
(3.19). Lastly the equation is multiplied by the elementary charge e to convert rate to current.

Γ0 =
αEb

~
F0

F
exp(−F0

F
) (3.19)

Where Eb = 400 meV is the binding energy of the exciton, α = 4.1 is a constant and F is
the resulting built-in �eld strength from an applied gate voltage. The resulting photocurrent
from equation (3.18) exhibited great agreement with the experimental results, which were on
the scale of pico-amperes. Using a double gate voltage of 9 V and -9 V the resulting built-in
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3. Principles of photodiodes

�eld strength is 2.3 V/µm, which is far from the critical �eld. When used to ionise the excitons,
the �eld generates a photocurrent on the scale of 10−60 A [38], concluding that the dominating
mechanism of photocurrent in semiconducting carbon nanotubes is the phonon assisted exciton
dissociation and not the regular build in �eld splitting of the exciton.
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Figure 3.17: Excitation mechanism in semiconducting and quasi-metallic carbon nanotubes.

Inspired by [38].

3.6.5 Quasi-metallic carbon nanotube photodiode

Considering the quasi-metallic carbon nanotubes it has been shown that they have a small band
gap between 50 and 200 meV, where DFT calculations have con�rmed band gaps of up to 170
meV. The energy di�erences are depicted in �gure 3.17. The transition energy (EM

11 = 1− 3eV

seen in �gure 2.13) is larger than for the semiconducting carbon nanotubes. The amount of
excitons contributing to the photocurrent per incident photon is 2 orders of magnitude higher
than in the semiconducting carbon nanotubes [38], due to the required exciton-phonon coupling
in the semiconducting nanotubes. For the semi-metallic nanotubes, the exciton binding energy
is much smaller at ≈ 50 meV, and there are many available states which the electrons can
enter. This makes the electron and hole able to decay to the conduction and valence band edges
respectively. The built-in �eld will cause the electron and hole to split up spatially. The two main
mechanisms responsible for quasi-metallic carbon nanotube photocurrent are the photovoltaic
e�ect described above, and the photothermoelectric e�ect. The photothermoelectric e�ect is
when a photon generates a temperature gradient causing electrons to di�use from the hot region
to the cold and this movement creates a current. For a non-photon generated temperature
gradient this e�ect is called the Seebeck e�ect. The measured photocurrent (Ipte) from the
photothermoelectric e�ect can be estimated by equation (3.20) [41].

Ipte =
(S2 − S1)∆T

R
(3.20)

Where ∆T is the temperature gradient, R the resistance and the Seebeck coe�cients (S1, S2)
can be determined by equation (3.21), derived by M. Cutler and N. F. Mott [43].
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S =
−π2k2bT

3e

1

G

dG

dVg

dVg
dE

(3.21)

Here e is the elementary charge, T the temperature, kb the Boltzman constant, G the
conductance and E the energy. The resulting Seebeck coe�cient will be di�erent according to
material properties and geometry. In conclusion it was determined that quasi-metallic carbon
nanotubes can have a small bandgap and excitonic e�ects which are properties unique to carbon
nanotubes. The photovoltaic e�ect is dominating for quasi-metallic nanotubes with a band gap
above kbT , while the photothermoelectric e�ect dominates for quasi-metallic nanotubes with a
band gap ≤ kbT .
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Raman spectroscopy 4
When photons are incident on a surface, several scattering and absorption events can occur.
Most of the incident photons are scattered by Rayleigh scattering where the result is a photon
with the same energy as the incident. The mechanism behind Raman spectroscopy is the Raman
scattering event, wherein the exiting photon either has less or more energy than the incident
photon. The �rst case, where the photon has less energy, is called Stokes scattering, and is
much more probable than the case of anti-Stokes scattering, where the exiting photon has more
energy. From conservation of energy, the energy lost or gained must come from the crystal.
Often researchers use the frequency shift, also called the Raman shift (ωK), to characterise the
material. This is derived in equation (4.1) from the conservation of energy theorem. The s
subscript denotes scattered photons, 0 incident photons and K the di�erence between these.
[44]

Es − E0 = EK

~(ωs − ω0) = ~ωK

ωs − ω0 = ωK (4.1)

From the equation it can be seen that the Raman shift is independent on the light source
and as such it is easier to use. Furthermore, as the Stokes and anti-Stokes scattering have the
same frequency, the Raman shift of these is equal in value, but with di�erent sign.

The main issue with Raman spectroscopy is that, because it involves the vibrational modes
of the crystal, the probability of a Raman scattering event is low compared to a Rayleigh
scattering event. The probability of Raman scattering to Rayleigh scattering is on the scale of
1 to 106 − 1012. Furthermore the probability of Stokes to anti-Stokes scattering is proportional
to exp(~ω0/kbT ), and since in most systems the incident light is 2 orders of magnitude higher
than the thermal energy, the probability of Stokes become much higher. Thus for any practical
applications, a high laser intensity is needed and �lters are required to quench the signal from
Rayleigh scattering. [44]
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4.1 Classical theory of light scattering for a molecule

An incident electromagnetic wave with electric �eld ~E on a material will cause it to become
polarised, with a frequency equal to that of the incident �eld because of the redistribution of
electron density, resulting in an induced electrical dipole moment (~P ). A polarisability tensor
α can be calculated for a material, denoting how easy it is to polarise. This tensor is de�ned in
equation (4.2). [44, 45]

 Px

Py

Pz

 =

 αxx αxy αxz

αyx αyy αyz

αzx αzy αzz


 Ex

Ey

Ez

 (4.2)

The incident electric �eld is de�ned as sinosoidal, and can be written as Ei = E0,i cos(ωt).
Primarily due to thermal motion, each atom in a molecule or solid will vibrate around their
equilibrium position with normal coordinates (Q) for a speci�c direction of vibration. αij ,
with ij being dummy coordinates to each entry in the matrix in equation (4.2), can be Taylor
expanded around its equilibrium position, yielding equation (4.3). [44]

αij = α0,ij +
∑
k

(
∂αij

∂Qk

)
0

Qk +
1

2

∑
k,l

(
∂2αij

∂Qk∂Ql

)
0

QkQl + ... (4.3)

Where α0,ij is the polarisability for the molecule at its equilibrium position, and Qk is
a displacement, which varies sinusoidally with time at a frequency ωvib. It is de�ned as
Qk = Q0,k cos(ωvib,kt). Several modes exist, denoted with subscripts k, l etc., and they can
also have di�erent vibrational frequencies. Taking only the �rst derivative of equation (4.3), it
can be seen that the polarisability will also have a frequency component, as seen in equation
(4.4), where only one component of the matrix equation is taken:

Pi(t) = αijE0,i cos(ωt) +
∑
k

(
∂αij

∂Qk

)
0

Q0,k cos(ωvib,kt)E0,i cos(ωt) (4.4)

Using the identity cos(A) cos(B) = 1/2 (cos(A+B) + cos(A−B)), equation (4.4) can be
rewritten on the following form:

Pi(t) = αijE0,i cos(ωt) +
∑
k

(
∂αij

∂Qk

)
0

Q0,kE0,i
1

2

[
cos((ω + ωvib,k)t) + cos((ω − ωvib,k)t)

]
(4.5)

From this it can be seen that the induced dipole moment will oscillate in many frequencies.
Note that in equation (4.5), the �rst term is the Rayleigh scattering, the second term is the
anti-Stokes scattering and the third term is the Stokes scattering. [44]
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4.2 Normal modes and Raman activity

A normal mode is a vibrational mode of a molecule, usually called a phonon in the case of crystals.
Normal modes of a non centrosymmetric molecule H2O and a centrosymmetric molecule CO2

can be seen in �gure 4.1. To determine whether a mode is Raman active or not can be seen
from the change in polarisabillity. If the change in the middle of the movement is zero then the
mode will be inactive; this means the derivative of the polarisabillity at the equilibrium position
of the molecule is zero for Raman inactive modes. Relating to the �gure, in the middle of the
movement for the CO2 molecule it will reach its equilibrium position and thus this mode is
Raman inactive. If the induced dipole moment changes sign through the equilibrium position
the vibrational mode can be excited with infrared photons. For centrosymmetric molecules,
Raman active modes and infrared active modes are mutually exclusive. [45]

Symmetric Anti-symmetric
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H

H

O

H H

O OC

Anti-symmetric

Figure 4.1: Vibrational modes of aH2O and a CO2 molecule, where the symmetric stretching

mode is Raman active, the anti-symmetric stretch mode and the anti-symmetric stretch mode

of CO2 is Raman inactive.

4.3 Raman characterization of Carbon Nanotubes

In general there are four prominent Raman signals from carbon nanotubes, which are listed in
table 4.1. These are the G- and G'-bands, the D-band and the radial breathing mode (RBM).

Feature Frequency (cm−1) Cause

G-band 1550-1605 Optical mode of graphite
RBM 248/dt Perpendicular radial displacement
D-band 1250-1450 Defect induced
G'-band 2500-2900 Overtone of D-band, di�use

Table 4.1: Common Raman features of carbon nanotubes, with dt being the nanotube
diameter. [46]

The G-band is an optical Raman mode between the two carbon atoms, A and B, in the
graphene unit cell (see �gure 2.4). This band is present in carbon nanotubes as well, however it
is not as well de�ned, due to the di�erent geometry of the nanotubes compared to graphene. In
graphene the G-band is always shown as a Lorentzian peak at 1582 cm−1, while in carbon
nanotubes it is shown as two peaks, referred to as G+ and G−. While graphene is two
dimensional and symmetric, the curvature of the nanotubes as well as con�nement of the
phonon wave vector around the nanotube, lead to the longitudinal and transverse phonon modes
becoming di�erent from each other. The higher of the two G-band peaks (G+) is associated with
the longitudinal optical phonon modes, whereas G− is associated with the transverse optical
phonon modes. The location of these peaks can be used to characterize the nanotube diameter
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and whether it is metallic or semiconducting, among other things. An example of the di�erence
between graphite and carbon nanotubes can be seen on �gure 4.2. [47]

Figure 4.2: Raman activity of highly organized pyrolytic graphite, semiconducting and

metallic carbon nanotubes. Reprinted from Dresselhaus et al. [47]

Since the G+ peak is a longitudinal optical phonon mode, it will be independant of the
nanotube diameter. The G− peak is however dependant on the diameter, as well as whether the
nanotube is metallic or semiconducting, as seen on �gure 4.2. Neither of them are dependant
on the chiral angle, so the G-band Raman peak can only be used to �nd the diameter of the
nanotube, not the chirality. The diameter can be found from equation (4.6).

ωG− = ωG+ −
ς

d2t
(4.6)

Where ωG− and ωG+ are the frequencies of the G− and G+ bands respectively, dt is the
nanotube diameter and ς is a constant de�ned as 47.6 nm2cm−1 for semiconducting nanotubes
and 79.5 nm2cm−1 for metallic nanotubes. For larger nanotubes the G-band peak will begin to
resemble that of graphene. To get the nanotube chirality, the G-band data must be compared
with the other Raman features, namely the RBM peak.

The RBM peak is a feature unique to carbon nanotubes, and thus is not found in graphene.
It corresponds to a phonon mode around the nanotube, expanding and contracting as if the
tube was "breathing". It is usually observed around frequencies ωRBM of 120−350 cm−1 for
nanotubes in the diameter range of 0.7 nm≤ dt ≤ 2 nm. The diameter itself can be approximated
from the frequency through the relation ωRBM = A/dt + B, with A and B being experimental
parameters. As an example, for single-walled nanotubes A=234 cm−1 and B=10 cm−1. This
method is however only useful for nanotubes with diameters in the speci�c range; smaller than
this and ωRBM becomes dependant on the chirality due to lattice distortions, and larger than
this leads to weak Raman signals, bordering on undetectable.
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The RBM peak can also be used for characterization of the chiral indices n and m of the
nanotubes, though this method depends on �nding the transition energy Eii (see chapter 2.5).
Through the resonance condition EL ≈ Eii, with EL being the laser energy, Eii can be found with
a tunable laser by looking for the energy in which the Raman signal has the highest intensity.
With the diameter then known from ωRBM , the chirality can then be found by comparing the
two with �gure 2.13. Often there will only be one type of nanotube which will be both within
the diameter range and have the correct Eii. This technique is well suited for characterising the
chirality of single nanotubes, where the laser can be tuned to the correct energy. For multiple
nanotubes one would have to tune the laser to the individual Eii and characterize the nanotubes
separately.

The last two features are the disorder induced D-band and the G'-band, its second-order
overtone. These bands are the result of a resonance process between an electron and a phonon
between the π and π∗ states. These are once again features often found in graphene and other sp2

carbons, but also contain some special features when found in nanotubes. They are furthermore
highly dispersive, and their excitation frequency is heavily dependant on the laser energy. It
originates from an in-plane transverse optic mode at the Brillouin zone boundary of graphene,
around the K-point (see �gure 2.6). The scattering process resulting in the D-band is as follows:
an electron with momentum k absorbs an incoming photon, and thus becomes excited. It is then
scattered by emitting a phonon with momentum q, gaining total momentum k+q. Afterwards
it will be scattered back to recombine with the hole, returning to momentum k. One of these
scattering processes, k→k+q or k+q→k, will be inelastic, emitting a phonon, and due to a
defect in the graphene the other will be elastic, thus happening without a loss in energy. The
G'-band originates from the same process, but does not include elastic scattering from a defect.
As such the G'-band still exists in a perfect sheet of graphene, whereas the D-band only exists
in graphene with defects or impurities. This means that the D-band intensity can be used as
a measure for the amount of defects in a nanotube, usually presented as the ratio of D-band
intensity to G-band intensity. While a useful tool for nanotube characterization, a higher D/G
ratio does not directly translate into defect amount, eg. nanotubes with a D/G ratio of 5 does
not have 5 times as many defects as those with a ratio of 1. Rather the ratio is dependant on
the average distance between defects in the nanotubes, as proven by Dresselhaus et al, where it
was shown that the highest D/G ratio occurred when the distance between defects were 4 nm.
[48]
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Production of carbon nanotubes 5
5.1 Chemical vapour deposition of carbon nanotubes

Multiple methods exist to grow carbon nanotubes, but chemical vapour deposition (CVD) stands
as a simple and reliable method for growing large quantities of long nanotubes, with lengths
ranging from a few micrometers and up to millimetre scale. Given the right conditions, all that is
needed for growth is a suitable catalyst material to initiate growth and a carbon source, typically
in the form of a hydrocarbon. The technique is advantageous compared to eg. arc-discharge
or laser ablation in that it gives both higher yield and purity of nanotubes, while also giving
limited control over the morphology.

The general setup required for CVD usually consists of a cylindrical chamber which houses
the substrate. The substrate itself has been coated with a catalyst material consisting of metal-
or metal oxide nanoparticles. The chamber is kept at high temperature (600-1200 ◦C), and the
sample is exposed to the carbon source for up to an hour, depending on the desired length of the
nanotubes. Apart from the carbon feedstock, usually a �ow of inert gas (eg. Argon) is present
in the chamber, to displace any air inside. During the growth process hydrogen is often added
to the chamber, to catch the released oxygen from the sample or oxide nanoparticles. With
regards to the carbon source, it can consist of either a solid, liquid or gaseous source. A carbon
gas can be directed through the chamber with the argon gas, and a liquid carbon source can
be distributed by bubbling the argon gas through it. For a physical carbon source, it should
be placed near the center of the chamber, since the high temperature should cause it to di�use
down upon the substrate.

The actual mechanics of carbon nanotube formation are still debated. The most popular
theory however, is that the carbon is dissolved in the metal nanoparticles, which should be kept
molten during the growth period. When the nanoparticles are saturated, the dissolved carbon
begins to precipitate and form the more stable nanotube structure. Depending on the binding
strength of the catalyst to the underlying substrate, two di�erent growth patterns are observed.
If the interaction is strong, the nanoparticle remains anchored to the substrate, and the nanotube
will grow out from the top part of the particle. If the interaction is weak however, the nanotube
will be formed below the particle, and lift the entire particle away from the surface, with the
nanotube acting as the anchor. These growth mechanics are called base-growth and tip-growth
respectively. The size of the nanoparticles also have an in�uence on the nanotubes, with large
particles, tens of nanometres in diameter, usually growing multi-walled carbon nanotubes, and
smaller particles, a few nanometres in diameter, usually growing single-walled.[49, 50]
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5. Production of carbon nanotubes

5.1.1 Substrate e�ects

The choice of substrate to grow the nanotubes on can greatly in�uence the quality of the �nal
product. While carbon nanotubes have often been grown on a silicon substrate, studies have
shown that nanotubes grown on crystalline quartz, cut along certain crystallographic edges,
exhibit a high degree of alignment. A study by Kocabas et al [51] proved this, by attempting
to grow quartz on both X-, Y- and Z-cut quartz wafers. The nanotubes grown on the X-cut
wafers showed no preferred growth direction, while Z-cut seemingly had 3 directions. Y-cut
quartz however was shown to only have a single preferred growth direction, and when CVD
was performed with �ow along this direction, the result was perfectly aligned carbon nanotube
arrays with seemingly no overlap. Even when grown perpendicular to the preferred direction, the
nanotubes would still try do align themselves after it, resulting in a zigzag pattern of nanotubes
trying to place themselves in the preferred growth spots. The precise mechanics of these preferred
growth directions are however not fully understood. The most prominent theory seems to be
that the tubes either prefer to grow along step edges, or some rectifying anisotropic interaction
energies between the surface and nanotubes for certain cuts. These mechanics are however still
up for debate. Often, instead of using Y-cut wafers, a special cut called ST-cut will be used
instead, yielding a surface close to that of Y-cut, but with included steps along the surface. This
cut can be seen in �gure 5.1. [51, 52]

Figure 5.1: Crystallographic directions of quartz with ST-cut angle indicated. Inspired by
�gures from MECquartz [53]

5.1.2 Choice of catalyst material

Experiments by Yuan et al. [52] showed that the choice of catalyst material also in�uences the
quality and alignment of the grown nanotubes on quartz substrates. While classically iron, cobalt
or nickel nanoparticles have been used, his group experimented with other materials, including
manganese, palladium and platinum nanopaticles. Iron, cobalt and nickel are usually chosen for
their high solubility of carbon, however most transition metals often prove decent catalysts for
carbon nanotube growth. [49] While noble metals (Cu, Ag, Au, Pd etc.) have a relatively low
carbon solubility, they work well as catalysts as long as the nanoparticles are su�ciently small.
The size of the nanoparticles are dependant on the growth method and especially the growth
temperature, which is usually at several hundred degrees Celsius.

Non-metallic nanoparticles can also be used as catalysts, such as nano diamonds and metal
oxides. Nano diamonds are made of carbon, so carbon cannot be dissolved in them; as such the
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5.2. Arc discharge

exact mechanism as to how nanotubes are grown from these is poorly understood, but carbon
nanotubes have been grown and characterised regardless. Using oxide nanoparticles as catalysts
also proves that certain materials, eg. Si and Ge, which have poor catalytic properties as pure
nanoparticles, worked well in their oxide form.

Finally a novel technique was created by Yuan et al. [52] to create metal particles of steel
and tungsten carbide suitable for nanotube growth. By using a steel blade and cutting a line
on the hard quartz wafer, they found that aligned nanotube arrays could be grown from the
metal residue left behind from the blade. This method can as such be used as a simple, if crude
patterning process, without the need of high temperatures for nanoparticle growth.

5.2 Arc discharge

Arc discharge was the �rst method used by Iijima to synthesize nanotubes in 1991, and it has
proven a valuable technique in the production of high quality nanotubes. The general setup can
be seen on �gure 5.2. The process takes place in an enclosed chamber �lled with either liquid
or gas, which can be ignited into a plasma by a strong electric �eld between the electrodes.
The cathode usually consists of a rod of pure graphite, while the anode is �lled with powdered
carbon as well as a catalyst material. To grow the nanotubes, the electrodes are brought in
contact to form an electrical arc between them, and are then kept a few millimetres apart for
the growth process. The resulting plasma reaches temperatures between 4-6000 ◦C, which causes
the carbon and catalyst to sublimate. The gaseous carbon is converted to carbon ions and drift
towards the cathode due to a temperature gradient, where it cools down to liquid carbon. This
liquid carbon will then crystallize into cylindrical carbon nanotubes, which grow out from the
cathode. Depending on the stability of the arc, the quality and purity of these nanotubes may
vary greatly. The main problems with this technique is the high temperatures needed to create
the carbon nanotubes, as well as the result being a bundle of nanotubes that can be di�cult to
separate. On the other hand, these high temperatures generally result in nanotubes with fewer
structural defects.

Figure 5.2: Schematic of typical set-up for production of carbon nanotubes through arc

discharge.
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5. Production of carbon nanotubes

There are three ways of operating the setup, depending on the power source used. If the
system is run with a DC current, the yield is high due to the continuous stream of electrons
hitting the anode at all times. By making the cathode larger than the anode, the cathode will
then be cooler, and the resulting temperature gradient means that the hot gaseous carbon will
�ow towards the cathode. The problem is that the ionized gas is attracted to the negatively
charged cathode, where it will hinder the continuous deposition. Alternatively an AC current
can be used. Here due to the alternating current, there will be no build-up of carbon on either
electrodes, and the carbon gas will simply �ow outwards and be deposited on the cold walls of
the chamber. The yield will however be lower, since carbon will only be released from a positive
cycle. A third method is to use a pulsed current to prevent the build-up of the ionized gas. Here
short pulses on the scale of milliseconds are sent from cathode to anode, which will vaporize the
carbon in the anode, which will then be deposited on the cathode. Generally this is the most
favourable method for arc discharge production of carbon nanotubes.

Generally production of carbon nanotubes through arc discharge will result in multi-walled
carbon nanotubes, unless speci�c conditions are met. Firstly there is the choice of catalyst
material; if no catalyst material is used, it will result in multi-walled carbon nanotubes, whereas
single-walled carbon nanotubes are usually grown from transition metals like Fe, Ni or Co, which
are mixed with graphite in the anode. During the growth the electrodes should furthermore be
held at a constant distance to ensure a stable arc. While this method will produce single-walled
carbon nanotubes, there will also be produced a signi�cant amount of multi-walled nanotubes
and fullerenes. It is possible to re�ne the production to around 90% single-walled nanotubes,
by using an argon/hydrogen atmosphere with an iron catalyst. [50, 54]

5.3 Laser ablation

The principles of laser ablation once again involves the evaporation of a carbon precursor along
with a catalyst material, however instead of using a plasma, a pulsed laser is used instead.
The setup used can be seen in �gure 5.3. A graphite target is placed in a furnace at a high
temperature (around 1200 ◦C) in an inert gas atmosphere. A high intensity laser is then aimed
at the graphite target, which is then vapourized. The carbon will then condense on the cooler
surfaces of the furnace. To better collect the resulting nanotubes, a water cooled copper rod is
inserted near the end of the chamber. Due to this rod being cooler than the rest of the furnace
as well as the gas �ow towards it, the vaporized carbon will be deposited here in the form of
soot containing nanotubes.

Figure 5.3: Typical set-up for laser ablation production of carbon nanotubes. Inspired by
Chrzanowska et al. [55]
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5.3. Laser ablation

As with the arc-discharge method, catalyst materials can be added to the graphite target
to increase the nanotube growth. This method also produces nanotubes with a relatively high
purity (>70%). It does however also have the same problems, with the resulting nanotubes
being highly entangled. In addition neither method is very cost e�ective, with both requiring
large amounts of puri�ed graphite as targets, and both requiring large amounts of energy for
the nanotube production. As such, neither method is well suited to produce carbon nanotubes
on an industrial scale. [50, 56]

43





Experimental 6
6.1 Production method of aligned carbon nanotubes

The production method was inspired by an article by Zhou et. al. [57]. Two types of wafers
were prepared as growth substrates, silicon and ST-cut quartz. The wafers were cleaned with a
three part process using ultrasonication in acetone, de-ionized water and ethanol for two minutes
in each, and were subsequently dried using nitrogen. After cleaning the wafers they were spin
coated at 3000 rpm for 45 seconds with a photoresist containing 5 mmol iron chloride. The
wafers were baked at 110 ◦C for 1 minute to evaporate any water on the wafer and solidify the
photoresist. The next step would be the patterning process, if the wafers required patterning,
and here two di�erent methods were used. The �rst was a simple mask with macroscopic lines;
this pattern was only used as a proof of concept, to see if nanotubes would be left to grow
only in the non-developed areas, since this method was a lot quicker than the alternative. The
wafers were then exposed to UV light for 90 seconds, after which they could be developed.
The second method was the direct-write method, which will be described later in chapter 6.2.
An alternative method was later utilised, involving dissolving the iron chloride in pure ethanol
instead, and either spin- or dip-coating the wafers with the solution. While no patterning could
be made with this method, it proved a good alternative to the resist-based method.

The wafer is then inserted into a preheated carbolite furnace oven at 720 ◦C. This step is
done to evaporate the photoresist, and create iron oxide nanoparticles. The iron chloride reacts
with oxygen in the air and makes FexOx nanoparticles. The quartz wafers were inserted during
the heating of the oven as they would otherwise crack due to rapid thermal expansion.

For the growth of carbon nanotubes with CVD, the wafer was placed inside of a 1.5 inch
diameter tube furnace. The chamber was purged with argon to remove any oxygen in the
chamber, followed by a 500 sccm argon �ow for the growth. The exit of the furnace was water
cooled to avoid any high temperature gas escaping. The furnace was then heated to 920 ◦C and
84 sccm hydrogen �ow was introduced to remove any excess oxygen while turning the iron oxide
nanoparticles into pure iron nanoparticles. Then a methane �ow was introduced to act as a
carbon source for the nanotubes. After growth had ended, the methane �ow was shut down and
a small hydrogen �ow was left along with the argon �ow while the furnace cooled down. After
the furnace had cooled down below 500 ◦C, the hydrogen �ow was turned o� and the argon �ow
was reduced. When the wafer was taken out a lot of black soot could be seen in the middle of
the glass tube where the wafer was placed. A small di�erence in the re�ectance could be seen
with the naked eye in agreement with the developed pattern.
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6. Experimental

Materials

� Silicon wafers - Crystalline, [100] direction
� Quartz wafers - Crystalline, ST-cut
� Photoresist - Shipley 1813 positive resist
� Iron(|||) chloride - Anhydrous
� Developer - Microposit developer Ma-D 331
� Argon gas tank
� Methane gas tank
� Hydrogen gas tank
� 99 % Ethanol
� Acetone
� Deionized water

Equipment

� Electrical carbolite oven - Eurotherm CSF 1200
� Pipe furnace
� Mass �ow meter
� Spin coater - WS-65-23NPP/C2/IND
� Prebaking oven - Präzitherm type 2860 EB
� Ultrasonic bath - Powersonic from Martin Walter

6.2 Direct write system

Multiple parts of the production routine requires the use of photolithography, both for growth
of the iron oxide nanoparticles, and for placing metal contacts at the ends of the nanotubes.
Though this could be accomplished using masks, the method used was instead to rely on a direct
write system using a 400 nm UV laser. The general setup can be seen on �gure 6.1.

Figure 6.1: Direct write setup. A) New Focus Model 3941 400 nm laser. B) JDS Uniphase
Model 1125 633 nm laser. C) Adjustable mirror, to regulate whether red or blue laser hit the
sample. D) Removable beam-splitter that can be inserted to re�ect backscattered light from
the laser onto E) a simple beam blocker inserted to see that the re�ected light is still in focus.
F) Sample mounted on remote controlled xy-stage

Two di�erent lasers are used in this setup, a red 633 nm laser and a blue 400 nm UV laser.
The UV laser is used to expose the photoresist, which the red laser cannot; this makes the red
laser ideal for focusing. Since the sample is not necessarily planar when mounted, the tilt of the
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6.2. Direct write system

holder can be adjusted to ensure that the laser is in focus everywhere on the sample. The setup
has been calibrated so that if the red laser is in focus on the sample the UV laser will also be.
To ensure that the laser is focused, the backscattered light can be re�ected onto another target
using the beam-splitter; if the laser is focused on the alternative target, it will also be focused
on the sample. For the actual writing process, the adjustable mirror is slid aside to make way
for the UV laser. Where on the sample the UV laser hits can then be controlled through the
xy-stage. Both the blue laser and the xy-stage can be controlled from a nearby pc using an
Arduino program, and a program was written in Matlab to produce schematics for the writes;
this program is included on the disc.

Since at least two separate writes had to be done on each sample (one for iron oxide
nanoparticles and one for contacts), and since the sample could not be placed in the exact
same position every write, a method was needed for aligning the sample. As such three spots
were written on the surface with known position in the de�ned coordinate system; after coating
with chrome, these could then be found with the xy-stage. By knowing their initial coordinates
in regards to the de�ned coordinate system, and �nding their new coordinates at the next
writing process, the points in the subsequent write could then be rotated and shifted to �t the
new position of the sample. These spots would then be written on each sample �rst, leading to
three writes in total for every photodetector.

6.2.1 Matlab code for direct write setup

The stage control program operates based on coordinates that can be fed in from a .lit �le;
a Matlab program was written to generate these coordinate systems. For every point to be
written, four numbers were fed in: the x and y-coordinate of the given point, as well as the
shake time (how long the stage takes to verify its position at every point) and the exposure
time, both in microseconds. Regarding the x- and y-coordinates, it was found that the distance
between two points (eg. x and x+1) was on the scale of 1/6.5 µm; this was taken into account
when de�ning the structure. Dimensions of every part of the structure are de�ned in µm, and
are then scaled up with 6.5 to match with reality. Precision down to 1/6 µm could however not
be achieved, since the spot size of the used laser was on the scale of 3 µm.

Furthermore the program needed functionality to allow for multiple writes on the same
sample. This was achieved by including three calibration points, which could then be found
during subsequent writing processes. The main structure, as well as the three calibration spots,
are all de�ned with regards to their "south-eastern" most coordinate, and the program was set
up in a way that allowed for the rotation and displacement of all coordinates, as long as the
coordinates of two alignment spots were known. The points used for alignment are P1 and P2,
as seen on �gure 6.2.

P's are coordinates, V's are vectors, O is the origin which all points are de�ned with relation
to, and subscript r denotes coordinates and vectors in the rotated coordinate system. The
coordinates for P1, P2, P3 and O are known beforehand. When performing the second write,
the coordinates for P1r and P2r are found manually, and can be inserted into the program. Since
they are each large squares, the coordinate used is the one for the "south-eastern" corner. P3r is
found by rotating V12r clockwise 90◦. From this the rotation of the new coordinate system can
be found from the angle θ between V12 and V12r. The vector VOr is then found by rotating VO

by θ. With VOr the origin Or can be found in the new coordinate system. The distance between
O and Or is then calculated as the general displacement of all coordinates. As for the rotation of
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6. Experimental

Figure 6.2: Coordinate systems used for alignment process. Dashed lines and subscript r are
used to denote coordinates and vectors in the rotated coordinate system.

the coordinates, this is handled through �nding the slope (axcal and aycal) of the lines between
P1r and P2r, and P1r and P3r. To transform a coordinate from the original coordinate system
to the rotated one, the following transformation is made. Primed coordinates are coordinates in
the rotated coordinate system.

aycal =
y(P2r)− y(P1r)

x(P2r)− x(P1r)

y′ = aycalx+ y (6.1)

axcal =
y(P3r)− y(P1r)

x(P3r)− x(P1r)

x′ = axcaly + x (6.2)

This method is fundamentally just a linear regression. Finally the distance between any given
point in either the x or y direction must be modi�ed with the following factors:

distx =
x(P3r)− x(P1r)

x(P3)− x(P1)
(6.3)

disty =
y(P2r)− y(P1r)

y(P2)− y(P1)
(6.4)

Using these four factors it is then possible to rotate the coordinate systems in Matlab to �t
with the altered position of the sample. Figure 6.4 shows an example of a rotated coordinate
system, with the spots from the original coordinate system included in blue. The new .lit �le
can then be loaded into the program prior to the write process.

Using this method the size of entire structure remains the same, while the structure as a
whole is displaced and rotated. With proper alignment, this method makes it possible to write
multiple times on the same wafer with micrometre precision.
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6.3. Exfoliation and debundling of carbon nanotubes
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Figure 6.4: Rotated coordinate system.

6.3 Exfoliation and debundling of carbon nanotubes

Carbon nanotubes are very hydrophobic, hence they bundle up when dissolved in water. As
such a method was needed to separate them and deposit them on a substrate. The method used
for this was modelled after the suggested parameters from Sigma Aldrich [58].

A stock solution of 2 mg/ml sodium cholate hydrate in water was prepared and 1-2 mg of
carbon nanotubes are prepared per 7 ml of sodium cholate solution. An alternate stock solution
of 2 mg/ml Triton X-100 and 1-2 mg of carbon nanotubes was also prepared for comparison.
Both sodium cholate and Triton X-100 are surfactants, meaning that they have a hydrophobic
end which binds to the nanotubes, and a hydrophilic end that binds with the water. The
diluted nanotube solution was ultrasonicated for 1 hour, where after the solution turned from
a transparent liquid with small black �akes into a semi-uniform black solution. It was then
centrifuged at 14000 g for 30 minutes, and the supernatant is extracted cautiously to avoid the
bundles, which cluster up in the bottom after centrifugation.

6.3.1 Deposition of exfoliated nanotubes on substrates

After exfoliating the nanotubes, a few droplets are pipetted onto a clean quartz or silicon wafer,
and heated in an oven with ambient atmosphere to 300 ◦C for 30 minutes to remove water and
evaporate any excess Triton X-100 according to data from Mitsuda et. al. [59]. For the sodium
cholate solution, the samples were annealed at 250 ◦C for 1 hour as mentioned by Sim et. al.
[60]. For all of these measurements the carbon nanotubes from mkNANO with 98% purity has
been used.

For the current-voltage measurements, chrome or aluminium contacts were patterned with
the direct write system, and sputter coated to a thickness of 40 nm. The separation between
the electrodes was varied between 15 µm and 20 µm. On �gure 6.5 the patterned interdigital
electrodes with carbon nanotubes on top can be seen. The nanotubes were deposited on the
contact according to the same annealing method mentioned above. The photocurrent mechanics
of this design with an MSM con�guration is described in chapter 3.5. A cross sectional view can
be seen in �gure 6.6 where the lines on top illustrate a random mat of carbon nanotubes.
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6. Experimental

Figure 6.5: Overview of a sample to be used as a photodetector with 20 µm separation and

aluminium electrodes with carbon nanotubes clustered together ontop.

6.3.2 Gated carbon nanotube photodetectors

A silion wafer with a 600-700 nm thermally grown SiO2 layer on top is utilised for the gated
photodetector design. First a small layer is polished o� the bottom to remove the oxide layer and
create electrical contact to the silicon. Similarly to the previous design, interdigital electrodes
are patterned and coated with a 40 nm layer of aluminium. The photocurrent mechanics of this
design are described in chapter 3.6.2 and a cross-sectional view can be seen in �gure 6.7, where
the gate potential is applied to the bottom side of the silicon wafer.

Quartz

Electrodes

Carbon nanotubes

Figure 6.6: Cross sectional view of
MSM photodetector.

Electrodes

Carbon nanotubes

SiO2

Figure 6.7: Cross sectional view of
gated photodetector.

Materials

� Sodium cholate hydrate
� Triton X-100
� Deionised water
� Single-walled carbon nanotubes, Cheap tubes inc. >90 wt% purity
� Single-walled carbon nanotubes, mkNANO >98 % purity
� Silicon wafers - Crystalline, [100] direction
� Quartz wafers - Crystalline, ST-cut
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6.4. Characterization methods

Equipment

� Scales, Ohaus discovery
� Ultrasonic bath, Branson 2510
� Centrifuge, Eppendorf centrifuge 5804 R
� Absorbance spectrometer, WWR international UV 1
� Pipette, Eppendorf research 1000 µL
� Quartz cuvette
� Sputter coater, Scienti�c vacuum systems
� Developer - Microposit developer Ma-D 331

6.4 Characterization methods

6.4.1 Scanning electron microscopy

Scanning electron microscopy (SEM) measurements were performed with either an Zeiss EVO
60 SEM or a Zeiss 1540 XB SEM, depending on the quality of the required images. For samples
with a silicon substrate, the samples could be inserted normally, but since quartz does not
conduct electricity, they had to be coated with a conductive material. A thin gold �lm at 10-15
nm was chosen for this purpose. The surface of the wafer was connected to the sample holder
with copper tape to lead charges away.

6.4.2 Raman setup and measurements

The samples were prepared as described in chapter 6.3.1 for the purchased carbon nanotubes
and in chapter 6.1 for the produced carbon nanotubes. An argon-ion laser was used and �lters
were inserted in order to single out the 484 nm (2.56 eV) line, as this line had a high intensity.
The laser beam was focused onto the sample with an optical microscope with an 100x objective.
For the measurements of the RBM-modes, which are located between 100-350 cm−1, a cut-o�
�lter Notch 488 nm had to be removed. This unfortunately resulted in some signal from the
laser. The power from the laser was not consistent, so the sampling time was changed between
120 to 180 seconds to get a proper signal. The detector has a few pixel errors which result in
spikes of single data points, and should not be regarded as a peak from the sample.

6.4.3 Absorbance spectra

The experimental absorbance spectra were performed with the pipetted solution and for most
of the samples they were not diluted further, as an absorbance below 1 was observed for the
samples. The sodium cholate stock solution was used as the reference. All absorbance spectra
were measured from solutions with carbon nanotubes from Cheap tubes inc. To �nd the peaks,
a 5th order polynomial �t is withdrawn from the data; this was chosen because a 5th order
polynomial is chosen because it does not create additional peaks.
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6.4.4 Atomic force microscopy measurements and image correction

All atomic force microscopy (AFM) data were taken in semicontact mode with a NT-MDT AFM.
All images have a polynomial background withdrawn in the vertical and horizontal direction
unless stated otherwise. Most of the polynomials are �rst order, but for large images (length
and width >10 µm) a second order polynomial better erases the background, as local hills may
be present. The images have den undergone median line correction, to ensure that any error
that may arise from line shifts are corrected.

6.4.5 Current-voltage measurements

Once the carbon nanotubes have been deposited on the electrodes. A four point probe technique
is used, where the voltage and current probes were attached onto the electrodes by looking
through a microscope. Very little current is going through the voltage probes and thus the
measurement is more accurate. The positive and negative probe were connected oppositely to
each other, on di�erent bases of the interdigital electrodes as seen in �gure 6.8. Note that the blue
circle indicates blue laser light used for measuring the photocurrent of the MSM photodetector
design. An ampere meter is connected in series to a current source and the current is varied
between -100 to +100 nA, for weakly conductive samples and up to ± 100 µA for highly
conductive samples. In order to have the voltage probes to give a stable readout. On some
of the measurements a small deviation can be observed when beginning measurements, because
the equipment need to stabilise. The resistance of the non-linear measurements was determined
as described in chapter 3.5.1, by taking the reciprocal of the slope in the high voltage region.

Ampere meter

Voltmeter

Figure 6.8: Top view of the schematics for
current-voltage curves.

SiO2

Ampere meter

Gate voltage source

Voltage source

ℏω

Figure 6.9: Cross sectional view of
method for measuring photocurrent.

6.4.6 Photocurrent measurements

For the photocurrent measurements a collimated laser beam is sent through an optical �ber cable
into an optical microscope with an objective to focus the beam onto the sample. The spot size
is approximately 0.5x0.5 mm2, which covers most of the contacts. For the MSM photodetector
design two tungsten probes are connected to a voltage source, with a voltmeter in parallel and
an ampere meter in series, to measure the current and subsequently the photocurrent. Two
voltage probes are connected to the sample to ensure that the applied voltage is correct. The
applied voltage was tested in a range from -9−0 V .

For the gated design of photodetectors a similar method is used, seen in �gure 6.9. Note
that only the gated detector's photocurrent is measured in this way. The voltage probes are
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swapped to gate voltage applied to a insulated metal plate in contact with the bottom of the
silicon wafer, and with the other end connected to the the positive side of the applied bias. This
is done to ensure that an electric �eld is applied from beneath the carbon nanotubes mat. Again
the applied voltage is tested in the range -9−0 V , with a gate voltage ranging from -30 to +30
V .

Equipment

� Laser 451 nm, blue, 20 mW
� Laser 531 nm, green, 20 mW
� Keithley 6487 picoammeter/voltage source
� Keithley 6221 DC and AC current source
� Keithley 6517A electrometer/high resistance meter
� Keithley 2182A nanovoltmeter
� Four point probe station in Faraday cage with attached microscope

6.4.7 Electrical breakdown of quasi-metallic carbon nanotubes

In order to improve the photocurrent, a process named electrical breakdown to remove the quasi-
metallic carbon nanotubes was proposed by Zeng et. al. [33]. The removal process involves
incinerating the quasi-metallic tubes though Joule heating. The idea is that most of the current
is running through the quasi-metallic tubes, leading to them being heated and incinerated before
the semiconducting nanotubes. As single carbon nanotubes are not detectable with an optical
microscope, the current was upped in magnitude until either the resistance changed or large red
spots appeared in the optical microscope. The four point probe station described above was
utilised for this purpose.
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Results 7
7.1 Characterization of quartz surfaces

The surface of ST-cut quartz has been described in literature as having a rectifying e�ect on
nanotubes grown on it. To get an idea on the topography of the surface and possibly see
the reasons for this mechanism, clean quartz wafers were examined with AFM and Raman
spectroscopy. Figures 7.1 and 7.2 show the topography of a clean ST-cut quartz wafer before
and after annealing at 900 ◦C in air for 12 hours. Both surfaces contain valleys with depths of
1-1.5 nm in the same direction. The Root-Mean-Square (RMS) surface roughness for the clean
sample is 0.668 nm and 0.811 nm after annealing.
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Figure 7.1: AFM-topography of ST-cut quartz wafer.
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Figure 7.2: AFM-topography of ST-cut quartz

wafer annealed for 10 hours.

The clean quartz wafers were furthermore studied with Raman spectroscopy, and the resulting
spectra can be seen on �gure 7.3. Note that the slope of the data is due to the frequencies
approaching the laser line. Four features are visible in the spectrum, a large peak at 465 cm−1,
two smaller peaks at 205 cm−1 and 358 cm−1, and a slight peak at 256 cm−1. The peaks at 465
cm−1 and 256 cm−1 indicate α-quartz and the peak at 205 cm−1 is from a cut-o� �lter close to
the laser line which was deduced as it follows the grating.
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Figure 7.3: Raman spectra of a clean unannealed quartz wafer. Slope of the data is due to
the frequency approaching the laser line of the setup.

7.2 Characterisation of nanoparticle growth

A few di�erent methods were used to produce iron nanoparticles on either quartz or silicon
substrates. The samples were subsequently examined using AFM, to get a measure of their size.
All samples were measured before nanotube growth, and as such the nanoparticles are made of
iron oxide.
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Figure 7.4: AFM-image of FeO nanoparticles,

heated at 700 ◦C.
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Figure 7.5: Histogram of particle sizes,

calculated surface density.

Figure 7.4 shows an AFM-image of the ironoxide nanoparticles used to catalyse the growth of
carbon nanotubes. As seen on the image the surface density is quite high, and from the particle
analysis seen in �gure 7.5, the main particle size is registered at 15-20 nm, with a few very large
particles strewn in. All of the particles appear circular in shape.

Figure 7.6 shows the border between an area with nanoparticles grown from the
FeCl/photoresist solution, and an area where the resist was exposed and removed. The particles
have been grown at 700 ◦C. It can be clearly seen that the nanoparticles surface density is a lot
higher in the area with the photoresist than in the exposed area, proving that the photoresist
solution is a good method for selective growth of nanoparticles.

Since the nanoparticle size can have an in�uence on the quality and type of nanotubes grown
from them, multiple experiments were made to see whether di�erent growth parameters would
have an in�uence on the resulting nanoparticles. The results from these tests can be seen in
table 7.1. All tests were made with the FeCl/photoresist solution.
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Figure 7.6: AFM image of the boundary from developed area to the non developed area.
Note that the white particles may be larger than 11 nm.

Sample Dominant particle size
Low density area, 700 ◦C 5 nm
High density area, 700 ◦C 12 nm

500 ◦C 18 nm
600 ◦C 6 nm
700 ◦C 15 nm
800 ◦C 6 nm
1000 ◦C 21 nm

Table 7.1: Table of dominant particle size from nanoparticle growth experiments.
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7.3 Carbon nanotube growth

Multiple experiments were made to grow carbon nanotubes with chemical vapour deposition,
with varying parameters. The parameters for all growth experiments can be seen in table 7.2.

Batch Substrate Temperature Growth CH4 �ow Notes

B1 Si ≈900 ◦C 30 min 400 sccm
B2 Si ≈900 ◦C 30 min 400 sccm
B3 Si 920 ◦C 30 min 400 sccm
B4 Si/Quartz 920 ◦C 60 min 400 sccm
B6 Quartz 920 ◦C 60 min 400 sccm
B7 Quartz 1000 ◦C 60 min 400 sccm
B8 Si 600-1000 ◦C 60 min 400 sccm Varying temp
B9 Quartz 1000 ◦C 60 min 300 sccm Nanoparticle size test
B10 Quartz 600-1000 ◦C 60 min 300 sccm Di�. oven positions
B11 Quartz 1000 ◦C 60 min 300 sccm Annealed
B12 Quartz 1000 ◦C 60 min 300 sccm
B13 Quartz 600-1000 ◦C 60 min 300 sccm Dip-coat, varying temp
B14 Quartz 600-1000 ◦C 60 min 300 sccm Spin-coat, anneal
B15 Si/Quartz 750 ◦C 60 min 400 sccm Dip-coat, anneal

Table 7.2: Parameters used for carbon nanotube growth. Experiments above the line were
made with nanotubes grown from the FeCl/photoresist solution, and experiments under the
line with the FeCl/ethanol solution.

The purpose of the �rst four batches was to determine whether the nanoparticles grown from
the 1 mM FeCl/photoresist solution could be used to grow nanotubes, as well as to test out
the growth method. This method of growing nanoparticles proved to have some e�ect, as the
carbon had been visibly deposited selectively at the places that nanoparticles had been created
as seen on �gure 7.7.

Figure 7.7: Microscope image of deposited carbon on created lines of iron nanoparticles on
a Si substrate.
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7.3. Carbon nanotube growth

Some areas were visibly darkened after the growth, which was taken as a sign of carbon
deposition, and subsequent EDX measurements revealed high quantities of carbon on the surface.
No nanotubes were found in measurements with AFM, SEM or Raman spectroscopy. More
experiments were made on quartz, but no nanotubes could be found. Batch 8 was made in order
to test the e�ect of temperature on the growth process, and silicon was used to get better images.
The wafers were placed at di�erent positions throughout the tube furnace, and a temperature
gradient from 650 to 1000 ◦C was recorded from the tube edge to the center. This batch yielded
a multitude of nanotubes centered around single particles on the surface, as seen on �gures 7.8
and 7.9.

Figure 7.8 Figure 7.9

The nanotubes seen on �gures 7.8 and 7.9 were from the same sample placed near the center
of the oven, where the temperature was expected to reach the peak value of 1000 ◦C. These
nanotubes all grew from the same large particle, however this particle turned out a lot larger
than the average of around 10-15 nm in diameter found during AFM measurements, so whether
it is an extremely large iron particle or merely dust or debris on the surface remains unknown.
The nanotube diameter measured at around 50 nm. This sample was examined using Raman
spectroscopy, which yielded the spectra seen in �gure 7.10.
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Figure 7.10: Raman measurements on a B8 sample grown at 1000 ◦C.

Two features were observed on the Raman spectra, the G-band at 1590 cm−1 and the D-band
at 1350 cm−1. No RBM were discovered, and the range in which the G'-band should be was not
measured.
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Figure 7.11 Figure 7.12

A di�erent sample from batch 8 was placed closer to the edge of the tube furnace, which puts
the growth temperature at around 650 ◦C. Nanotubes were again found around large specks on
the surface, albeit at a lower density, as seen on �gures 7.11 and 7.12. Measurements in the
SEM placed these at around 100 nm in diameter, which corresponds with the lower temperature
having a tendency to grow multi-walled carbon nanotubes.

Batch 9 was to test the size dependance of nanoparticles on temperature during the growth
(see table 7.1), but no nanotubes were found on them in subsequent measurements. As such
an experiment similar to batch 8 was done with di�erent nanotube growth temperatures, only
with quartz as the substrate instead of silicon, resulting in the samples from B10. Curiously
nanotubes were only found on the samples which had been close to the edge of the tube furnace,
and thus had a lower growth temperature. Their diameters measured at around 70 nm, however
since the quartz wafers had to be coated with gold to image them in the SEM, this measurement
might be imprecise. A few subsequent batches were grown with nanotubes in the same position.
For batch 11 and onwards the quartz wafers were annealed in hope that this would help with
the surface alignment of the nanotubes described in literature [52]. Furthermore a line pattern
was written with the direct write system on the wafers, to have areas without nanotubes for
easier viewing with AFM. The results from batch 11 can be seen on �gures 7.13 and 7.14.

Figure 7.13 Figure 7.14
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7.3. Carbon nanotube growth

The nanotubes found on batch 11 were only found in a few places, and were not of high
quality. Figure 7.13 shows multiple shorter nanotubes next to two grains on the surface. The
other growth site found, seen in �gure 7.14 shows another variation with a multitude of short
nanotubes centered around a few larger grains and an unidenti�ed dark spot on the surface.
Neither of these con�gurations would prove e�ective as a photodetector. No Raman data were
extracted from this sample as they were coated with gold. B12 was grown with mostly the same
parameters, and the Raman data from this sample can be seen in �gure 7.15. Again only the
D-band and G-band were observed at 1350 cm−1 and 1600 cm−1 respectively. The G-band is
slightly more pronounced here than for B8, however the D-band is still roughly the same size.
No RBM peaks were observed anywhere on the sample.
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Figure 7.15: Raman measurements on a B12 sample grown at 1000 ◦C.

Figure 7.16 Figure 7.17

After limited success with growing nanotubes with the original FeCl/photoresist solution,
experiments were made with an 1 mM FeCl in ethanol solution. While this method would
limit the ability to control the nanotube growth sites, it should up the quantity of grown
nanotubes. Batch 13 was the �rst batch grown with the new nanoparticle solution, and as
such they were grown at di�erent oven positions, resulting in di�ering temperatures between
the samples. Almost no nanotubes were found on the outermost sample around 600 ◦C, but the
samples further in at around 750 and 850 ◦C were abundant with nanotubes. Figures 7.16 and
7.17 show the sample grown at 750 ◦C. On �gure 7.16 it can be seen that the new nanoparticles
have grown into a forest of tangled nanotubes of indeterminate length, with diameters at around
80 nm. The other site shown in �gure 7.17 has larger nanotubes, with diameters in the range
of hundreds of nanometres. Similar trends were seen on the sample grown at 850 ◦C.
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B14 was also performed with the FeCl/ethanol solution, but had it spin-coated on instead
of dip-coated. The resulting nanotubes can be seen in �gure 7.18. Note that the nanotubes
were only found on a small section of one of the samples after applying the gold coating. As
usually seen, these nanotubes showed no preference in their growth direction, but would instead
be bundled up as normally observed. Contrary to the B13 samples, these nanotubes appear
to be much longer, but their diameter is still around 130-200 nm when observed in the SEM.
Raman spectroscopy was also attempted, yielding the spectrum shown in �gure 7.19. Here the
G'-band was measured, being positioned at 2720 cm−1, along with the D-band at 1355 cm−1

and the G-band at 1600 cm−1. No RBM peaks were measured on this sample.

Figure 7.18
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Figure 7.19

The last batch B15 was once again grown through dip-coating with the FeCl/ethanol solution,
but instead of growing the nanoparticles at 700 ◦C, the ethanol was simply allowed to evaporate,
and the samples were inserted for nanotube growth as-is. The nanotube growth was completed
with standard parameters, and the resulting nanotubes can be seen in �gures 7.20 and 7.21.
While most of the nanotubes do not become very long, a few statistical outliers can be seen, as
illustrated in �gure 7.20. While the coverage of nanotubes in this growth experiment was a lot
better than previous experiments, the resulting nanotubes are still much too short to have any
practical value.

Figure 7.20 Figure 7.21
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7.4 Characterization of bought nanotubes

The nanotubes bought from mkNANO were also examined with SEM, AFM, absorbance and
Raman spectroscopy, with the goal of comparing them to the ones grown through experiments.
After an extensive exfoliation process using sodium cholate or Triton X-100, the nanotubes were
deposited upon a quartz substrate and examined with AFM. The result can be seen in �gure
7.22. While the nanotubes are distorted from artefacts from the cantilever, they can be seen to
lie relatively straight on the surface, as well as being mostly separated from each other. Their
diameters are found from the height of the features to be around 6 nm. Their lengths vary greatly,
from the shortest being just a few hundred nanometres, and the longest measuring around 20
µm. The phase image in �gure 7.23 reveal that the nanotubes are enveloped in another material,
most likely the surfactant, as seen on the white areas surrounding the nanotubes.

Figure 7.22: AFM topography of purchased,
carbon nanotubes.

Figure 7.23: AFM phase image of purchased,
carbon nanotubes.

Subsequently the nanotubes were put on a silicon substrate and examined with SEM, yielding
�gures 7.24 and 7.25. Both samples had nanotubes exfoliated with Triton X-100 solution. The
nanotubes appear reasonably separated, however the large amount still leads to them piling on
top of each other. While the length is di�cult to discern from the pictures, single nanotubes
can be measured at several microns, while the diameter is consistently measured at 15-20 nm.
This is inconsistent with the AFM measurements, however since the AFM is better at measuring
topography, the height from those measurements should be used.

Figure 7.24 Figure 7.25
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Samples were also examined with Raman spectroscopy, yielding the spectra shown in �gure
7.26, speci�cally of carbon nanotubes on a quartz substrate. Here the G-band dominates both
the D- and G'-band, which indicates that the nanotubes have a low amount of defects when
compared to the ones grown through CVD. No RBM-peaks were observed. Similar results were
gotten from later measurements using a silicon substrate instead.
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Figure 7.26: Raman spectroscopy of carbon nanotubes on a quartz substrate.

The measurement for the absorbance spectrum was obtained. As can be seen on the data in
�gure 7.27, there are no clear peaks and a lot more absorption in the UV-area. This background
absorbance is due to π-plasmons and the presence of graphene which is not �ltered out with this
technique [61]. To �nd the peaks, a 5th order polynomial �t is subtracted from the data to better
show the peaks. A 5th order polynomial is chosen because it does not cloud the peaks, although
because the nanotubes have many di�erent (n,m)-values, the data are rather inconclusive and
the peaks are hard to see.

Figure 7.27: Measured absorbance Figure 7.28: Measured absorbance with �t withdrawn
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7.5 Electrical characterisation of carbon nanotubes

Figure 7.29: 20 µm separation on aluminium after the breakdown process with a big black
cylindrical structure and red spots from the process.

The samples were prepared as described in chapter 6.3 and a cross-sectional view of the sample
can be seen in �gure 6.6. A few of the samples had large agglomerates of carbon nanotubes
as can be in �gure 7.29. The measurements were taken with a four point probe system inside
a Faraday cage. Table 7.3 shows the resistance of all the samples along with references to the
relevant current-voltage curves. The �rst type of samples have two di�erent linear regions, the
theory behind which is described in chapter 3.5.1. Measurements on this type of sample also
show hysteresis, where going back and forth in current does not yield the same result. This was
deemed to be a capacitative e�ect and thus di�erent scan speeds and discharge measurements
were performed to quantify the capacitance. On �gures 7.30 and 7.31 the hysteresis e�ect
can be observed for the higher maximum current measurement. On �gure 7.35 a discharging
measurement with an exponential tail can be observed. The second type of samples have a linear
current-voltage relationship, but also large nanotube agglomerates on top as that seen in �gure
7.29. These samples exhibited an increasing resistance after every subsequent measurement, as
seen in �gure 7.34. Additional measurements can be seen in appendix C. No photocurrent was
observed on any of the samples and thus no data is shown.

Sample Resistance Dark current Figure
Chrome, 20 µm 8.1 ∗ 106 Ω 1.1 ∗ 10−10 A 7.34
Chrome, 15 µm 8.3 ∗ 106 Ω 0 A 7.30, 7.31

Aluminium, 20 µm, a 1.0 ∗ 107 Ω 1.3 ∗ 10−12 A 7.32
Aluminium, 20 µm, b 2.3 ∗ 108 Ω 3.1 ∗ 10−10 A 7.33

Table 7.3: Table of resistances and darkcurrent
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Figure 7.30: 15 µm separation on chrome
and 10 nA maximum current.
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Figure 7.31: 15 µm separation on chrome
and 100 nA maximum current.
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Figure 7.32: 20 µm separation on aluminium, a
and 100 nA maximum current.

-4 -3 -2 -1 1 2 3 4

Voltage (V)

-0.8

-0.6

-0.4

-0.2

0.2

0.4

0.6

0.8

A
m

pe
re

 (
A

)

×10-8

IV-characteristics

Scan speed of 0.66 s-1

Scan speed of 1.68 s-1

Figure 7.33: 20 µm separation on aluminium, b
and 10 nA maximum current.
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Figure 7.34: 20 µm separation on chrome
and 10 nA maximum current.
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Figure 7.35: 15 µm separation on chrome
voltage drop after 200 nA
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Discussion 8
8.1 Nanotube characterization

Two types of nanotubes were examined, those grown using chemical vapour deposition and those
bought from mkNANO. Since most of the experiments regarding nanotubes deal with the growth
process, many of the individual growth steps have been examined. This section deals with the
e�ects of the di�erent growth parameters, as well as the characterization of the two nanotube
types.

8.1.1 E�ect of substrate surface

Two types of substrates were used for growth, silicon and quartz. The silicon[100] had a thin
natural oxide layer. These were not examined much during the process, as their role was to
give better imaging with the SEM. The alternate substrate was ST-cut quartz, which has been
described as having a rectifying e�ect on grown carbon nanotubes, which should result in them
growing in aligned arrays. This e�ect was not seen experimentally during this project, leading
to further examination of the quartz surface.

The quartz wafers were examined with Raman spectroscopy, as shown in �gure 7.3.
Comparisons with data by Krishnamurti [62] determined that the wafers were made of α-quartz
from the peaks at 456 cm−1 and 265 cm−1. The peaks were sharp, with a full width half
maximum of 12.9 cm−1, indicating a good periodic structure, without too many imperfections.
Looking at �gures 7.1 and 7.2 steps of a few nanometers can be seen, which are much higher than
atomic steps. This could be due to polishing cuts or a stepped surface from the ST-cut quartz
wafer. A few small particles can be seen on the surface. These are determined to be agglomerates
of quartz, since there is no change in color on the phase image. The agglomerates are larger
before annealing, likely due to di�usion on the surface. Regarding the growth of aligned carbon
nanotubes, there is no indication on any of the images that the carbon nanotubes follow the
ST-cut/gas �ow direction. It is believed that either the nanotubes do not grow as anticipated
as most are multi-walled, or the surface should have been polished more, or treated further to
yield the anticipated e�ect.

8.1.2 Nanoparticle size analysis

The surface density of particles was calculated with two di�erent methods both utilising the
software Gwyddion. Here a threshold height can be de�ned, and all larger features above it can
be counted as particles. In the �rst method (S.D. (1)), the surface density of particles is found
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8. Discussion

by summing up the surface area of all nanoparticles, and dividing with the scan area, as seen in
equation (8.1). Here N is the number of particles and Ap the surface area of each particle, while
w and l are the width and length of the image. The data is collected from the AFM image and
not an average from the whole wafer, hence some statistical outliers may occur.

S. D. (1) =

N∑
i=1

Ap,i

w l
(8.1)

The second method (S.D.(2)) also estimated the surface density of particles by taking the
histograms for height, but the assumption that all the particles are spherical is made. This is
done to avoid the additional width of the AFM cantilever on each particle. Utilising the height
(hp) as the diameter of each particle and approximating their surface area as a circle allows for
the calculation of the total surface area as seen in equation (8.2).

S. D. (2) =

N∑
i=1

(
hp,i

2

)2
π

w l
(8.2)

An average diameter/height (d/h) ratio has been found by assuming circular particles for the
surface area data to �nd the diameter of each particle. The diameter of each particle is divided
by its corresponding height and the results are then averaged. This leads to an average aspect
ratio for the particles. The width and height of the image is the same for both the total width
and the total height.

Sample S. D. (1) S. D. (2) Dominant particle size d/h ratio
Low density area, 700 ◦C 0.4% - 5 nm -
High density area, 700 ◦C 5.6% - 12 nm -

500 ◦C 43.4% 6.53% 18 nm 1.9:1
600 ◦C 27.7% 1.44% 6 nm 3.7:1
700 ◦C 27.3% 5.75% 15 nm 1.7:1
800 ◦C 29.1% 0.47% 6 nm 7.8:1
1000 ◦C 17.3% 0.64% 21 nm 4.5:1

Table 8.1: Table of surface densities of particles (S. D.) with two methods described in section
6.4.4, dominant particle size and diameter/height ratio.

As seen in table 8.1 neither the dominant particle size, nor the surface density of particles
follow a particular trend for an increased growth temperature, beside the surface density
calculated with (S.D.(2)), which indicates a decrease with increased temperature. While the
melting temperature for iron oxide is 1566 ◦C [63], most materials with dimensions on the
nanoscale have a reduced melting temperature [64]. The iron oxide could therefore have melted
o� and caused the reduction of particle density.

The problem with having a high particle density is the di�culty in detecting the carbon
nanotubes with AFM after growth. The problem with too low density is not growing enough
carbon nanotubes. For the two methods of determining the particle surface density, the second
one yields a result closer to the actual coverage, but it does not give a result which can be used to
determine whether or not it is possible to detect carbon nanotubes after growth with the AFM.
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8.1. Nanotube characterization

The diameter/height ratio exhibits a tendency towards �attening of the particles with increasing
temperature. It is assumed the iron oxide di�uses on the surface and gathers in particles, but
due to gravity the particles cannot keep their spherical shape and will �atten as more material
is gathered.

Zhou et. al. [57] used a similar growth method at 700 ◦C for the iron oxide nanoparticles
and obtained average diameter of 6 nm. The distribution in this thesis was larger and with a
few statistical outliers more than thrice the size of the others. Ordinarily a larger temperature
would result in larger particles due to the increase in di�usion length, meaning more material
can gather at one location. The data was too inconsistent to draw a conclusion. Unless the
wafer and the material deposited on to it can make a chemical bond, all particles will try to
gather in spherical shapes to minimise their surface area and gain the lowest possible energy.
[21]

8.1.3 Characterization of bought and grown nanotubes

Starting with the SEM images, an immediate di�erence in nanotube quality is seen when
comparing the images of grown and bought nanotubes in chapters 7.3 and 7.4 respectively.
Rarely were the grown nanotubes long enough to be used as photodetectors, and of the two
batches that actually produced long nanotubes, they either grew from large impurities on the
surface as in batch 8, or they grew in huge tangled "forests" of nanotubes. In either of the
two cases, while it could be seen macroscopically that carbon was being deposited only on the
desired growth sites, nanotubes would grow close together at seemingly random locations on the
samples, with overall coverage being low. The nanotube diameter was also recorded anywhere
between 50 to 500 nm, which is far beyond what is normally expected from single- or even
multi-walled carbon nanotubes. SEM images are however a less than ideal way of determining
the thickness of carbon nanotubes, as they will often appear distorted and wider than in reality
[65]. This is supported by the SEM images of the bought nanotubes, which were measured to
be around 15-20 nm in diameter. Their actual diameter is closer to 6 nm, according to AFM
measurements. While the SEM has a tendency to exaggerate the nanotube diameter, the large
diameter observed for the grown nanotubes do indicate that they are either heavily bundled
together in rope-like structures, or are heavily multi-walled. No AFM measurements were ever
successful in �nding the diameter of the grown nanotubes, so this could not be veri�ed.

The bought nanotubes were found with AFM, as shown in chapter 7.4. The same bundling
from the SEM pictures was also found here, along with evidence of surfactants connected to
the nanotubes. The di�erence in phase seen in �gure 7.23 demonstrate a change in material;
because of the di�erence in material sti�ness, the cantilever will change phase with respect to
its driving oscillation [66]. This is evident in the brighter areas surrounding the nanotubes. The
nanotube height was measured at 5 nm, seemingly pinning it as multi-walled, however as the
Triton X-100 molecules are still attached, this number could be misleading.

The length of the attached Triton X-100 is di�cult to determine, but it can be approximated.
A study by Robson and Dennis [67] showed that statistically the Triton X-100 molecules have an
average of 9.5 oxyethylene groups. These have a length of 3.4 nm in the fully extended zig-zag
conformation, but only 1.6 nm for a random coil structure, plus an added octylphenyl group
of around 1 nm. Subtracting the size of the Triton X-100 molecules leaves the diameter of the
nanotubes in range of 0.5-2.4 nm, opening the possibility that they are single-walled.

69



8. Discussion

1.6-3.4 nm

1 nm

Figure 8.1: Triton x-100 molecule, with n denoting the amount of oxyethylene groups.

Raman spectroscopy proved that the grown nanotubes had a high amount of defects, and
none of the nanotube-speci�c RBM peaks were observed, not even for the samples with bought
nanotubes. As nanotubes were observed on multiple samples using other methods, while still
not showing any RBM peaks in Raman spectroscopy, something must have been interfering with
the measurements. There can be multiple reasons behind this interference. For the produced
nanotubes, it may be that the nanotubes are too short to be registered, or that they have not
been hit with the laser, due to them growing in small, scattered clusters. More likely, due to their
large diameter when observed in SEM, the nanotubes that were grown could be multi-walled.
For the bought nanotubes it may be that they are still enveloped in surfactant, which could
interfere with the radial breathing modes of the nanotubes. Otherwise they could simply still be
bundled together from a failed exfoliation, though �gures 7.24 and 7.25 show the nanotubes as
relatively separate, but still connected. Comparatively, the absorbance spectrum in �gure 7.27
showed some weak peaks, which indicate that the carbon nanotubes are still bundled. When
the carbon nanotubes have contact to each other they change material properties and cannot
be measured accurately any more.

Since the RBM peaks could not be used for nanotube characterization, the other features
should be compared instead. Looking at �gure 7.19 for the batch 14 of grown carbon nanotubes
and comparing them to the bought nanotubes in �gure 7.26, there are some immediate
di�erences. Firstly there is the shape of the G-band. The bought nanotubes show the
characteristic split peak shown by Dresselhaus et al. [47] in �gure 4.2. The shape of the peaks,
with one peak being signi�cantly lower than the other, shows that the bought nanotubes are
predominantly semiconducting and single-walled. This makes sense as 2/3 of randomly grown
carbon nanotubes would be semiconducting. For the produced nanotubes however, only a single
peak is present in the Raman data, and it is a lot broader. These characteristics would mean
that these nanotubes are mostly multi-walled nanotubes, due to the slightly asymmetric line
shape, and the smeared-out peak due to the many di�erent nanotube diameters. The D-band
peak also reveal that the the grown nanotubes contained more defects than the bought, as seen
from the D/G ratio. For the grown nanotubes, the D-band has mostly the same intensity as
the G-band, whereas the D-band is much smaller for the bought nanotubes. Furthermore, using
equation (4.6), the diameter of the bought nanotubes can be estimated from the locations of
the two peaks in the G-band. These were measured at about 1573 cm−1 for the G− band, and
1592 cm−1 for the G+ band. Since the shape of the G-band indicates that the nanotubes are
mostly semiconducting, the constant ε was set to 47.7 nm2cm−1, leading to a nanotube diameter
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of 1.5-1.6 nm. This seem to support the estimated nanotube diameter when subtracting the
surfactant from the surface. Any possible graphene peaks would be shadowed from the nanotube
peaks.

In summary the SEM images of the CVD grown nanotubes, mostly showed them as being too
short or irregular, having poor surface coverage and not following the quartz crystal direction.
Furthermore Raman spectroscopy revealed them as being mostly multi-walled, and containing
many defects, further diminishing their usefulness. The nanotubes bought from mkNANO were
proven to be single-walled through Raman spectroscopy. While their diameter was measured
as being too large with AFM unless the surfactant molecules are subtracted. The result from
Raman spectroscopy proved that their diameter is indeed in the single-walled regime. Raman
spectroscopy furthermore showed them as having far fewer defects, leading to them being more
suited as components in a photodetector.

8.1.4 Evaluation of the growth process

While the process of growing carbon nanotubes seems simple in literature, it was never successful
with the methods used in this report. The nanotubes were produced in multiple growth
experiments, but they never had the length or quality needed to be used in a photodetector.

One aspect of the growth process that proved problematic was the size of the nanoparticles.
Optimally, for growth of single-walled carbon nanotubes, the nanoparticles should not be
larger than a few nanometres in diameter. As seen in table 8.1, while nanoparticle synthesis
temperatures did produce particles with a diameter around 5 nm, these results were hardly
consistent overall. Only iron nanoparticles were used as catalysts, whether from a photoresist
or an ethanol solution, and while both appeared to catalyse carbon deposition on the surface,
neither could consistently grow nanotubes.

Another problem may have been the growth temperature. Since this was inconsistent
throughout the tube furnace, the nanotubes may not have had a su�ciently high temperature of
formation. Many of the samples which sprouted nanotubes were however placed near the edge
of the tube furnace where the temperature was lower. This may indicate that the nanotubes
could only be found because they were multi-walled due to the low growth temperature. Since
imaging of the produced nanotubes consistently was a problem during the project, it may be
that single-walled nanotubes could have sprouted on some samples near the center of the tube
furnace at a higher temperature, and that they were simply not detected. Many of the substrates
were also made of quartz, meaning that they had to be coated with 10-15 nm gold for any images
of the surface to be seen. This gold coating could then have obscured the grown nanotubes due
to its surface roughness.

8.2 Discussion of current-voltage curves

From the graphs (eg. �gure 7.31) it can be seen that the �rst type of current-voltage curves has
a symmetrical 2 stage curve. This is due to a symmetrical Schottky barrier in both ends of the
nanotube interconnecting to the metal electrodes. The �rst linear region at low voltage is the
resistance of the reverse Schottky barrier, also seen in �gure 3.14 with a symmetrical Schottky
barrier and chapter 3.5.1 for the theory. After the reverse biased barrier, is passed, the current
will enter a new region. Here the applied voltage is high enough to tunnel through the barrier.
This was also shown by Qi et. al. [26], where a similar MSM-structure was created.
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Getting an ohmic contact is di�cult when the contact area size is small in all dimensions, as is
the case for nanowires. The contact resistance is not taken into consideration however, and has
to be added. Comparing the resistances seen in table 7.3 to data from Qi et. al. [26], his group
measured a resistance 3 orders of magnitude higher, but the added resistance was attributed to
contact resistance at the electrodes. While silicon and carbon nanotubes are two very di�erent
materials, the results from this thesis are still comparable to theirs, due to contact resistance
being mostly eliminated when using a four point probe system. Zhao et. al. [30] measured
resistances in the range of 107−108 for one single-walled carbon nanotube. This is in agreement
with the resistance from the measurements in table 7.3, though the resistance is expected to go
down when having many carbon nanotubes in parallel. The resistance of the samples coated
with chrome are lower compared to those coated with aluminium. This could be attributed to
the amount of nanotubes between the electrodes or the fact that a small oxide layer is grown
on top of the electrodes. Aluminium oxide has a resistivity of 1014 Ωcm [68] against that of
chrome oxide with 108 Ωcm [69]. The reference sample with aluminium contacts and no carbon
nanotubes on top does not conduct any current at 20 V bias, indicating the deposition of carbon
nanotubes has an in�uence on the electrical properties of the photodiodes.

Comparing the bias voltage of the measurements in �gure 7.32 to that of Qi et. al. [26] in
�gure 3.14 for the symmetrical nanowire design, it is immediately seen that the amount of applied
voltage needed to tunnel through the reverse biased Schottky diode is lower for the samples done
for this thesis. This is in good agreement with the theory described in chapter 3.6.1, where the
Schottky barrier width was found to be thin for a metal-carbon nanotube interconnect.

A graph exhibiting a symmetrical response means there is no doping. Most of the curves
were symmetrical except a sample with chrome and 20 µm separation seen on �gure C.4. This
sample exhibits a slight n-type behaviour, as the voltage required to reach the same current is
lower in the positive end. Furthermore the low on-o� ratio indicates that quasi-metallic carbon
nanotubes are present. Semiconducting carbon nanotubes cannot conduct more than a speci�c
dark current until a certain voltage, depending on temperature and doping [70].

Regarding the process of electric breakdown on the quasi-metallic carbon nanotubes, the
chrome electrodes seemed to yield before the nanotubes, as the resistance remained similar,
while the electrodes became black. For the aluminium electrodes the resistance increased from
2.3 ∗ 104 Ω to 3.2 ∗ 104 Ω after a visual con�rmation of incineration of the nanotubes, seen as red
spots between the contacts (see �gure 7.29). During the process a current-voltage relationship
was taken before the sample was allowed to cool down, which can be seen in �gure C.2. The
conductance increased with temperature, which is a property unique to semiconductors.

Sample Resistance Capacitance (1) Capacitance (2) at 0.5 V
Chrome, 15 µm 8.1 ∗ 106 Ω 2.4 ∗ 10−8 F 6.5 ∗ 10−8 F
Chrome, 20 µm 7.1 ∗ 106 Ω - -

Aluminium, 20 µm 2.3 ∗ 108 Ω 3.2 ∗ 10−11 F 1.2 ∗ 10−8 F

Table 8.2: Table of capacitances and resistances

Two di�erent methods were used to calculate the capacitance from the measurements. The
�rst method uses the discharge over time, while the second method uses di�erent scan speeds
to obtain di�erent hysteresis curves in the current-voltage measurements. Both methods are
described in appendix E. Both methods showed great correspondence between each other on the
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chrome electrodes, but were far from each other on the aluminium electrodes. Both methods
yield a result that is several orders of magnitude higher than the theoretically calculated result
in chapter 3.5.2 however. The theoretical result is from a simpli�ed model and does not account
for edge-capacitance. Igreja and Dias [71] made a model for interdigital electrodes, which had
great agreement with their experimental results and a capacitance on the scale of picofarad.
They had an electrode height on the µm scale, compared to the electrodes of this thesis at 40

nm, but with a larger separation. Thus the expected capacitance of the electrodes for this thesis
should be on the scale of a few picofarad. Here the �rst method used on �gure C.1, has a result
on the correct scale. The second method on the same sample however is still in the nanofarad
range. Another consideration is that the charge build up could be on the nanotubes, which are
in close proximity to each other, making the capacitance higher. The encapsulating molecules
could act as a dielectric between two oppositely charged carbon nanotubes.

8.3 Two designs of carbon nanotube photodetectors

8.3.1 MSM photodetector

The design of the MSM detector is described in chapter 6.3.1, and the current-voltage curves
for these samples are depicted in chapter 7.5. No photocurrent higher than the noise on the
ampere meter was obtained. In chapter 3.6.1 it was determined that the Schottky barrier width
was small for the carbon nanotube metal interconnect, and thus the depletion region, where the
device would be able to split the exciton, is on the scale of a few nanometers. This leads to
poor e�ciency, as the probability of absorbing 450 nm light at such a speci�c location is very
small. Another important aspect is the needed punch-through bias to obtain a photocurrent
for the MSM con�guration; when the bias is high the noise is also ampli�ed, so any potential
photocurrent would become undetectable.

Using equation (3.13) for the combined cut-o� frequency with the values from table 8.2 gives
a result of 4.90 ∗ 104 Hz for the chrome electrodes with 15 µm separation and 9.95 ∗ 107 Hz for
the aluminium electrodes. The values are small compared to that calculated in chapter 3.5.2,
which is attributed to the high capacitance. The dark current is used to calculate the Schottky
barrier using equation (D.1), but otherwise it can be used to determine the signal to noise ratio
of a photodetector. From the equation the Schottky barriers were in the range of 200-300 eV ,
which is higher than the anticipated value of around 1.6 eV . This di�erence is attributed to the
tunnelling current and the di�culty in �nding the actual electrical cross-section.

8.3.2 Gated photodetector

The primary di�erence between the two designs is the added gate voltage, which causes an
electric �eld to electrostatically dope a region on the nanotube to give a pnp-junction. By
introducing a gate voltage a much larger depletion region is possible. Despite this, the gated
photodetector did not yield any measurable photocurrent. A list of possible reasons are described
here, prioritising the most signi�cant �rst.

Firstly the current-voltage graphs exhibited a linear relationship, with much lower resistance
compared to the MSM detector, making the noise in the current much larger with an applied
bias. Secondly the Triton X-100 molecules surrounding the carbon nanotubes change their
properties, which could inhibit their ability to absorb light.
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Another possibility is that the �eld from the applied gate voltage covers the whole wafer
and is thus not directed at the middle of the nanotubes. The pnp-junction could be at the
very edge of the nanotube altering the depletion width, or the �eld could be too unfocused to
electrostatically dope the carbon nanotubes. A fourth possibility is that the �eld has di�culties
passing through the natural oxide layer at the bottom of the samples. The gate voltage was
tested to be in accordance as to what was applied within 1 V, from the probe to the base which
the sample is attached to. Finally, the excitation laser has a high energy (2.75 eV) compared
to the bandgap of the semiconducting carbon nanotubes (≈1.1 eV). This lowers the possibility
of absorption. The excitation wavelength is in accordance with the excitation of quasi-metallic
carbon nanotubes (1-3 eV) [38].

8.4 Perspective

After working and trying to understand carbon nanotubes as a material for photodetectors, a
few considerations can be made. With respect to using carbon nanotubes as a high bandwidth
photodetector for eg. optical communication, it was determined that if the MSM con�guration
could be improved it would be usable. The band gap can be controlled by picking nanotubes
with the proper chirality (n,m), as seen on �gure 2.13, and tuned to the optical wavelength.
The issue of the short depletion region can be solved by applying a negative bias and having
an ohmic contact in the other end. Another method would be to �nd a carbon nanotube with
a smaller intrinsic carrier concentration, which is also dependent on the (n,m) values, as lower
carrier concentration results in a larger depletion layer width. If the gated design has to used
to get a photocurrent, the only advantage of carbon nanotubes is the high electron mobility.
Otherwise graphene, which is easier to work with and has a similar electron mobility, can be
used instead [32].

Considering the other properties such as �exibility, chemical stability and mechanical
strength. Carbon nanotube based photodetectors can be used in harsh environments, and as
such are still worth putting more research into.
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During this project carbon nanotubes were grown and photodetectors were constructed. The
nanotubes never reached the required quality to be used in any devices, leading to the use of
bought nanotubes instead for the photodetectors. Extensive experiments into the exfoliation
of these nanotubes were made, to separate them from each other and deposit them on
contacts. This second con�guration proved able to conduct electricity, but did not produce
any photocurrent no matter the light source.

While the nanotubes were grown with parameters consistent with most of the available
literature, no method used ever produced useful nanotubes. Whether the surface would be
covered in catalyst nanoparticles or only have them at speci�c growth sites, the resulting
nanotubes would either not grow at all or sprout in seemingly random locations on the surface.
The size of the grown nanotubes also proved to be multi-walled, with diameters consistently
above 50 nm, according to SEM measurements. The grown nanotubes also did not follow the
cut of the crystal substrates as stated in literature, but would instead be randomly oriented on
the surface, regardless of substrate orientation relative to the gas �ow during growth. Neither of
the two solutions used to grow catalytic nanoparticles had any e�ect on the �nal result. What
was shown to be possible however was the patterning method used for specifying the growth sites
of catalytic nanoparticles. Multiple AFM images showed that there would be a clear boundary
between the areas where particles were grown from photoresist, and areas where the resist had
been removed, with a lot more nanoparticles observed on the former. CVD growth also showed
that more carbon was deposited in the areas with nanoparticles. As such, this method showed
promise with regards to growth of carbon nanotubes at speci�ed growth sites, if the nanoparticles
could be improved for better nanotube catalysis.

Through the use of a direct-write system, a photodetector design made with chrome or
aluminium contacts was made. Two kinds of photodetectors, one made on top of an oxidized
silicon wafer, employing a gate-voltage for electrostatic doping of the nanotubes, and one made
on a quartz substrate without the gate voltage. Without grown nanotubes to use, nanotubes
were bought from mkNANO, which were exfoliated and deposited on the sample. Neither of
these designs produced any detectable photocurrent, regardless of the light source used to induce
it. Through further examination of the two designs an irregular current-voltage relationship was
found, which was ascribed to the metal-semiconductor-metal con�guration. The con�guration
can be described by thermionic-�eld emission theory. The current-voltage curves exhibited
hysteresis, which indicates capacitance and this was examined with a voltage drop and method
similar to cyclic voltammetry.
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Derivation of diffusion current A
The ambipolar transport equation is stated in equation (A.2). Taking the steady-state case in
the p-region, the equation can be simpli�ed to a di�erential equation only in space, but with a
homogeneous and a particular solution.

Dn
∂2(δnp)

∂x2
+GL −

δnp
τn0

=
∂(δnp)

∂t
(A.1)

Divided by Dn, this can be rearranged to:

∂2(δnp)

∂x2
− δnp
L2
n

= −GL

Dn
(A.2)

Where L2
n = Dnτn0 is the di�usion length, but also a convenient notation. There is a lot

of di�erent symbols and most are well known, but to make it clear, they are recited below in
short form: Dn=Di�usion constant for electrons, δnp= Concentration of excess electron minority
carriers in the p-region and τn0= Lifetime of electrons before recombination.

The homogeneous part of the di�erential equation is stated in equation (A.3) and has solutions
of δnp = A exp(−x/Ln) +B exp(x/Ln). It is required that δnp does not go to in�nity and thus
B = 0.

∂2(δnph)

∂x2
−
δnph
L2
n

= 0 (A.3)

The particular part is found from the constant terms as seen below.

δnpp
L2
n

= −GL

Dn
→ δnpp = GLτn0 (A.4)

Combining the two equations yields δnp = A exp(−x/Ln)+GLτn0. The electron concentration
at the boundary to the p-region is zero when the junction is reversed biased. Due to the
applied electric �eld shoving an excess amount of holes which recombine with the minority
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A. Derivation of diffusion current

pn

δpn δnp

Jp Jn

E-field

W x=0x'=0

np0pn0

ħω 
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ħω 

Figure A.1: A p-n junction photodetector operated at reverse bias with spacecharge layer
(W) and the density of excess minority carriers as a function of space up the vertical axis,
shown for n and p region respectively.

carrier electrons in the p-region (see �gure A.1). This means the boundary condition that
δnp(x = 0) = −np0 must be valid. Thus the amount of excess electrons can be found from
equation (A.5).

δnp = Glτn0 − (GLτn0 + np0) exp(−x/Ln) (A.5)

Similarly the excess minority carrier concentration can be found in the n-region, which yields
δpn = GLτp0−(GLτp0+pn0) exp(−x′/Lp), note that the x'-direction is opposite to the x-direction
as seen on the �gure A.1.

The current density for the steady state case of electrons at the interface can be found from
inserting equation (A.5) into the ambipolar transport equation (A.2) yielding (A.6):

Jn = eDn
d(δnp)

dx
= eDn

d

dx
[GLτn0 − (GLτn0 + np0) exp(−x/Ln)] =

eDn

Ln
(GLτn0 + np0)

(A.6)

Which can be simpli�ed to Jn = eGLLn + eDnnp0/Ln for the p-region and Jp = eGLLp +

eDppn0/Lp for the n-region. This is collectedly called the di�usion current, however the �rst
term in each of the equation is the photocurrent density and the last term is the ideal reverse
saturation current from the minority carriers.
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The total photocurrent density is stated below, including the photocurrent from equation
(3.8). Note that the reverse saturation currents are usually several orders of magnitude lower
than the photocurrent.

JL = eGLW + eGLLn + eGLLp (A.7)

The photocurrent in such a device is slow due to the fact that it stems from di�usion of
minority carriers into the space charge layer. It is assumed that there is no tunnelling. Thus the
equations only works for a relatively long photodiode, meaning that the doping is low to make
the depletion width W long.
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Derivation of thermionic emission theory B
To �nd the current from the semiconductor to the metal, an integration over all electrons with
velocities at or above the conduction band is done in equation (B.1). Assuming a Boltzmann
distribution of electron velocities and all of the added energy will result in additional kinetic
energy to the electron.

Jsc→m = e

∫ ∞
−∞

vx
dn

dE
dE (B.1)

The electron density in an energy interval is found from the density of states (gc(E)) and the
Fermi-Dirac function(f(E)), as seen in equation (B.2).

dn

dE
= gc(E)f(E) =

4π(2m∗)3/2

h3

√
E − Ec exp

(
−E + EF

kbT

)
(B.2)

Wherem∗ is the e�ective mass de�ned asm∗ = meffm0, e the elementary charge and kbT the
thermal energy. The identity between the energy and velocity is also needed, and is calculated
in equation (B.3).

√
E − Ec = v

√
m∗

2
(B.3)

The energy di�erence is the energy in addition to the conduction band. The resulting
in�nitesimal energy element is as seen equation (B.4).

dE = m∗v dv (B.4)

Combining equations (B.2) and (B.4) results in equation (B.5). The E in the exponential
function is split into Ec and the velocity term as seen in equation (B.3).

dn

dE
dE = 2

(
m∗

h

)3

exp

(
−Ec(x =∞) + Ef

kbT

)
exp

(
−m∗v2

2kbT

)
4πv2dv (B.5)

The next step is to put everything into the integral and replace v2 = v2x + v2y + v2z and the
in�nitesimal velocity element 4πv2dv = dvx + dvy + dvz. 4v2π vanishes due to the Jacobian
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B. Derivation of thermionic emission theory

determinant. This yields the integral seen in equation (B.6), where the two lines are multiplied
together. Note that the integral is evaluated at the barrier interface and thus the value for
Ec(x = 0) is needed.

Jinterface =2

(
m∗

h

)3

exp

(
−Ec(x = 0) + Ef

kbT

)∫ ∞
−∞

exp

(
−m∗v2y
2kbT

)
dvy

∫ ∞
−∞

exp

(
−m∗v2z
2kbT

)
dvz∫ ∞

vmin

evx exp

(
−m∗v2x
2kbT

)
dvx

=2e

(
m∗

h

)3(2kbT

m∗

)(
−Ec(x = 0) + Ef

kbT

)
exp

(
−m∗v2min

2kbT

)
kbT

m∗
(B.6)

Here vmin is the minimum velocity to pass the potential across the n-type region, m∗v2min/2 =

eφn. The current contributions from the velocities in the y and z directions will be equal as
seen in equation (B.7), and the exponential function will be zero for the in�nity limit, yielding
no contribution from that.∫ ∞

−∞
exp

(
−m∗v2y
2kbT

)
dvy =

∫ ∞
−∞

exp

(
−m∗v2z
2kbT

)
dvz =

√
2πkbT

m∗
(B.7)

The Richardson constant is a collection of constant terms in the equation, but is di�erent with
respect to the e�ective electron mass of the speci�c semiconductor, stated below in equation
(B.8).

A∗ =
4πm∗kb
h3

(B.8)

Now taking φn = φi − Va = φb + (Ec(x = ∞)− EF )/e− Va, the current from the metal to the
semiconductor can be written as in equation (B.9).

J = A∗T 2 exp

(
−φb
kbT

)[
exp

(
Va
kbT

)
− 1

]
(B.9)

This equation is similar to the standard diode equation and varies exponentially with the
applied voltage and the height of the Schottky barrier. The −1 term is added for the current
�owing in the other direction than the applied bias. Doing the same calculations again, but
setting Va = 0, will still be dependent on the barrier height and yield a −1 to make sure the
current goes to zero when there is no applied bias, assuming that the e�ective mass does not
change over the barrier.
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Additional current-voltage data C
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Figure C.1: 20 µm separation, aluminium.
Disharge after 200 nA.
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Figure C.2: 20 µm separation on aluminium,
before and after heating.
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Figure C.3: 15 µm separation on chrome.
100 nA maximum current.
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Schottky barrier height from current-voltage

curve D
Several methods exist to �nd the height of a Schottky barrier, where many of them require some
theoretical modelling to �t certain parameters and advanced measuring equipment. However a
few method involves only the current-voltage curve.

First method

Assuming all the current going though is thermionic current and thus no tunnelling current,
which is a good approximation for Schottky barriers with a wide depletion region, the equation
for thermionic current can be used. This is seen in equation (3.6). The equation can be modi�ed
to give equation (D.1). If voltage is set to zero, and the electrical area, temperature and the
Richardson constant are known, the barrier height can be found. Knowing the exact electrical
area is very di�cult however, and thus this is not a very accurate technique.

φB = −
log[ Idark/area

T 2A∗(1−exp(−qVa/kBT ))
]

kBT
(D.1)

Second method

The second method involves the same approximations as the earlier one, but involves an Arhenius
plot to �nd the barrier. The saturation current can be written as in equation (D.2) by again
modifying the equation for thermionic current, where the voltage is again set as zero.

log(
ISat
T 2

) = log(areaA∗)− qφB
kBT

(D.2)

By plotting log(Isat/T
2) up the y-axis and 1/T on the x-axis while measuring Isat at di�erent

temperatures, an Arhenius plot can be made. At the intersection with the y-axis or at T →∞,
log(areaA∗) can be found and thus this technique does not require the knowledge of the electrical
area or the Richardson constant. The slope of the curve on the Arhenius plot is then equal to
−qφB/kB. The di�culty of this technique is to measure at enough temperatures to get the exact
curve of the Arhenius plot.
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Capacitance E
For this thesis two di�erent methods have been used to determine the capacitance of the samples
described in section 6.3.

The �rst method

The four point probe system previously described, is used to put a constant current through the
sample for eg. 60 seconds. After this it is turned o� while the voltage is measured. A build-up
of voltage can be seen in the �rst seconds and then a voltage drop is seen when the current is
turned o�. As the equipment needs to stabilise, the discharge has been used to determine the
capacitance from equation (E.1). [72]

V (t) = V0 exp(− t

RC
) (E.1)

Where R is the resistance, t the time, V the voltage and C the capacitance. Speci�cally once
the resistance is known, the capacitance is found by taking an exponential �t. The coe�cient
inside the exponent is then divided by the resistance.

The second method

The second method uses the IV-curves along with a timer to determine the capacitance. This
method is known as cyclic voltametry by physical chemists. By changing the scanning speed, a
di�erence in hysteresis can be seen on the curves. The idea is to calculate the capacitance with
a di�erent method to verify the �rst result. The formula can be seen in equation (E.2). The
technique with withdrawing the two measurements from each other is that the capacitance is
dependent on scan speed and direction of the bias voltage while the resistance is not. Numerical
di�erentiation is used to calculate dV/dt and the current is interpolated at speci�c voltages that
correspond with dV/dt. [72]

C =
Ia − Ib

dVa
dt −

dVb
dt

(E.2)
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