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Introduction

The human sensory system has been the research objectiveafgr studies in the past centuries, an effort which
probably will continue in the forthcoming centuries as wet order to learn more about the sensory system, very
different research techniques has been applied, such akqgsyysical, electrophysical, medical imaging, and histo
logical/anatomical.

One part of the sensory system which have received muchtiattea the pain system. The research have been fo-
cussed on many areas including, visceral, dental and ctar(gkin) pain. Cutaneous tissue have often been used in
pain models partly due to the easy stimulation of cutaneiessé.

A great part of the research has been focussed on the abiittgenahd disorders which can occur in the nociceptive
sensory system, including lack of sensation or sensatian gifmulus when no stimulus is present. This includes
painful sensation occuring either when no stimulus is presar when only a low-intensity, innocous (not tissue
damaging) stimulus is present. Such painful sensatioggnaite from neural disorders in the sensory system (e.g.
neuropathic pain [Merskey et al., 1994]). Discussing abrampainful sensations two definitions should be know,
hyperalgesia and allodynia. Hyperalgesia, is a excesssponse from a stimulus which is normally painful [Merskey
et al., 1994]. Allodynia is a painful sensation from a uspathpainful stimulation [Merskey et al., 1994], see figure
1.1.

In addition to hyperalgesia and allodynia which both ocoualbnormal subjects, central and peripheral mechanisms
exist which alter the sensation of the stimulation in bothainal and normal subjects. Sensitization causes inalease
response to a prolonged or repeated stimulus, and it carr both peripherally and centrally [Raja et al., 1999].
Sensitization is referred to as the physiological paratidhe psychophysical term hyperalgesia [IASP, 2009]. The
opposite is called habituation. Meaning a decreased ragptora repeated or prolonged stimulus [Dimitrijevic et al.,
1972]. During habituation the sensation can be retrieveiddrgasing the stimulus intensity or frequency [Dimitrije
vic etal., 1972].
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The conducted pain research has also provided insight orthwest of sensory system works and vice versa. One
very useful of such research is Quantitative Sensory Tg$@ST).

HYPERALGESIA
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innocuous noxious
STIMULUS INTENSITY

Figure 1.1: The figure illustrates the difference between allodynialayypkeralgesia. Allodynia is a painful sensation
to a usually painless stimulation. Hyperalgesia is exgesgsponse to a normally painful stimulation.
Found in [Cervero and Laird, 1996].

1.1 Quantitative sensory testing

QST is a generic term ranging over techniques to determipeli@order or abnormalies in the sensory nervous sys-
tem, including pain. QST studies can be used on differestigigypes, however, most often it is the skin which is
being stimulated. This thesis will solely focus on cutangtoaulations.

QST incorporates a range of different stimulation modagisuch as mechanical including tactile and vibration stim-
ulation; thermal - warm and cold; and chemical - e.g. injegttapsaicin to evoke pain or hyperalgesia in the skin.
See table 1.1 for an overview of modalities used in pain resesnd the properties of these modalities. The different
stimulation modalities are, among other things, used sineg correspond to different fiber population and sensory
pathways, thermal and painful sensations are conductetthivily myelinated afferent (8) and unmyelinated fibers
(C), via the anterior spinothalamic tract [Martini, 2004iéandel et al., 1991a]. Whereas tactile sensations are con-
ducted via medium size afferent@Avia the posterier column pathway [Martini, 2004a] [Kandedl., 1991a].

QST is a psychophysical technique since the patient or sulgaequired to report the intensity of the sensation
evoked by the stimulation e.g. above or below sensationiortheeshold. QST is used both in clinical and research
settings [Shy et al., 2003]. QST can be used as a measuréef diagnosing a neural disorder or monitoring the
progress of one [Shy et al., 2003].

A review by Shy et al. from 2003 concluded that QST as clinical should not yet be the sole criterium on which a
diagnosis is found, however, QST could often contribute déagnosis combined with other techniques, such as skin
biopsies and medical imaging techniques. The authors eldewed the application of QST in many scenarios both
clinical and research, with varying stimuli, to review iensitivity and specificity.

As mentioned QST can, besides being a clinical tool, be agti research, investigating the sensory system.
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Electrical Thermal Pressure| Ischaemic| Cold pressurg Chemical

Requirement Pulp Skin | Contact | Radiation

Fast onset v v ? v ? - - ?
Fast offset v v v - - - - -
Natural - - v v v v v v
Repeatable v v - - - - - ?
Objective - v v v ? ? ? ?
Severe, constant ? ? ? ? ? v v v
Few afferents v - v v - - - v

Table 1.1: The table displays the requirements met by different stthoh modalities used in QST studies. The
modalities listed, are electrical stimulation, includidgntal pulp and skin stimulation; Thermal stimu-
lation, including contact and radiation (non-contactgdaure; Ischaemic; Cold Pressure; and Chemical.
The columns of highest interest in this thesis are the thiemmodalities. Adapted from [Gracely, 1999]

1.1.1 QST - threshold detection

The methods applied for conducting QST differs betweenasths can be seen in the discussion above. Including
those used to determine thresholds, which is a central p&$ad studies.

The threshold detection can be done in several ways, worthioméng are the method of limits, the method of levels,
the method of constant stimulus and the method of adjustfSéntet al., 2003] [Gracely, 1999].

In the method of limits the subject must report whenever rawdttion reaches a threshold either detection or pain
threshold. This method can incorporate both ascendingsmetheling trials, i.e. in pain threshold detection the sttbje
will report when a increasing stimulus becomes painful oewh decreasing stimulus no longer is painful [Shy et al.,
2003] [Gracely, 1999], see figure 1.2 (left), increasingiisity.

In the methods of levels the stimulation is kept constanb@teasing or decreasing levels, and the subject or patient
must then report the intensity of the sensation at each [&gl et al., 2003], see figure 1.2 (right). The method is,
in a slightly different setup, referred to as the method ofstant stimulus, where the order of stimulus intensities ar
randomised [Gracely, 1999], see figure 1.2 (right). The wettf levels can also resemble that of staircase stimulation
see figure 1.2 (middle).

Finally in the methods of adjustment the subject is instd¢b adjust the stimulus intensity to a certain threshad e.
detection or pain threshold [Gracely, 1999].

Since QST is psychophysical study the sensation intensitated by subject. This is typically done on a Visual
Analog Scale (VAS), which is numeric scale typically betw@eand 10. In most pain studies, which do not investigate
subthreshold sensations, the VAS scale is anchored as @ 'hé¢arPain” and 10 is "Maximum imageable Pain". Since
VAS is a subjective measure, some things must be considened wsing it. Most subjects will try and fill the
scale’ during tests, this will cause a problem with repeati&dulations where an individual subject may rate the same
sensation differently [Gracely, 1999].

Gracely (1994) also suggest treating the subjective pamrasitidimensionel sensation. This implies not only the



Introduction

pain sensation itself but also how the pain alters the emalistate of the subject. However, this thesis will focus on
pain as solely one dimensionel, since most psychophysiadies only uses this, as an example see the next section.

Method of Limits Method of levels Method of constant
22 A 22 A 2> A stimulation
= [ = B = 0
ES ES ES
nE £ T hE
I e >
Time Time Time

Figure 1.2: The figure illustrates different methods of threshold diédec The method of limits utilizes an increasing
(or decreasing) stimulus intensity, the subject must rdtengver the intensity becomes higher or lower a
certain threshold depending on the test being made. Theoa@thlevels uses increasing or decreasing
levels of stimulus intenties during which the subject muade rthe sensation evoked. The dotted line
shows how the methods of level resemples a staircase sionuldhe methods of constant stimulus uses
constant stimulus levels and randomised orders to whichuhgct must rate the sensation evoked.

1.1.2 ’Offset analgesia’

One example of a slightly different QST study is a study itigeding so called offset analgesia, a phenomenon first
defined and named by Grill and Coghill in 2002 [Grill and CdQ2i002] and reproduced by other authors using the
same term to define this phenomenon [Derbyshire and Osb608]2 Subjects are instructed to report their pain
rating on a 0-10 VAS scale (Visual Analog Score) to a therrtielidus. Offset analgesia occur when the intensity
of a noxious stimulus is slightly decreased, leaving thestis intensity still above pain threshold. The change of
perceived sensation reported by the subject is disprapwitto the actual change in stimulus intensity. The deereas
in VAS score reported is up to 271 % larger than the actualedeser in stimulus intensity [Grill and Coghill, 2002].

So far no exact reason for the phenomenon has been desdridyeeer, some researchers believe that "... an active
analgesic mechanism may be engaged during the terminati@doction of a noxious stimulus." [Grill and Coghill,
2002] and itis not mediated by mechanism different from laathption or habituation [Derbyshire and Osborn, 2008].
The central inhibitory mechanism, which most likely affeand possibly causes offset analgesia may be used to in-
vestigate some of the mechanism of chronic pain [Grill angt@lg 2002], and therefore possibly help to provide new
methods to relieve and treat chronic or neuropathic painddace from fMRI studies indicate that offset analgesia is
mediated by inhibitory centers found in the region of theigaezductal grey and rostral ventromedial medulla [Der-
byshire and Osborn, 2009], areas known to be involved inbitdry mechanisms [Derbyshire and Osborn, 2009].
Grill and Coghill suggested that offset analgesia might &ls a mechanism to increse the temporal contrast of the
painful stimulus, meaning that any change in intensityeragould be detected [Grill and Coghill, 2002].

Yelle et al. (2008) further investigated whether it was plble that offset analgesia is a temporal mechanism to in-
crease the contrast of stimulus intensity [Yelle et al.,806urthermore they investigated whether offset anagissi

a purely temporal mechanism or it has spatial propertiesedls Whis was done by testing if applying two simulate-
neous painful stimuli, and then lowering the intensity of@m both. First both painful intensities was lowering td tes
whether the offset analgesia created was significantlemifft that the offset analgesia which can be produced with a
single stimulus [Yelle et al., 2008]. Second it was testectéfating offset analgesia at only one stimulus site would
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affect the pain rate at the other stimulation site. Yellele{2008) found that offset analgesia includes both tempora
and spatial mechanisms, since offset analgesia at oneosité modulate the sensation at another [Yelle et al., 2008].
Based on their findings they concluded that offset analgssiacentral mechanism for better temporal contrast per-
ception. Furthermore, they foreseen that further knowdeatyput this phenomenon may lead to better understanding
and possibility treatment of pain disoders [Yelle et al.0&pD

1.2 Stimulators in psychophysical studies

To conduct thermal QST studies or offset analgesia studigtas to those seen in the litterature [Grill and Coghill,
2002] [Yelle et al., 2008] [Derbyshire and Osborn, 2008] omast utilize a thermal stimulator. In the past many
different types of stimulators have been used, two mainogadhties exist contact and non-contact stimulator. Contact
stimulators is typically of the Peltier type, where a tramset is either cooled or heated based on the current sent
through it. One such device is the CHEPS Medoc system whistbban used in several studies [Grill and Coghill,
2002] [Yelle et al., 2008] [Derbyshire and Osborn, 2008]d@ovsky et al., 2008], this system utilizes the Peltier
principle and has a built-in temperature control, whichtbélae skin to a desired temperature and maintains it at that
level. During the stimulation the temperature can be insgdar decreased as desired.

Non-contact stimulators are typically radiant heat fromirdgrared lamp. This principle has been modernised and is
used in lasers, which also are used for non-contact stimongfGracely, 1999]. Contact probes posses a number of
disadvantages most importantly the fact they not onlytgbiainful thermal, but also slight tactile sensations. Besi

this the rise time of such often contact probes are typicaliye low (in the magnitude 10%C per second) [Granovsky

et al., 2008], whereas lasers are able to heat with a muclehiige time, e.g. C®lasers can give rise time in the
magnitude of 1000C per second. The SMI (Center for Sense-Motor Interactian) [ab has for several years applied
lasers as a thermal stimulator for pain and tactile resdammndt-Nielsen and Chen, 2003].

1.3 Lasers as a thermal stimulator

The use of lasers in both medicine and biomedical researsinbeeased during the past three decades [Welch and
van Gemert, 1995a]. Several types of lasers have been uiedifférent optical properties. Especially infrared lase
have been used due to their ability to deliver large amouiésergy in very short time. Such properties are useful
as a surgical tool and in research as a method of deliveririghaihtensity noxious stimulation. The infrared laser
used range from near-infraredt{um) to far-infrared lasers«{10um). The optical properties of such laser depend on
their wavelength, near-infrared laser such as the diode tgpically have longer penetrations depth, than farairgd
lasers such as the GQaser.

When using lasers as a method of delivering a noxious stismalost researchers simply deliver a short high powered
burst of energy to the skin increasing the temperature ab@egtain threshold (4%3C [Treede et al., 1995]) so noci-
ceptors are activated. The @@ser has the advantage of delivering extremely high ansoafrénergy, furthermore
the CQ laser has very short penetration into the skin, causingribegy from the laser to be absorbed very superficial
in the skin, not damaging any deeper structures. Howeveh ksers does not have a temperature control system,
which controls the target temperature. Instead you onlytrobthe intensity of the laser output (Power (W) of the
emitted light). This means that without such control theetascan easily create skin injuries and stimulate either
more or less intense than intended. In fact skin injuriesrttadeen a rare scenario in the early pain research using
lasers [Granovsky et al., 2008].

Using lasers as a thermal stimulator instead of contactgsrbbve another advantage. The size of the stimulation site
can be varied using lasers, and the stimulation site cadlyalpé moved to different sites of the skin using a scanner
head. This opens the possibility for conducted psychoghystudies which are impossible to do with contact devices,
such as graphesthesia [Mgrch et al., 2008]. Furthermaewili give an opportunity to conduct further examina-
tion of the mechanism behind psychophysical conditionsstaldnhibition [Quevedo and Coghill, 2007]. One place
where lasers might have a disadvantages compared to CHER®sls the lack of non-contact cooling. Meaning all
cooling after laser stimulation will be passive, caused &gthransport into the surrounding tissue.

To sum up, lasers as thermal stimulators offer both advastagd disadvantages. The advantages include higher
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temperature rise rates, and the possibility to vary the®btmulated skin area. The disadvantages include thaslaser
offer no means of active cooling, meaning only heat studigshe performed and the temperature fall rates will be
lower than that of contact probes; and commercially avéélédser systems does not offer temperature control during
the stimulation.

1.4 Laser control system

A control system which can control the laser to heat the skandesired temperature but also control the skin tempera-
ture within narrow ranges will provide the possibility tormhuct new both electrophysical and psychophysical studies
Especially quantitative sensory tests require very atewtamulus paradigms and so does does offset analgesia, sin
the analgesic effect occur when the temperature is lower&tl The laser can be controlled by measuring the skin
temperature and subtracting this from the desired temperahus determining the error. Based on the error the laser
is controlled, so called close-loop control [Haugen, 1984&nklin et al., 1994], see more in appendix B.

So far offset analgesia has only been reproduced using aostienulators [Grill and Coghill, 2002] [Yelle et al.,
2008] [Derbyshire and Osborn, 2008] [Derbyshire and Osh28®9], if offset analgesia can be evoked by using
temperature controlled laser stimulators, this will irage the flexibilities and possibilities in similar psychggical
studies. E.g. due to possibilities of rapidly varying theesdf the stimulation area and location. This could increase
the possibilites of expanding by the existing work on thetisbaomponents of offset analgesia, such as [Yelle et al.,
2008], investigating how different spatial stimulatiomr@digms can modulate the analgesic effect.

For the reasons listed above, it is proposed to develop acantact system to thermally stimulate the skin. This
system is intended for use in psychophysical studies andlaoti®f using a non-contact stimulator in studies, which
previously only were possible using a contact stimulatbie @ieveloped system should be able to elicit purely thermal
sensations without touching the skin and control the skimpierature to exact levels.

1.5 Aim

The sections above lead to the following aim for this thesis.

The development of a temperature controlled non-contaehihl stimulator to conduct psychophysical studies.

This includes the development of a system to monitor and taiairskin temperature during infrared radiation. The
developed system is intended as a different way of condystindies which previously only was possible using a
contact heat evoked potenial stimulator (CHEPS), such fastadinalgesia studies. It will be investigated whether
lasers with their advantages and disadvantages, is abtettusd For the developed system to be a succesful, it must
be able to evoke similar results seen as with contact stionslaAs a measure of this, the possibility of evoking offset
analgesia [Grill and Coghill, 2002] will be used as refei@nthe system must be able to make repeatable stimulations
in different subjects.

Since the system will be used to evoke offset analgesiadtieracy of the system be higher thafC. The accuracy

is defined by two parameters; first the mean temperature &steady state and the fluctuations during steady state.
Steady state meaning when the controller output has reazlséeady level, in response to a certain set point, and
the mean controller output does not increase or decrease difference between mean temperature during steady
state and the desired temperature should not be greate®tha@, meaning less than 10 % of the step size used to
evoke offset analgesia. The second parameter is the sizeydemperature fluctuations during steady state. Since
some error sources are expected, such as movement of thdagiom area, and varying levels of blood flow, some
fluctuation must be accepted. The fluctuations is allowedtttwlice the size of the steady state error (@C2 so the

skin temperature will oscillate around the desired tempieea

In previous offset analgesia studies different rise rateieeen used ranging fronP& per second [Yelle et al., 2008]

to 30°C per second [Derbyshire and Osborn, 2008] [Derbyshire asteb@, 2009]. In this thesis the goal for the
rise time is set to 5C per second. In some QST studies using the determinatioraifgain threshold is done by
contionously increasing the temperature at a fixed rate €Y, 2003], therefore the system should allow the user to
change the heating rate.

Since the system will be used for psychophysical studiesrerping technique must be used, and to ease data analysis
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the pain rating should be recorded simultaneously alongstinulation parameters, such as desired skin temperature
actual skin temperature, and so on. For this reason a custu® WAS scale is used, which gives a voltage outputin
the range 0-10 volts corresponding to ratings of 0-10.

In order to prevent skin damage, the control system shoedgmt the temperature becomes too high, if the this occur
the system should shut down the laser. In fact if the skin taipre becomes unrealistic cold, the laser should be shut
down as well, since this could indicate that the body pardpstimulated has been moved, or that the skin temperature
measurement is corrupted.

The development should aim for highest possible temposalugion, which the used hardware allows.

When controlling a process, such as temperature, thereishthnge of overshoot. During heating overshoot will
cause the temperature to exceed the steady state value befting. High overshoot could e.g. produce slight offset
analgesia, due to the decreasing temperature until steatlyis reached. The overshoot should be limited to the
same magnitude as the steady state oscillations®@).2The settling time after any overshoot be short (< 1 sezond
meaning the overshoot should only persist for that periddreehe controller settles at a steady level.

The developed system must be implemented on a Laptop andaheasy-to-use graphical user interface (GUI). On
the GUI all relevant settings must be editable, includingngtation parameters. The stimulation is solely contblle
via the GUI, except the stimulation site which is done by mgwhe bodypart being stimulated.

1.5.1 Specification of requirements
Below is found a list of requirements which the developedesysmust fulfill
e Measure the skin temperature
e Maintain the mean skin temperature within 0 of the desired temperature
e Steady state fluctuations less than 022
e Ability to evoke offset analgesia
e Record intensity rating from subject
e The highest possible temporal resolution (less than 1 s§con
e Limited overshoot (< 0.2C), in the same order as any steady state fluctuations
e Short settling time (<1 second)
e Temperature rise time of 8 per second
e Controllable heating rate (set 0*& per second)
e Preventtissue damage, shut down laser if skin temperattoe ihigh or too low

e Implement a GUI for easy use

1.6 Rationale

When developing a controller it is very useful to have a detdknowledge of the process being controlled [Haugen,
1994] [Franklin et al., 1994], in this case laser heatindhefgkin. This knowledge can be expressed as a mathematical
model which describes how e.g. changing the laser powerchidinge the skin temperature. Depending on the
controller principle (open- vs. closed-loop) such a model be a neccesity. A mathematical model also gives the
developer the possibility to test a controller before ingplemented.

The thermal stimulation principle of contact stimulatofagly simple, the probe is touching the skin, and according
to the zeroth law of thermodynamics the thermal energy veiltbnducted from the probe into the skin (if the probe
is warmer than the skin) and via conduction transporteddatlons of the heat sensitive nociceptors. However, when
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using lasers, the energy from the stimulator is not absogpdtle surface and conducted from there. Instead the
photons from the lasers will penetrate into the skin wheegptiotons either are scattered or absorped. The number of
scatterings before the photon is absorped depends on tletamgth of photons.

Depending on the number of scatters before the photon igpd$omodelling the heat source can be done using a
simple analytical expression, if the photon is more likadybe absorped before any scattering occurs; otherwise a
more complex model, such as the Monte Carlo random walk ndethast be used.

Besides developing a mathetical model for the controlletess, it also important to know some physiological and
anatomical parameters, such as receptors depth. Thergferaodel must also provide the means the investigate this.
If the developed model is sophisticated enough this canvestigated based on the model.

Some studies have investigated the laser skin interactimyud D models [Bromm and Treede, 1983] [Treede et al.,
1995] [Al-Saadi et al., 2006]. But in the long run the develdsystem will be used for different studies including
some investigated spatial properties and sizes of reeefigids, therefore, the developed model must be applicable t
support this further development of the system.

The developed model must be validated through experiméigkd. Through such trials it must be investigated how
the temperature at the skin surface is related with the §ensaeported by the subjects in different skin type.

Based on existing litterature which have used the @Ser in pain research as a method of noxious stimulatiolmeof t
skin [Bromm and Treede, 1983] [Treede et al., 1995] [Treddd.e1998] [Granovsky et al., 2008] [Arendt-Nielsen
and Chen, 2003] and the fact the heat source can be modeitegdausimple analytical expression this laser type will
be used to develop the model.
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Figure 1.3: The figure illustrates the structure of the rest of this theafter this introduction an analysis will be made
to invesigate the thermal properties of the skin duringrlaeulation, developing a mathematical model.
Based on this analysis the system will be design and implesdeiThe developed system will be tested,
including investigating whether offset analgesia can luked. Finally the thesis will be summarised and
the results discussed.

In the next chapter a detailed model of the laser skin intenaavill be developed. Based on the model it will be
investigated how the skin temperature changes during &iseulation, how the heat is transported into the skin, and
how deep the heat sensitive nociceptors are found in the skin
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As stated in the previous chapter a study must be conducfecettbe development of the system can begin, (section
1.6). This study will focus on the development of heat transgfiodel for two main reasons; first to investigate how
skin temperature increases during laser stimulation. i@etminvestigate the physical and anatomical aspects tehin
laser stimulation of the human skin, including the sensatéported by subjects exposed to laser stimulation.

First a brief discussion of exiting models is made and thearawhy such models are inadequate. Then a new model
is developed, validated and based on the model the invéstigdisted above are performed. Finally a conclusion
sums up this chapter, and the result to be used in the furgstera development.

2.1 Existing heat transfer models

As mentioned the penetration depth of the emitted laset tighends on the wavelength of the photons. Infrared light
form CQO, lasers has a very short penetration depthi(@0), causing most of the energy to be absorbed in the upper
layer of the epidermis [Bromm and Treede, 1983] [Brugmara.efi991]. Since the nerve endings of heat sensitive
nociceptors are located deeper than the light from a @8er penetrates, the thermal energy must be conducted into
the skin to activate these nociceptors. Tillman et al. (3J9®&stigated the nociceptor depth of C fibers in monkeys
and found the average to be 2@ in hairy skin. Therefore part of the delay in the transdutprocess leading to
action potentials in nociceptors, must be due to conduetahthe thermal energy through the most superficial skin
layers.

In order to predict the temperature at different depths etdly a laser stimulus, mathematical modeling is an option.
Previously simple 1D heat transfer models have been usethi®{Bromm and Treede, 1983] [Brugmans et al.,
1991] [Treede et al., 1995] [Al-Saadi et al., 2006]. HowevbAose models did not incorporate different thermal
properties of the different skin layers e.g. epidermis agiis [Bromm and Treede, 1983] [Brugmans et al., 1991].
Furthermore, the 1D models only predicted the heating thr&éelow the center of the laser beam. Theoretically, a
small beam width 1 mm) might not even activate any nociceptors. Since theatain threshold is not reached

if the temperature at the location of the nociceptor is taw because the energy is absorbed in between nociceptors.
Instead a model should incorporate the spatial profile obteem. Furthermore, the model must allow investigation
of the spatial dispersion of the heat both perpendicularpardllel to the skin surface, as mentioned in section 1.6;
for these reasons 1D models are obsolete.

Some 2D axial and 3D models exist [Verhey et al., 2003] [Gshankar et al., 2004], but these models were developed
for other purposes than pain stimulation, for instance gméwon of tissue damage or ablation of malignant tumors
[Verhey et al., 2003]. The model developed by Verhey et &008) incorporates an interstitial heat source and this is
modelled very different compared to a radiant heat soungels as lasers. Furthermore, this and other models treat
the skin as one bulky tissue with similar thermal and optizaperties in the entire skin. Assuming this similarity is
not correct [Wilson and Spence, 1988] [Jiang et al., 2002}§Gshankar et al., 2004] [Seteikin and Krasnikov, 2006].
However, some techniques proposed by Verhey et al. (2008peaised as inspiration in the model development,
such as the method of solving the model and applied softwats {COMSOL Multiphysics and Matlab).

The objectives of this preliminary study were to develop adelmf the temperature distribution in the skin and
subsequently to investigate the temperature distribuatodifferent depths. Secondly to investigate the cormahati
between the predicted temperature and the pain intengtyrted. To simplify the controller design based on the
model the developed model it would be appropriate to usevaoé&which allows the developed model to be combined
with controller developing software, such as Simulink.
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2.2 Finite element model development

The bioheat equation first proposed by Pennes in 1948 (E{jis2ritended as a way of describing heat transport in
biologic tissue. Therefore, it is a very suitable to basddker-skin model on.

3T (r,1)
“at

= V(kvT(r,t)) + ppCoWp(Tart (r,t)) — T(r,t) + Q(r,t) (2.1)

[Pennes, 1948]

T is the tissue temperatureis time, p is the tissue density, is the specific heat capacity of the tisskes thermal
conductivity,wy, is the density of the blood, is the specific heat capacity of bloag, is the tissue average volumetric
blood perfusion,Tyt is the temperature of the arterial blood, a@ds the heat source. Ignoring any temperature
changes due to perfusion this reduces to Eq. 2.2

c%ﬁ’t)—v(va(r,t)) =Q(r.t) (2.2)

The simplified model (Eq. 2.2) is easiest to solve nhumesicallhis was done by finite element modeling (FEM,;
COMSOL multiphysics, Stockholm, Sweden). COMSOL multipicg was used for several reasons. First, other
authors have used the software in similar problems [Vertial.e2003]. Second, due to COMSOLs ability to be
combined with Matlab including the fact that a numerical mlazhn be exported to Simulink and used in the controller
design.

The numerical model was created using a 2D axial symmeieametry. The model is comprised of two vertical
rectangles placed on top of each other each representidgreps and dermis respectively, see figure 2.1. The
temperature chang@&T{) was normalized setting the initial temperature change®@,dgnoring any phase changes.
The temperature of the lower boundary is kept constant aihitial temperatureAT = 0 °C). The upper boundary
(the skin surface) is set as thermally insulated, ignorimgteeat transfer into the adjacent air.

Due to different thermal properties of the epidermis andrdgrsee table 2.1, the thickness of epidermis was measured
in order to create a model with accurate geometry. The epidehickness of each subject was measured at two skin
sites on the left volar forearm and two sites on the left patimgia Derma scan, high resolution (25x60) ultrasound
scanner (50 MHz) [Cortex technology, 2007]. The sites whesed prior to the assessment.

To validate the model experimental trials will carried osing a CQ laser, thus the characteristics of this laser was
entered in the model. The spatial beam profile of the lasemaieled as Gaussian. The light absorption in the tissue
is modeled using Beers law, which is a good approximationnasing a high absorption source like the £@ser.
Combining these conditions, the heat souf@és modeled as outlined in Eq. 2.3j,fs the laser power setting is

the absorption coefficient of the tissue (50000%n z is the depth from the tissue surfaceis standard deviation of
the Gaussian beam profile equal to 2.85 mm for the used lakerthEBrmal constant and geometry used in the model
is found in table 2.1 and figure 2.1.

Constant Epidermis Dermis Unit

p (density) 1200 1200 kg/m®

c (specific heat capacity 3600 3800 | J/(kg*K)

k (thermal conductivity) 0.21 0.58 | W/(m*K)

Thickness Hairy: 49.6 1000 pm
Glabrous: 133

Table 2.1: The table displays the constant used in the Finite Elememtdiidrhe density, specific heat capacity and
thermal conductivity were found in Wilson and Spence (1988 thickness are based on high resolution
ultrasound scans.



2.3 Model validation 13

Thermal insulation

Epidermis
49.6 um (hairy skin) p (density) = 1200 kg/m?
133 pm (glabrous skin) c (specific heat capacity) = 3600 J/(kg*K)
k (thermal conductivity) = 0.21 Wi{m*K)
>

j= : | =
@ Dermis ie;
= o
B z
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et . E
1 mm < p (density) = 1200 kg/m? =
¢ (specific heat capacity) = 3800 J/(kg*K) |'E

k (thermal conductivity) = 0.58 W/(m*K)

Constant temperature — 0 °C

10 mm

Figure 2.1: The figure illustrates the geometry and general model ggstiim Finite Element Model. The geometry is
comprised of two rectangles (subdomains) the upper carrelipg to the epidermis, and the lower to the
dermis. The thermal properties of each subdomain can bes¢ea figure. The boundary conditions of
the four boundaries is also seen. The thermal constantsfauane in Wilson and Spence (1988).

—r2

QUF 1) = RabeXH —Ho2) —7—exH 505) (2.3)

In order to validate the model a number of subjects was tegtexlwas carried out as a scientific experiment.

2.3 Model validation

2.3.1 Subjects

Sixteen healthy subjects (age range 23-34 years, 9 femalemles) participated in this study. Informed written
consent was obtained from all subjects in accordance wéhHblsinki declaration and approval for the study was
obtained from the local ethics committee (N20080026).

During the experiments the subjects were seated on a chirthir left hand and forearm placed flat on a table
with the volar forearm perpendicular to the laser beam. Thigest and investigator wore protective goggles for the
duration of the experiment. An inter-stimulus interval eleominute was used to ensure sufficient cooling of the skin
between stimuli.
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2.3.2 Laser stimulation, infrared recording and subjective pain rating

Heat stimuli were produced by a Synrad Firestar 100 W, @@avelength 10.um) laser controlled by a Synrad
UC-1000 control box, and a custom made Labview (Nationdtlmsents, Austin, Texas, USA) application. The laser
power was calibrated before each experiment. Two outpuepdevels were used, 1W and 5W. Five stimulation
energies were applied by varying stimulation duration amterisity; 0.2J (1W, 0.2s), 0.4J (1W, 0.4s), 0.6J (1W, 0.6s),
0.8J (1W, 0.8s), and 0.6 J (5W, 0.12s).

An infrared camera (Thermovision 900, Agema Infrared syst®weden) continously monitored the skin temperature
(30 Hz frame rate). A 1x1 cm aluminum square was placed onkimeasljacent (approx. 5 cm from the stimulation
site) to the stimulation site for spatial calibration in th&ared recordings.

The volunteers were instructed to press a button as soolyagasation was felt, to give an indication of the latency of
the transduction process. Furthermore, the subjects wstreicted to rate the pain intensity from the laser stinnhat
on a Visual Analog Scale (VAS) anchored by '0’ as No sensatiras Pain threshold, and 10’ as Maximum pain.

2.3.3 Experimental protocol

A total of four stimulation sites was used; two in hairy skimthe volar left forearm; and two in the glabrous skin of
the left palm. The order of stimulation sites was randomirealbalanced way so no site was ever stimulated at two
consecutive stimulations. A single stimulation paradigicluding all four stimulation sites. In each paradigms the
energies of the 1 W stimulations were randomised. In the 5 Y&di@m no randomisation was made. Each of the 1
W paradigms were tested 8 times, meaning a total of 32 stilonk& Each of the 5 W paradigms was tested 4 times,
meaning a total of 16 stimulations. For overview see tatfte 2.

Repititions at each site| Hairy | Glabrous
Site number 1&2 3&4
0.2J (1w, 0.2s) 2 2

0.4 J (1w, 0.4s) 2 2
0.6 J (1W, 0.6s) 2 2
0.8J (1w, 0.8s) 2 2
0.6 J (5W, 0.12s) 4 4

Table 2.2: The table displays the experimental protocol used. Eaahugiion at 1 W was delivered twice at each
site. Meaning a total of 4 stimulations in hairy skin and 4nstiations in glabrous skin, and a total of 64
stimulations. Each stimulation at 5 W was delivered 4 tintesagh site, meaning 8 times in hairy skin and
8 in the glabrous skin, and a total of 32 stimulations.

2.3.4 Data analysis and statistics

Spatial surface temperature profiles at the center of thrufdtion sites were obtained from the thermographic images
starting 1 s before laser onset and lasting for 11 s. The teatyre profiles were normalized to the surface skin tem-
perature at the stimulation site 1 s before laser onset. Iidedace temperature profiles, including a 95 % confidence
interval, were calculated for each stimulation paradigm fom each skin type (glabrous or hairy) and compared to
results from the FEM model.

To compare the model and the mean experimental data; themaaxtemperature profiles were tested for correlation.
The correlation coefficients between the reported VAS saotemodeled temperature at all depthgufd step) were
calculated to estimate the depth of the heat sensitive eptocs in different skin types.

Differences between pain intensities and response lasbeitween skin types were assessed using a non-pairgd t-tes
since not all stimulations could be rated by the subjectjltieg in unequal sample sizes.

All results are presented as mearone standard deviation (SD).
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2.4 Experimental and modelling results

2.4.1 Sensations and latencies reported

The reported sensations in the glabrous skin were gendoaligr than in the hairy skin (Tables 2.3 and 2.4). A
non-paired t-test comparing equal stimulation energieswed that the differences were significant for stimulation
energies above 0.2 € 0.05). At the 0.2 J energp,was 0.81.

Skin type Glabrous skin (site 1 & 2)

Duration (sec) 0.2 0.4 0.6 0.8
1W VAS 0.4+0.48 | 0.43+0.67 | 0.66+0.92 | 1.15+1.31
1W Latency (sec) 1.98+0.88 | 1.61+0.5 | 1.56+0.92 | 1.514+-0.47
Duration (sec) 0.12

5W VAS 1.29+1.73

5W Latency (sec)| 1.34+0.48

Table 2.3: The table displays the reported sensations and latencigabinous skin, the results are presented as mean
+ SD. Five different stimulation energies were tested in lgdéibrous and hairy skin. Five energies were
tested based on a 1W power setting and four different durd@®s, 0.4s, 0.6s, and 0.8s) and one 5W
power setting (0.12s)

The reported latencies in the glabrous skin were generalyen than those in the hairy skin (Tables 2.3 and 2.4). A
non-paired t-test of equal stimulations energies, sholwatthe differences were significant for stimulation ernesgi
above 0.2 Jj§ < 0.05). At the 0.2 J energp,was 0.60.

Skin type Hairy skin (site 3 & 4)

Duration (sec) 0.2 0.4 0.6 0.8
1W VAS 0.48+0.68 | 1.23+1.34 | 2.01+1.58 | 2.974+1.86
1W Latency (sec) 1.69+1.13| 1.3+0.37 | 1.21+0.2 | 1.15+0.32
Duration (sec) 0.12

5W VAS 4.82+1.89

5W Latency (sec)| 0.55+0.26

Table 2.4: The table displays the reported sensations and latenchesny skin, the results are presented as mean
SD. Five different stimulation energies were tested in lg#brous and hairy skin. Five energies were
tested based on a 1W power setting and four different durg@®s, 0.4s, 0.6s, and 0.8s) and one 5W
power setting (0.12s)

Glabrous skin (site 1 & 2) Hairy skin (site 3 & 4)

Site -1- -2- -3- -4 -
Root of thumb| Root of lateral palm|  Volar forearm \olar forearm
(5 cm from elbow)| (10 cm from elbow)
Average epidermal thickness (mm) 0.1014-0.038 0.164+0.071 0.049+0.012 0.050+0.017
Average pr. skin type (mm) 0.133+0.064 0.0496t0.014

Table 2.5: The table displays the mean measured epidermal thicknesl flmur site stimulated. All results are dis-
played as mear SD. The epidermal thicknesses were measured using a highuties ultra sound

scanner.
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2.4.2 Maximum surface temperature

The temporal profiles of the maximum skin surface tempeezdve depicted in figures 2.2 and 2.3 (1W stimulations
for glabrous and hairy skin respectively) and figure 2.4 (S3Wdwslations in both glabrous and hairy skin). It is evident
that the majority of the modeled temperature profiles wenadlnside the 95 % confidence interval. Towards the end
of the stimulus all profiles were within the calculated coefide interval. There was a strong correlation between the
modeled temporal profiles and the experimental dat®.95 (except for the lowest energy tested (0.2J) where r was
0.9043.), for all cases the correlation was significagnt 0.0001).
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Figure 2.2: The figure illustrates the maximum surface temperaturenduaser heating and cooling in the glabrous
skin. Time, t=0 is set at stimulus end (maximum surface taatpee). The red plot is the prediction of
temperature profile based on a finite element model. The blaggerimental data; the dashed lines are
95% confidence interval. The fluctuations seen in the cograse is due to arm movement artifacts. A)
glabrous skin, 1W, 0.2sec, 0.2J B) glabrous skin, 1W, 0,43dd C) glabrous skin, 1W, 0.6sec, 0.6J D)
glabrous skin, 1W, 0.8sec, 0.8J.



2.4 Experimental and modelling results 17

Temperature change, AT [°C]

Temperature change, AT [°C]

Figure 2.3:

A B

20 w w 20
)
L

15 E 15
[y
o
c

10 8 10
[3]
| (]
E

5 © 5
7]
o
5

0 = 0

Time [sec] Time [sec]
c D
20— ‘ ‘ ; ‘ 20 ‘
A IR
I i — — — IR konfidence interval
15 A — — — IR konfidence interval|
[\ COMSOL

Temperature change, AT [°C]

0 2 4 6 8 10
Time [sec] Time [sec]

The figure illustrates the maximum surface temperaturenduaser heating and cooling in the hairy
skin. Time, t=0 is set at stimulus end (maximum surface teatpee). The red plot is the prediction of
temperature profile based on a finite element model. The blaggerimental data; the dashed lines are
95% confidence interval. The fluctuations seen in the cogimase is due to arm movement artifacts. A)
hairy skin, 1W, 0.2sec, 0.2J B) hairy skin, 1W, 0.4sec, 0. 434y skin, 1W, 0.6sec, 0.6J D) hairy skin,
1W, 0.8sec, 0.8J.
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Figure 2.4: The figure illustrates the maximum surface temperaturendueser heating and cooling. Time, t=0 is
set at stimulus end (maximum surface temperature). Theloédsghe prediction of temperature profile
based on a finite element model. The blue is experimenta] ttadadashed lines are 95% confidence
interval. The fluctuations seen in the cooling phase is dsromovement artifacts. A) glabrous skin,
5W, 0.12sec, 0.6J B) hairy skin, 5w, 0.12sec, 0.6J.
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2.4.3 Spatial temperature profiles

The spatial surface temperature profiles are depicted imefigR.5 and 2.6, for the 1W stimulation in glabrous and
hairy skin respectively, and figure 2.7 for the 5W stimulasian both glabrous and hairy skin. All spatial temperature

profiles of the model were within the 95 % confidence inter¥ahe infrared recordings.
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The figure illustrates the spatial surface temperaturelprafistimulus end (maximum surface temper-
ature) in the hairy skin. The red plot is the prediction of pemature profile based on a finite element
model. The blue is experimental data; the dashed lines a% 8&nfidence interval. A) hairy skin, 1W,

0.2sec, 0.2J B) hairy skin, 1W, 0.4sec, 0.4J C) hairy skin,@8éec, 0.6J D) hairy skin, 1W, 0.8sec, 0.8J.
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The figure illustrates the spatial surface temperaturelprafistimulus end (maximum surface temper-
ature) in the hairy skin. The red plot is the prediction of parature profile based on a finite element
model. The blue is experimental data; the dashed lines &e@mfidence interval. A) glabrous skin,

5W, 0.12sec, 0.6J B) hairy skin, 5W, 0.12sec, 0.6J.
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2.4.4 Estimation of nociceptor depth

In hairy skin the strongest correlation was found for thegenature profile at- 50 um and with only on distinct peak.
For glabrous skin, two peaks in the correlation coefficievese found; one at- 50 um but the strongest correlation
was found at a depth ef 130um, see figure 2.8.
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Figure 2.8: The figure illustrates how correlatior?{etween the reported sensations depends on the depthoDue t
high fluctuations of raw psychophysical data (VAS) a lowpfiitsr was applied to the plots to remove
measuring artifacts. For hairy skin the highest correfaisofound at~ 50 um and for the glabrous skin
the highest correlation is found at130um.

2.4.5 Sub-surface temperature profiles

The temporal developmentin temperature of the surface eadifferent depths were computed from the FEM model,

see figure 2.9. In the figure only the 0.6 J stimulation energie displayed, this was done to compare the 1W and
5W power settings. It is evident, that sub-surface tempegatwere shifted both in time and intensity. Increasing the
power setting will further increase this shift. Lower maxim temperatures for increasing skin depth were observed
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and the delay of the peak temperature also increased with.dEpe surface temperaturel{) is identical to the red
plots seen in figures 2.2-C and 2.6-C.
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Figure 2.9: The figure illustrates how the sub-surface temperaturehierot6 J stimulation energy in glabrous and
hairy skin. A) glabrous skin 1W 0.6s, 0.6 J, B) hairy skin 1\89.0.6 J, C) glabrous skin 5W 0.12s, 0.6J
D) hairy skin 5W 0.12s, 0.6J. It is seen that a higher poweinge(5W) will further increase the shift in
the subsurfaces temperatures.

2.5 Conclusion

Based on the findings above it is concluded that the develiapigzlelement model is valid. The maximum temperature
found during the experiments correlated with the those®HREM. The experimental spatial temperature profiles also
correlated with the those of the FEM.

Based on the model the most likely depths of nociceptors weatuated. It was found that the depth in glabrous
skin is almost three times greater than the depth in hainy &30um in glabrous vs. 5@m in hairy). This finding
compared to figure 2.9 could also serve as indication as otteedactors why the reported sensation is lower in the
glabrous skin compared to the hairy skin, since the maxinemperature reached decreases with depth.

Similar could this indicate why the latency in the glabrokgsis higher than that found in the hairy skin, as the
latency to the maximum temperature decreases with deptheves this is most likely not the sole reason for the
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increased latencies in glabrous skin [Treede et al., 199%8Fde et al., 1998].

The used software tool, COMSOL multiphysics, allows theHer development to incorporate the FEM to develop a
control system to maintain the skin temperature over timeluding control modelling in simulink.

The CQ laser was used, among other reasons, due to it is simple telth@daser as a heat source, simplifying model
validation. Having validated the model, the heat sourcebeaexchanged with another expression or model describing
the heat source, such as contact probes or high penetrasiers] One method of modelling high penetration lasers
is to use a Monte Carlo simulation to model the distributiéth@ photon absorption. In fact such a Monte Carlo
simulation has earlier been developed by the author (8trestmproject - 2nd semester Master), which could be
combined with the FEM to model the heat distribution fromghhpenetration laser.
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Design

This chapter will in detail provide the overview over the igesof a system which fulfills the requirements listed in
section 1.5.1. The reason and rationale for each desigmréeaill be analysed in depth, to ensure the most beneficial
system is developed.

Each element will be evaluated and the most practical anticappe solution will be used.

In order to control the temperature which is sensed by thedasitive receptors in the skin, a study was conducted
to determine the skins temperature reaction to laser stitionl, see chapter 2. The study was conducted usinga CO
laser, because the heat absorption from this laser caly basihodeled by an analytical expression. During the study
evidence was found for depth at which the heat sensitiveceptirs are located in both glabrous and hairy skin, see
chapter 2.

3.1 Developing environments

This section will brief discuss the software developingiearvments which will be applied in this project. This system
requires software interface to a sensor measurering tineteskiperature, furthermore, hardware interface to control
the laser is needed, this should be combined with some kiGlbf(Graphical User Interface) to which the user can
control the system, including the requirements in sectiénll

To conduct precalculations and modeling describing thérobsystem, a program providing mathematical and engi-
neering aid is applied. The previously developed model,heagd on the COMSOL Multiphysics software, therefore,
it would be advantageous if the used software could takerddga of this model.

3.1.1 Labview

To create the necessary hardware interfaces and GUI, Nadtinstruments’, Labview 8.6 was chosen. Labview
provides easy GUI creating, and provides several predefiastivare interface such as RS-232 protocols, and serial
communications such as USB and Firewire. Furthermore thkeaptemperature sensor, is equipped with a Labview
driver for easy implementation, see more below.

Other low level languages such as C or Java could also havedptied but based on the advantages for Labview
listed above, Labview was seen as more preferable.

3.1.2 Matlab & Simulink

Mathworks Matlab & Simulink will be used to aid the developmheMatlab provides an excellent enviroment for
mathematical calculations and script programmeringuiticlg the Simulink simulation environment which provides
easy modelling for several engineering modalities, suatoasol. Furthermore, the FEM developed in chapter 2 can
be exported and combined with a Simulink model, see morenbelo

3.1.3 SPSS

For the statistical tests of the various experiments, tha wdl be imported into SPSS where the appropriate test will
be performed.
3.2 Temperature sensor

Temperature sensing can be made in many ways, using a wige cdtrechniques, the most simple include thermome-
ters where a liquid expands depending on the temperatuectrielal thermistors change their electrical properties
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based on ambient temperature, detecable by sending a dewtiecurrent through them. However, all such tem-
perature sensors have the problem of having to touch theseletm measure its temperature, meaning that their own
thermal properties will effect the element, by either coglor heating it slightly. Instead non-contact heat sensing
possible, this technique is often a bit more advanced andresiye, but provides very accurate temperature sensing
and the advantages of not effecting the element being nrexito

Non-contact temperature sensors exploit the blackbodgtiad emitted by the element. Blackbody radiation is elec-
tromagnetic radiation emitted over the entire spectruml¢iWand van Gemert, 1995a]. The entire energy which a
perfect blackbody emits (unity emissig), over all wavelengths expressed as

Ebz/()mm(A,T)dA:oT“ W/n?) (3.1)

[Welch and van Gemert, 1995a]
Wy, is the monochromatic emission by a perfect blackbody esgebas

he?
WoOT) = ey W/ (32)

T is absolute temperature,is the Stefan-Boltzmann constamt 5.67-10°8 |[W/n?-K?], his Planck’s constant =
6.62610 34[J.g], cis the speed of light = 8L0% [m/s] andkg is Boltzmanns’ constant = 1.3800~23 [J/K] [Welch and
van Gemert, 1995a]. For a less than perfect blackbody (fessunity emissivity), the entire power of the blackbody
radiation is expressed as

E(T)=e0T* [W/n?] (3.3)

[Welch and van Gemert, 1995a]

Noncontact temperatur sensor utilized these formulas iciwé sensor, often of the Indium antimonide (InSb) type,
sence the radiation in a certain part of the electro-magisg&ctrum. The Indium antimonide requires cooling due
to an operating temperature of approx. 80 K. InSb detecfoic#ly work in the 1-5um range. Newer types of
detectors exist such as the microbolometer. The microbeienwork by the incident blackbody radiation heats the
detector and alters the electrical resistance of the dmstebe microbolometer does not require cooling. The rarige o
microbolometer is typically 8-18m. The detector chip can have one or more single detectotgpanith a single
detector is often referred to as a pyrometer or IR sensor.ulfiphe detectors are arranged in an array similar to the
CCD chip in a digital camera, the result is a socalled inflasamera. At SMI two infrared cameras are available
available. An Agema 900 utilizing the InSb detector and aRFR#O0 utilizing the microbolometer technique.

3.2.1 Infrared camera

The advantages of using an infrared camera as temperansersae multiple. One can extract the temperature of
an entire area and select the either the maximum or minimmpeeature depending on the application. Therefore,
alligning laser and temperature sensor is not a criticaleisAllmost all infrared cameras have internal calibration
mechanisms (both the Agema and FLiR system have such) egsagcurate temperature sensing. And last a more
practical reason, there is already an infrared cameraadlaito use, no additional equipment needs to be purchased.
And the cameras have previously being used during reseanctonitor skin temperature so their application have
been thouroughly tested.

One disadvantage of using infrared cameras is that the samagl of an infrared camera, is usually low compared to
that of pyrometers, and infrared detectors.

The two cameras have different advantages and disadvantadpee discussed. First the framerate of the cameras.
The Agema 900 is capable of linescanning, but this technii@sethe same disadvantage as a pyrometer regarding
aligning, furthermore, we do not currently have the sofemar utilize this option. In normal mode, the Agema 900
is capable of sampling at a rate of 30 frames per second [Tdtean2009]. The FLIR A40 has a framerate of 50
frames per second [Infrared Systems, 2009]. Both cameaasder high accuracy, the Agema provide an accuracy of
1°C [Thermotec, 2009], and the FLIiR of°Z [Infrared Systems, 2009]. The Agema camera has a imagkitieso

204 x 128 pixels [Thermotec, 2009], where the FLIR cameratzaxesolution of 320x240 pixels [Infrared Systems,
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2009]. The spectral range of the cameras is distinctly difieand will effect the choice of laser source and vice
versa, see next section. The measuring range of the Agenmarsis2-5.4um [Thermotec, 2009], and for the FLIR
system it is 8-13um [Infrared Systems, 2009]. However, the most determinatgdr is the software available for
the cameras. The software available for the Agema systegnprolide the possibility of using the cameras with
third party software (ThermaCam Research PRO) for meaguanial recording of the infrared image, no drivers or
developers kit are provided, furthermore, the camera ismected to a pc using third party hardware of which the
documentation is very sparse. Instead we have a Labviewajmrs kit (National instruments, Thermovision) for the
FLIiR system, which provides several VIs for camera conttata extraction and so on. As described above Labview
was chosen as developing environment for the system, arsditthisl very advantegous that the FLIR camera has
additional Labview drivers and software which providesuker with good possibilties of interfacing the camera from
Labview.

To sum up the FLIR camera provides higher frame rate; the EaiRera has higher spatial resolution; and last and
most importantly we have a Labview developing kit for cotling the camera and extracting thermographic data. The
measurement accuracy is almost identical in both cameras.

For the reason listed above the FLIR A40 camera was chosemgetature sensor.

3.3 Laser source

In the SMI lab at Aalborg University there are two lasers ufseadutaneous stimulation in research. One is a Synrad
Firestar t100 100 W Cg@laser (10.6um), the second is a 20 W DL20 diode laser (970 nm). Both lasars previously
been used to stimulate the skin to elicit warm and heat paisat®ns.

3.3.1 COlaser

The CQ is by far the most powerful of the two lasers available. Thghhtabsorption of the emitted infrared light
ensures that almost all of emitted energy is absorped inkime less than 1 % is reflected. The g@ser system

in the lab is equipped with a socalled scanner-head, camgist two small, moveable mirrors which can alter the
direction of the emitted light, by the turning the mirrorhéFefore, the lasers can stimulation larger area (> am

be used to perform graphesthesia studies [Mgrch et al.,]2008

However, one major problem involving the use of thed&ser is the wavelength of the emitted light, 16, which

is in the middle of recording spectrum of the FLIR A40 camenaaning that any reflection, whatever small it might
be, will give rise to higher power of radiation from the skagusing the skin temperature to be sensed higher than
the actual case. The power of such reflection will be in theoad, or greater than that of the blackbody radiation.
Even more so, experience have shown that the reflectionef light will saturate the camera completely, and thus it
is impossible to combine this laser and the FLIR infrared eanfior this system.

Finally the study we conducted using the £@ser showed further undesirable features of the @€er as stimulator

in a control loop, see section 2.5. The study showed thateimpeérature at the receptor level (50 or 180 deep)
was several degrees lower than that at the skin surfacehwméans that the temperature seen by the infrared camera
is different to that affecting the receptors, includingtbtitermal receptors and nociceptors. Furthermore, the/ stud
indicated that the maximum temperature at the receptol ke a time lack compared to that at the skin surface.
Therefore the skin temperature does not correspond to thalaemperature at the receptor level, which is what we
want to control, and the measurement from the infrared gine@rect temperature reading.

3.3.2 Diode laser

The diode laser emits only a fifth of the power of the Q&ser. The shorter wavelength of the near infrared lighegiv
the photons higher penetration in the skin, almost 100 tigreater than that of the GQaser (penetration depths:
20um vs. 1.4 mm). The lower absorption of the light causes pl®torbe scattered in the tissue, the means some
propertion of the photons entering will leave the tissueobethey are absorped. Besides this, reflection will cause
around 4-7 % of the incoming light to be reflected at the sesfa@ver entering the tissue [Anderson and Parrish,
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1981]. All of these optic phenomena are very rare using the [@8er and can be neglicted. The wavelength of the
diodelaser is different to the spectral range of the FLIR &Adfhera, meaning that there are nothing to hinder using
the laser and camera simultaneously. The diode laser isquipged with a scannerhead, instead it has two hand
pieces which the control the beam size of the emitted lightt tBose handpieces could most likely be fitted to the
scanner head of the GQaser. In fact the light entrance of the scanner head is adrtial metal tube and so are the
handpieces, simply with a smaller diameter - using somec$aoniddle tube, it is possibly to decrease the diameter of
the light entrance making the hand pieces fit snugly inside it

In addition lannetti et al. [lannetti et al., 2006] showedtthsing a laser with high penetration it is possible to €lici
first pain in both glabrous and hairy skin, something,d&ers are incapcable of [Treede et al., 1995]. Since it has
not been determined whether the system will be applied keedlabrous or hairy skin, it would be advantageous to
use a laser which could elicit similar sensations in both sipes, making the system as flexible as possible.

3.3.3 Diode laser as thermal stimulator

An optical filter in front of the camera, eliminating the 1Qué radiation, could give the possibility to use the £0
laser in conjunction with the FLiR infrared camera. Furthere, to determine exactly how large the different the
temperature profile between the surface and receptor leMelrse Carlo simulation, was combined with the FEM to
model the heat distribution when using a high penetratisarlike the diode laser.

Two 0.5 seconds burst of 1W energy from the diode laser wedeitenl and the surface and receptor level tempera-
tures were extracted and plotted over time. The resultseoftimbined simulation are seen in figures 3.1 and 3.3. In
hairy skin the temperature profile at the surface and recégtel are extremely similar, see figure 3.1. Comparing this
to a simulation of a C@laser which is seen in figures 3.2 and 3.4, it is seen how thgl&s@r creates very different
temperature profiles at the skin surfaces and at the receégjpoh.
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Figure 3.1: The figure illustrates the temperature profile at the skifeser(green) and receptor level in the hairy skin
(blue) over time (seconds). The simulation is based on @éreks 5 W stimulation from a diode laser
(970 nm), starting att = 0. It is clear to see that the tempeeait these two levels are very similar, both
during the heating phase (0-0.5 sec.) and cooling (0.5-.sec
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Figure 3.2: The figure illustrates the temperature profile at the skifeser(green) and receptor level in the hairy skin
(blue) over time (seconds). The simulation is based on @éres 5 W stimulation from a GQOaser
(10.6um , starting att = 0. It is clear to see that the temperaturteestet two levels are quite different, the
maximum temperature difference is almost°’th

In glabrous skin the temperature was also similar, with allsdexiation at the maximum temperature. But as it can
be seen in figure 3.3, the difference is than @5and 0.5 seconds, and in fact the surface temperature is thae
the one at the receptor level, which is not correct, theggftire difference is most likely due to a small inaccuracy
in the Monte Carlo simulation. Probably due to the spatiabhation in the Monte Carlo simulation. For the €O
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laser - figure 3.4 - the difference is even more pronouncedhiorgus skin than in hairy skin. This difference is of a
magnitude which undoubtly will effect the sensation of thmalus.
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Figure 3.3: The figure illustrates the temperature profile at the skifeser(green) and receptor level in the glabrous
skin (blue) over time (seconds). The simulation is based 5s€conds 5W stimulation from a diode laser
(970 nm), starting at t = 0. It is seen that the two tempergitwéles are almost identical, except, around
the end stimulus end at 0.5 seconds. However, the diffeienvesy small (less than 0&), the predicted
surface temperature is slightly lower than at the receptal| which is inaccurate. This difference is due
to a small inaccuracy of the Monte Carlo simulation.
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Figure 3.4: The figure illustrates the temperature profile at the skifeser(green) and receptor level in the glabrous
skin (blue) over time (seconds). The simulation is based 5s@conds 5 W stimulation from a GGaser
(10.6um , starting att = 0. Itis clear to see that the temperatureesist two levels are quite different, the
maximum temperature difference is almost°40

Comparing figures 3.1 and 3.3 to figures 3.2 and 3.4 it is aksardb see how much higher surface temperatures the
CO; laser is able to create, using similar stimulation paragigm
Based on the discussion and the results based on the comome Carlo simulation and FEM above, the diode
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laser was chosen as laser source to ensure that the lasernadislature the camera, furthermore, it would ensure that
the surface temperature is similar to that found at the rtecégvel.

3.4 Temperature control

In appendix B the basics for controller development is efateal. In that chapter the two basic control principles are
defined, open and closed loop control. Eventhough a modéhédneat distribution in the skin have been developed,
it was choosen not to use open loop to control the laser.ddst®sed loop control will be applied. This was done for
several reasons, most importantly due to the fact that teddflow in the tissue will change during prolonged heating
causing a sligth change of the thermal properties of the ¢kinre heat is transported due to convection, which alters
the relationsship between convection and conductiond, whiuld results in error when using a open loop system.
Furthermore, the heat transport due to convection was éghior the developed FEM. The disturbance, change of
blood flow, could be measured, but this would be very cumbeestm implement. Closed loop control will also give
the possibilty of adding several safety features in theesyse.g. shut down system if skin temperature is too high.

A very simple closed technique is a so called on/off controgur case it would work by increasing the laser power,
whenever the process output is lower than the referenceiaad@rsa [Haugen, 1994]. The technique is very simple
but the output of the process will oscillate around the eiee, and is thus not preferable. Instead another technique
will be applied. The most widely used closed loop technigubé so called three-term controller or PID (Proportional-
Integral-Derivative) controller [Haugen, 1994] [Framkbt al., 1994]. It consists of three different terms whideral

the control input to the actuator based on the error measmsmThe PID controller can be applied to number of very
different processes, due to relative simplicity of the eatrproblem, the PID controller will be a provide sufficient
response to control the current problem. PID controllees/ary useful for simple systems such as single input, single
ouput types of systems, such as the one in this project. Dite simplicity, relative easy implementation and good
controller performance the PID controller will be implentexhin this project.

A mathematical model of the system (process and reguladorpe very benificial in the further development of the
controller [Haugen, 1994]. However, in most physical systehe model will only provide an approximation of the
system, and a certain error must be incorporated in the mdtiainthough not entirely correct, the model can still
be helpful to describe the basic properties of the systenpebding on the validity of the system model, the model
should only be trusted as far it agree with reality, e.g. & ¢hse of stability, a theoretical stable system might not
be the case if the system model is inaccurate [Haugen, 1984kst how the controller works, developers often use
software tools to model and predict how the process behawkshais which controller would be appropriate. One
such tool, Simulink will be used in this project to aid the trofier development. The mathematical model is simply
obtained from the flow diagram seen in appendix B, figure B&2nd Eqgs. B.1, B.2, B.3, and B.4. The model of the
process must react similar to input from the controller thatould in real life, the better the model, the better value
of the simulation.

3.4.1 Process model

To develope a process model, the study conducted in chaptéh2e used. In this study a heat distribution model
was developed and validated using a simple analytical sge as the heat source. However, this is not valid when
using a high penetration laser, such as the diode laseedase results from a Monte Carlo simulation is used as the
heat source in the heat distribution model.

This heat distribution model was developed in COMSOL Miigics. This program has several advantages, includ-
ing a Matlab interface. Via this Matlab interface it is pdsito export a COMSOL model into Simulink. The model
being exported must be solved before it it exported. In ordeeduce the simulation time a coerce mesh in the finite
element model is used. When exporting the model the input®atputs must be selected. The model have one input,
the laser power, and one output, temperature in the centbedaser beam (selected as point 3 when implementing
the model in COMSOL). In Simulink, the model is added usirglttock named COMSOL Multiphysics Subsystem,
this block will only be available when using the "COMSOL witatlab" option.
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3.4.2 Complete simulink model

When combining the process model and PID model in simulirtk wisignal builder to generate a reference signal
similar to that applied in research, the results can be sefgure 3.5. In the figure 3.5 one scope, named Temp, can
be seen, this scope illustrates the desired signal (fronsitpeal Builder), the Laser power (u) and the temperature
(Temp), this gives the developer an idea of how the power amgbérature responses are when changing, either the
reference signal or the gains in the PID controller. The aligitested should obviously correspond to and cover the
range of the actual signals which would be used in the impteetesystem.

% Signal 1 >@—> e u P P laser Temp :EI—> ]

Signal Builder : . Temp
PID controller COMSOL Multiphysics

Subsystem

Figure 3.5: The figure illustrates the complete Simulink model used falgsed the control scheme. The PID and
process models are both seen as two subsystems, see figunedds8ction 3.4.1 for more insight.

3.5 System overview

To summarize this chapter, this section will give a briefrei@wv of the main principles and elements of the system to
be implemented. The system will be comprised of the follgyimain elements

e Diode laser
e Infrared camera

e Laptop computer including
Graphical user interface (GUI)
PID control algorithm
Laser control interface

Infrared camera interface
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In figure 3.6 a flow diagram between the main elements of thesyss seen. The user determines the desired
temperature on the GUI, and then the controller increasdagier power which heats the skin, the controller maintains
the skin temperature at the desired level using the feedbackthe infrared camera.

Camera interface «—‘

v |

PID controller
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Y |

Laser interface
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bt GUI
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Researcher

Diode laser

Figure 3.6: The figure illustrates the complete system to be implemenidte user decides what temperature the
subjects skin should be - then the controller increasesaser power, the effect on the skin temperature
is measured by the infrared camera, which is fed back to bmhuser on the GUI, but also the PID
controller, which adjust the laser power accordingly.

Furthermore the implemented system should satisfy therfestisted in section 1.5.1.






Implementation

In this chapter the system designed and sketched in the ekapter will be implemented. Each major part of the
system will be described in a section. Very technical labwiescribtions will be left out, since it is assumed that
the reader is familar with Labview basics, and that the htdcVI's are somewhat self-explanatory having read this
chapter. The detailed implementation of the infrared cangentrol and laser control are found in appendices C and
D.

4.1 System functionality

The user will interact with the system through a graphicarusterface (GUI) on this GUI the system settings,
stimulation type and settings are selected. Since thiesy# intended for psychophysical studies the subjectgbein
stimulated will rate the intensity of stimulation on a efectic VAS scale (0-10), this rating is measured and sampled.
During the stimulation the GUI displays the skin temperattan be monitored along with the laser power and intensity
rating. During the stimulation, the time, desired skin temgture, actual skin temperature, laser power and subject
intensity rating is logged. At startup the system will prdrtige user to specify the file (.txt) to save the logged data
into. The logged data is saved when the stimulation finishes.

4.1.1 Graphical User Interface - GUI

The GUI is divided into three main sections or panes, coordjng to three different states of the system. The first
pane is the Initial system setup, the next is Stimulationsand control and the final pane is Stimulation Monitoring.

The three main panes are arranged similar to the readingtidine meaning the pane which requires attention first is
placed to the left, and the pane being used last is placedeongtht. In figure 4.1 the implemented GUI is seen.

After prompting the user to specify which file to save the legglata into, the filename and path will be displayed on
the top of the GUI.

The stimulation starts when the user presse$thet heatindgoutton and stops when the duration is complete or when
the user presses ti8top heatindutton. When the stimulation is complete the logged dataved into the specified
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file. Below the functions in each pane are described and thetifunalities are elaborated.
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Figure 4.1: The figure illustrates the Graphical User Interface (GUlhia system. The GUI have three main panes,
on the left the Initial System setup, in the middle the Statioh setup and Stimulation control, and to the
right the Stimulation monitoring.

4.1.2 Initial system settings

The user will be able to select a number of settings beforestingulation is started. First the user can choose to
auto calibrate the camera using the internal calibratioohaeism, the user can change the focus of the camera, by
choosing either auto focus or manually change the focusifrgdecus point nearer or farer). Second the user can the
set the minimum and maximum skin temperature allowed duwgtingulation (to prevent skin damage). The maximum
temperature is by default 5¢C and the minimum is by default 20C. The user can change the setting of the PID
controller by changing the Proportional, Integral and iZegive gains. Finally the user selects which comport to use
for communication with laser.

On the Initial system settings pane the user can select arrediinterest (ROI) on the raw infrared image. The ROI
has multiple purposes, first it is used the select the skia being stimulated, ensuring an more exact temperature
measurement; then it helps to prevent measuring the minitamperature as the background in the image (not skin);
finally the ROI selected is enlarged and displayed on the Glghning the user will have a better idea of whether the
focus and the selected area are correct. The ROI is selegtdchiving a rectangle in the raw infrared image. The
maximum temperature of the ROl is set as the process oufmd.ROI is selected the skin temperature is defined as
the maximum temperature in the raw image, and no ROl imagsfgayed on the GUI.

All of the settings are placed in the left most part of the Giddlicating that these should be selected before starting
the stimulation. When the stimulation starts (after $tart heatingoutton is pressed) most of the Initial system setup
pane is disabled to improve system performance, this irctbd two infrared images, which are no longer active.
During stimulation only the PID gains can be altered.
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4.1.3 Stimulation settings and control

The developed system will be able to deliver three diffef@nd of stimulation paradigms. The first paradigm is a
manual setting where the user selects the stimulation tinseconds and desired skin tempraturé@n During the
stimulation the user can alter the desired temperaturesgtend stimulation paradigm is a threshold detection using
equal steps between two temperatures. The user selectaitiegstemperature, the stop temperature, the duration of
each step and the size of each step. This paradigm is a typ®Dt@@al and in the system it is named Staircases. The
stimulation duration is calculated based on the numberapissand the duration of each step, see figure 4.2 A) for an
example of such a paradigm, stimulating the skin from 35 t6@fn steps of 1°C and a step length of 15 seconds.
This paradigm was selected because it resembles the methiedsls, often used in QST studies, see chapter 1.

The third paradigm is an offset analgesia test which heatskin to two defined temperatures, maintains the exact
temperature plateau for a defined time and then change thpetatare to another plateau and maintains this for an-
other specified time. In this paradigm the time spend at elatbgu can be exactly controlled by the user. The user
can also specify the offset tolerance (i@) indicating when the system treats the temperature anfagached the
desired plateau, meaning when the counter starts. The tnjoeti@tures can be the same, in this case the two stimula-
tion times will be summed. The temperature can both be isectar decreased between the first and second plateau,
see figure 4.2 B) for an example of this paradigm, in the figu48-@8°C stimulation is seen, both temperatures is
maintain for 5 seconds. The stimulation duration is cakewldbased the duration of the two plateaus, and added a
period of 30 seconds to give the system time to both heatidgassible cooling of the skin. However, the stimulation
stops when the final step has been held at the desired time.

A) Staircase stimulation B) Offset Analgesia
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Figure 4.2: The figure illustrates the two automated stimulation payadi implemented. In A) is seen a staircase
stimulation, where the user can select a stepwise increasdecoease in temperature between two tem-
peratures. Here the start temperature i$G%nd the stop temperature is 45, this stimulation uses a
step of 1°C, and each step has a length of 15 seconds. In B) is seen dagionyparadigm for an Offset
Analgesia test. The first desired temperature i§@9which is helt for 5 seconds, then the temperature
is lower a single degree to 4&, which is held for another 5 seocnds. A tolerance of 0Q%vas used.
The entire stimulation is longer than 10 (5+5) seconds sirte&es the system some time to both heat the
skin to 49°C and let it cool from 48 to 49C.

All stimulation must be kept within the min-max range spedfin the system settings, if not the system will stop the
stimulation as a safety measure.
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When the stimulation starts the controls on this pane ishtishexcept theStop heatingoutton - and when using
manual stimulation, the desired temperature control lisastiive.

To help the user, not select the wrong stimulation type byakes only the parameter for the chosen stimulation type
are displayed, e.g. if a manual stimulation is selected #rarpeters for Staircase and Offset analgesia are invisible
and cannot be changed. When the stimulation starts thelationsettings are grayed and disabled. This is done to
indicate that the parameter no longer can be changed Huestiind the user what kind of stimulation is taking place.
The arrangement of this pane is seen figure in 4.1.

4.1.4 Stimulation monitoring

During the stimulation the skin temperature, laser power iatensity rating is monitored. The skin temperature is
monitored in three different ways to give the user the besd of any changes, along with an overview of its progress.
Using two graphs with different graphs the temperature isitoced (x-axis: time and y-axis: temperature). The
first graph has a fixed 30-5@ temperature scale, while the other is autoscaling theig;-awth graphs have a 10
seconds time base (running). The fixed graph gives the usareamiew of the temperature progress, while the other
gives detailed view of the actual temperature, including gteady state error, fluctuations and so on. On both graph
there are horisontal grid lines for easier temperatureingad-inally the skin temperature is displayed in a numeric
indicator.

The laser power is displayed using a similar graph with a inpntime base of 10 seconds and auto scaling y-axis.
This graph has no grid lines. The laser power is also displaya numeric indicator next to the laser graph.

During stimulation the desired skin temperature is dispthiyy a numeric indicator, next to these three graphs.

The stimulation intensity rated by the subject is displaiyea vertical bar with fixed range of 0 to 10.

This right-most pane of the GUI is disabled before the statioh and when pressing tt&tart heatingbutton the
system halts for 5 seconds to allow the infrared camera tateenally calibrated and then the stimulation starts and
the pane is activated. The arrangement of this pane is saee fig4.1.

4.1.5 Hardware used for implementation

To interact with the different hardware used the computedusust have a comport, a Firewire port and USB port.
The operating of the computer must be Windows XP since thedfor the infrared camera only supports this. The
control system wille be implemented using a Zepto laptogh &iGB ram and a 1.83 GHz Intel Dual Core CPU,
Firewire, USB 2.0, and Windows XP. The used laptop does nat hacomport, instead a USB-to-Comport converter
is used.

The infrared camera, is controlled via a Firewire interfatlee laser used is a 20 W DL20 diode laser (970 nm), and
is controlled using a comport. The VAS meter used (AAU VAS engto rate the stimulation intensity has an analog
output. The range is 0 to 10 volts corresponding to ratingséen 0 and 10. This voltage is sampled using a National
instruments USB 6009 AD converter.

4.2 Implementation principles

The implementation of the system roughly follows the thitetes described above. As soon as the system is started,
the interfaces to the infrared camera and the laser ist@itjasee more in the next sections 4.3 and 4.4. On startup the
system prompts the user for the path and filename to savedgedalata into.

After having finished these initial commands, a while looptcols the system. This while loop corresponds to the
Initial system setup, see the details in section 4.3. Thiesystays within this while loop until thetart heatingoutton

is pressed (see figure 4.1).

Then the system enters a single iteration while loop with eadosd pause. During which the system is prepared for
the stimulation, included both changing the GUI, see aband,setting up the camera, see below.

Then the system enters a final while loop corresponding tstiheulation process. This while loop contains the con-
troller which regulate the skin temperature. The while Itadges a number of inputs including the desired temperature,
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stimulation duration and the stimulation type.

The hardware which limits the system clock cycle was expkitide the infrared camera which can sample a frame
every 20 ms (50 Hz), however, the implementation showedtats not possible to acquire a frame and process the
data faster than approx. 15 Hz. To ensure good timing andumstimg the system at its limits, a clock cycle of 10
Hz was chosen and tested. This was done so that further égpasfshe system would not demand the system to
operate beyond its limits. In order to control this, a wail6f ms was placed inside the while loop. If the system is
unable to run at this rate, the laser will receive a power camhrarer than each 100 ms. This means that the output
of the laser will fluctuate and so will the temperature, tfamethis performance of the system should be tested after
implementation.

In each iteration of this while loop the following happens

e The temperature is measured - meaning a frame from the éfrgamera is acquired and the maximum value
is found

e Based on the desired temperature and measure temperauPéttontroller calculates the appropriate laser
power for the next 100 ms

e The power setting is sent to the laser
e The voltage generated by the VAS meter is sampled
e The system check if the temperature is either too high or ldwe the while loop stops

e The system check if the selected stimulation is complefexb(ihe desired temperature will be set to -1) or the
shoot duration is finished - if so the while loop stops

e The system checks if thetop heatindputton has been pressed - if so the while loop stops
e The time, desired temperature, actual temperature, lasegpand intensity rating is logged

When the while stops, the interfaces to the infrared cameaa®® converter are closed and the logged data is saved
into the specified file.
Next will the implementation of the camera control, lasentcol and PID controller be described.

4.3 Infrared camera control

The infrared camera is connected to the computer via a Fieeaterface. Control of the infrared camera is done using
the FLIR Thermovision Toolkit for Labview. Using this todlkvill give a number of opportunities to both acquire
data from the data but also control different settings onciraera such as focus, calibration, sample rate and so on.
Before frames can be acquired from the infrared camera,dherainication between Labview must be established,
when this is done the frame acquisition can start. In ordengure a continous flow of frames, the image acquisistion
is placed within a while loop. When there is no longer any neeshmple frames from the infrared camera, then the
connection between the computer and camera, is terminated.

For more details, including the Labview implementation,the setup of the infrared camera and the acquisition of
image frames, see appendix C.

4.4 Laser control

The DL-20 diode laser is controlled using an RS-232 interf@€om-port). The laser is controlled by sending a
package of five bytes via the RS-232 interface to the lasee. fifét byte lets the laser know, which kind of signal it
is receiving. The next two bytes is used to set the power (W2Q&he final two bytes determines the shoot duration
(0-1635 ms).

Since the actual output power of the laser does not corresfiundesired power, the laser was calibrated and the
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transfer function between the actual and desired powermpkmented in the software. This ensures that the actual
power output from the laser matches the desired power séebyantroller (actual output range i 0-16W see appendix
D).

For details on the laser control, including the Labview iempéentation, see appendix D

4.5 PID controller implementation

The details of the PID control theory is found in appendix B ifiplement the PID controller the NI PID control
toolbox was used. Obviously it is possible to implement a BtDtroller from scratch, if one have very special
requirements for the controller. Since this was not the aaskis thesis the toolbox was used. The PID controller
from the toolbox is equipped with anti integral windup, aa#les a number of inputs. First the Process output (or
process variable in Labview), next the reference (or Sentpaithe Labview toolbox), the range of the actuator
(meaning the range of the laser 0 to 16 W), and finally the thosestants corresponding to each of the three terms,
proportional, integral and derivative. Instead of intégnad derivative gains this PID controller used the socalled
integral time, T;), and deritative time,Tp), - both in minutes. These constants are defined as

Kp
T = K (4.1)
Kb
T = — 4.2
d Ko (4.2)

using this configuration of the PID controller the flow chaiti Yook like the one seen in figure 4.3. The PID setup
in the GUIs Initial system setup pane will therefore be pmtipaal gain, and the integral and derivative time corre-
sponding to the PID control toolbox.

€ Proportional Derivative
Gain Time Derivative

Divide

Integral corregtion

Integral time Integrator Gain

Figure 4.3: The figure illustrates the Simulink implementation of th®Rbntroller using integral and derivative times
instead of integral and derivative gains, complete with iategral windup. The conversion between time
and gain can be seen in Egs. 4.1 and 4.2.

4.5.1 Theoretical controller tuning

Based on the controller seen in figure 4.3 and the model dbestin section 3.4.2, the theoretical controller was tuned.
When tuning the laser the developer must decide on the diesistic of the controller. An ideal controller would ob-
viously control the temperature very fast and give no einmiuding both steady state error or over/undershoot. The
developed system will mainly be used for psychophysicalisg) including offset analgesia tests. In offset anasgesi

a small decrease in temperature gives rise to decreasedqraation, therefore if the system has extensive overshoot
before settling at the desired temperature this might géesto an offset analgesic effect which is undesirable. &her
fore, overshoot should be limited. However, this require ititegral time to be reduced, which would increase the
time it the takes controller to let the skin cool meaning theling phase will be extended. This is not desirable either,
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since offset analgesia has been proposed to be a contrastami mechanism [Grill and Coghill, 2002] [Yelle et al.,
2008]. Therefore slow cooling would decrease the temparatrast during the stimulation, and thus its ability to
evoke offset analgesia. If the system is unable to evokeb#salgesia, it is not capable of reproducing the results
previously found using contact stimulators, which was sé¢ha aim to ensure proof of concept. Therefore, this should
be tested when the implementation is complete. Furthernaosesteady state error should be eliminated so the user
can be certain that the desired stimulation temperatursastiae actual skin temperature.

To sum up the controller should posses the following pragert

e Limit overshoot to the same magnitude of the steady state erroscillations

e Cooling should be as fast as possible, causing better pligsitfor offset analgesia and similar psychophysical
tests, which needs high temporal contrast.

e Small steady state error

It is impossible to satisfy all three requirements compjetberefore, a trade off must be made. Using the equations
by Ziegler Nicols (see Appendix B for detailes) to tune thetcaller will give a controller which have some overshoot,
but reasonable fast response, therefore the Ziegler Neoide used to give a good starting point for the tuning and
then customizing the controller to meet the requirementsglgr Nicols method was tested in Simulink, however,
it was found that it was not possible to determine neitherctiitecal gain or the critical period, because no constant
oscillations could be evoked. Only extreme oscillationgldde evoked when using very high gains.

Therefore a trial and error approach was used. The difféhearetical tunings methods, such as Ziegler Nicols is
solely applied to save time during the tuning phase, tuningibl and error is an equally approved and used method.
In table 4.1 the ranges tested is seen. As a good startingg®incontroller with a gain of 1 and an integral time of 1

was chosen.
During the tuning the target was find to a tuning which satifiesrequirements listed in section 1.5.1.

Ranges tested
Kp | T (seconds)| Tp (seconds)
1,3,5 1,3,45 0,0.01,0.1

Table 4.1: The table displays the ranges which were tested®fK, and Tp in the theoretical PID model. A good
rule of thumb is to use a;which is at least a factor 10 larger thap.T

At first all the proportional gain and integral time was setltand the derivative term was for the start left out,
meaning setting the derivative time to 0. The antiwindumgeas kept constant at 1. In figure 4.4 the result of the first
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simulation is seen. It is clear that the overshoot is mucHaoge to accept. Furthermore, the cooling phase is slow.
This means that the proportional gain and integral time @oddw.

Controller response, Kp=1,Ti=1,Td=0
20 = T T T T 10
- Skin temperature
= = = Desired temperature
"""" Laser power
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Figure 4.4: The figure illustrates the K= 1, T; = 1, Tp = 0. This controller tuning gives a very high overshoot and
thus it is not preferable.
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In response to the results seen in figure 4.4 the proportgaialwas increased to 3. The result of this in figure 4.5.
This change decreased the overshoot, but this is still tge)and there is a small steady state error.

Controller response, Kp =3, Ti=1,Td=0
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Skin temperature
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Figure 4.5: The figure illustrates the K= 3, T, = 1, Tp = 0. This controller tuning gives a overshoot which is much
higher than the steady state error.
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Then the integral time was increased to 3, to increase thieat@ffort slightly, which was hoped to decrease both
overshoot and steady state error. The result of this is sefgure 4.6. It is seen that the overshoot has been reduced;
there is very little steady error, and the cooling phase igedast.

Controller response, Kp =3, Ti=3,Td=0
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Figure 4.6: The figure illustrates the K= 3, T) = 3, Tp = 0. This controller tuning gives only small overshoot which
is approximately equal to the steady state error. Furthesnibe cooling phase is fast, approximately 1
°C per second.



4.5 PID controller implementation 47

It was investigated whether further increasing the prapoal gain and integral time would give better controller
performance. The result of increasing the proportionah gai5 and integral time to 5 is seen in figure 4.7. The
overshoot is still low, but the steady error has increased.

Controller response, Kp =5, Ti=5,Td=0
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Figure 4.7: The figure illustrates the =5, T, = 5, Tp = 0.1. Adding the derivative term gives some overshoot which
is not desirable in the controller. It is seen that the stestdie error is larger (the dotted line from the
desired temperature is more visible) than in figure 4.6
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Reducing the proportional gain to 3 does not help, see fig@ée 4

Controller response, Kp =3, Ti=5,Td=0
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Figure 4.8: The figure illustrates the k= 3, T, = 5, Tp = 0.01. This small derivative time reduced the overshot, but

Power (W)

gave a steady error. Compared to the settings used in figaireig still less preferable.
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Finally the integral time was reduced to 4, to test whethir ¢buld keep the overshoot low, and reduce the steady
state error. This was not the case, som steady state etroeistained, see figure 4.9.

Controller response, Kp =3, Ti=4,Td=0
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Figure 4.9: The figure illustrates the i,K=3, T) =4, Tp = 0.

Based on the above it was agreed that the best tuning for therf®oller would be a proportional gain of 3 and an

integral time of 3.
In all of the tuning process above, the derivative term hasenbleft out. This is partly done because some high

frequent measurement noice is expected and furthermaeisiful effect of the derivative term was hard to find in
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this process. In figure 4.10 the result of a derivative time.fis seen, it seen how the overshootis increased compared
to figure 4.6, and so is the settling time.

Controller response, Kp =3, Ti=3,Td =0.1
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Figure 4.10: The figure illustrates the K= 3, T} = 3, Tp = 0.1. It is seen that the steady state error has increased
compare to figure 4.6.



4.6 Tuning theoretical model into the real world 51

Decreasing the derivative time to 0.01, will reduce the skieot but increase the steady state error. But compared to
figure 4.6 the PID controllers are not as preferable.

Controller response, Kp =3, Ti=3, Td = 0.01
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Figure 4.11: The figure illustrates the K= 3, T) = 3, Tp = 0.01. It is seen that the overshoot and settling time has
increased causing a significant steady state error.

In figures 4.10 and 4.11 it is also seen how the power inputddaber starts to fluctuate when the derivative term is
added.

To sum up, the simulation indicates that a PI controller @imost preferable to implement.

In the above it was mentioned that the overshoot should bbeosame magnitude as the steady error, which in
reality would be due to measurement error in the infrarederantherefore, this should be tested when the system is
implemented.

4.6 Tuning theoretical model into the real world

After having theoretically simulated the laser skin intgi@n and having implemented the PI controller interacting
with the infrared camera and the laser. The controller was tisted using the modelled settings for the controller.
This was first done on pig skin, the controller was tuned watiisfactory results was obtained. Then the system was
tested using in vivo human skin, again was the controlleedwmtil satisfactory results was obtained.

Due to high frequent noise on the temperature measuremahtha simulation results above, the derivative term
was left out. Including it would cause the error to increasel then the skin temperature would simply rise until the
maximum allowable temperature was reached, causing tiensys shut down.

Since the Labview PID toolkit used to implement the conéolises minutes as the unit for and Tp the values
from Simulink must be converted from seconds to minutes,g@vew the tuning process revealed that the integral time
should be tuned further after the vivo test. Using LabViemplementation of the PID controller, the control tuning
which had the best propertioes was a proportional gain oh3dntegral time (in minutes) of 0.04 (converting the
simulated integral this should have been 0.05, but 0.04 stidaetter controller perfomance), and a derivative time of
0. Meaning only a PI controller was implemented and tunedhémext chapter this controller is tested and used in a
few psychophysiological experiments.
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In this chapter the developed system will be tested. Fiestaitcuracy of the system will be tested. Following the
behaviour of the implemented controller will be tested. Tt developed system will be compared with the list of
requirements found in section 1.5.1. Finally, the systehilityato be used in psychophysical studies will be tested.
This was among other things accomplished by trying to reyecedhe results found by Grill and Coghill (2002).

5.1 System accuracy

The accuracy of the system will depend on several factork asdhe implemented controller and the temperature
sensor used. Since the developed system utilizes a clospcctmtroller the accuracy of the used sensor, limits the
accuracy of the system. Therefore, the first thing to tesi@sised temperature sensor, the FLIiR A40 infrared camera.

5.1.1 Infrared camera accuracy

The accuracy of the infrared camera was found by compargs$ed FLIR camera to the Agema camera. The two
cameras are set to measured the temperature in same refeFemaeference the Medoc CHEPS system (ATS ther-
mode) is used. This system has a repeatability-6f1 °C and an absolute accuracy of 0G. The surface of the
thermode of the Medoc system was placed perpendicular toameras line of sight. The Medoc system was also
chosen as reference in order to test the systems controtlpegies, other references could have been used as well,
but since the Medoc system was available during the teseplias system was chosen.

The ThermaCAM researcher pro software was used for thisfestach camera the mean temperature of the stimu-
lation area and the temperature at the center of the stitonlatea were extracted. In figures 5.1 and 5.2 this is seen
as Mean temperature (left) and Point temperature (right).

In order to obtain precise results from both cameras, theswity was calibrated in both cameras at two reference
temperatures, 35 and 4&. The emissivity was taken as the mean of these two tempesgatu

Two temperature paradigms were tested, using the sameastaistimulation technique which is used for the psy-
chophysical studies, see below. The first paradigm was leet\88 and 45C, the staircase had steps of@, and
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each step was held for 15 seconds. The second paradigm wiger,sbut ran from 45 to 35C, and used the same
steps as the first. The rise time between each step was se€ts.8
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Figure 5.1: The figure illustrates the test of the infrared cameras in3théo 45°C paradigm. Of the two cameras
tested, it can be seen that the FLIiR (blue) is closer to reéeréemperature set by the thermode. The
deviation between the FLIR camera and the thermode is appabely 0.3°C for the mean temperature,
and 0.2°C for the point temperature. For the Agema camera the dewiéiat some points more than 1
°C for the mean temperature, and 0G for the point temperature. It can be seen that the contriolle
Medoc system causes some overshoot when the refence isechang

In figures 5.1 and 5.2 the result of the camera tests at theb3&4nd 45-35C paradigms are seen. It is seen that
even though both cameras were calibrated for the corressavity the FLIR camera is more accurate than the Agema,
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compared to the reference value. The deviation of the FLiReza is approximately 0.3C which is the same as the
absolute accuracy of the Medoc system.
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Figure 5.2: The figure illustrates the test of the infrared cameras idfihéo 35°C paradigm. Of the two cameras
tested, it can be seen that the FLIiR (blue) is closer to reteréemperature set by the thermode. The
deviation between the FLIR camera and the thermode is appabdely 0.3°C for the mean temperature,
and 0.2°C for the point temperature. For the Agema camera the dewig&iat some point more than 1
°C for the mean temperature, and 0@ for the point temperature. It can be seen that the controlle
Medoc system causes some overshoot when the refence iseachang

In figures 5.1 and 5.2 is it seen that the medoc system haveaastmot of approximately 05, when the reference

is changed. Eventhough the infrared cameras are not 100 @tatecthe size overshoot seen is the camera is a good
representative of the magnitude of the overshoot. Furtbegnthe internal temperature monitor in the Medoc system
also indicated an overshoot of O°&. As seen in figures 5.1 and 5.2 the controller in the comtrofi the Medoc
system has ringing in approx. 5 seconds after the overshoot.

To test the camera only one staircase is necessary but shigitefurther be used as an evaluation to compare the
controller response of the developed system with the Megstes, therefore two staircases were used.

For most of the semester the Medoc CHEPS system was undeatfalis it was not tested if the similar protocols in
both the developed system and the Medoc system would prailudar sensations in the subjects.

5.1.2 Accuracy of the developed system

Having established the accuracy of the used temperatuses¢ne steady state accuracy of the system can be tested.
To evaluate the accuracy of the system a number of experamane performed. A total of eight subjects were tested.
During the experiments the subjects were stimulated usingaradigms; a staircase stimulation and a test for offset
analgesia, see figure 4.2. The subjects were instructetktthesensation evoked on a VAS meter anchored such that
'0’ was no sensation, '5’, was pain threshold and '10’ was imaxm pain. Based on these experiments the system
accuracy was determined.

In the list of requirements in section 1.5.1 the steady stedgirements are listed. The error between the desired
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temperature and actual temperature must be less tha@md the oscillations during the steady state must have an
amplitude of less than 0Z.

As seen in chapter 2 and appendix A the thermal and opticplpties of the skin depends on the epidermal thicknes,
which further depends on the skin type (glabrous vs. haifherefore, the controller most likely will have different
properties in the different skin types.

An example of the temperature profiles from one subjectpdufiour staircase experiments including both paradigms
and both skin types, are seen in figure 5.3 and 5.4. In the fguigseen that the steady state error is acceptable for
most temperature both in the glabrous and hairy skin. Howavéoth paradigms, there are some steady state errors
at 35 and 36'C (figure 5.4). These steady state errors are, during thes3&4aradigm, caused by an inital skin
temperature above 3%, and since the system utilizes no active cooling, this enaipire cannot be decreased. In the
45-35°C paradigm the errors are caused by the slow passive codliego a low temperature gradient in the tissue,

see Eq. 2.2, caused by an initial skin temperature closepossibly above 35C.
In the left column of figure 5.4 (35-4%C) it is seen that the steady state fluctuations in the glabaoel lower than
those in the hairy skin, except at the lower temperatureS@%). However, both are within the 0°Z requirement.
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Figure 5.3: The figure illustrates a zoom-in of the temperature respdosag four staircase experiments. In the left
column (A and C, 35-458C) it is seen that there are more rapid fluctuations in theytskiin. In the right
column (B and D, 45-38C) it is seen how the lack of active cooling prolongs the aupliate compared
to figure 5.2. In general the steady state errors are lesOth&C, however, in A) there is a single peak
in the error at approx. 96 seconds, this peak is most likelyg¢mall movement of the stimulated area.
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Figure 5.4: The figure illustrates the temperature response duringstaincase experiments. In the figurs left column
(A and C, 35-45°C) it is seen that there are more steady state fluctuationseirhairy skin. In the
right column (B and D, 45-35C) it is seen how the lack of active cooling prolongs the aupliate
compared to figure 5.2. The cooling rate is obviously higheemvthe temperature is higher, due to a
higher temperature gradient in the tissue. The errors se&) around 35-36C is due an initial skin
temperature of approx. 3%, this causes large overshoot when the desired temepminceeased to 36
°C, however, these errors are eliminated when the desireukterture increases to 3T.

In figure 5.3 it is seen that theeansteady state error is much less than @] (meaning the mean of the fluctuating
temperatures, is close to the desired temperature), eixcApthere is a single peak in the error at approx. 96 seconds,
this peak is most likely to a small movement of the stimulatesh. Thus the requirementis fulfilled.

5.2 Temperature controller response

In the section above, it was determined that the systemléutfie accuracy requirements listed in section 1.5.1. In
this section it will be evaluated whether the temperaturgrod fulfills the requirements. In figures 5.3 and 5.4 the
magnitude of the overshoot in the heating and cooling phaséde seen. In the cooling phase there is no overshoot,
as expected, due to the relative slow passive cooling. Iméating phase the overshoot is approx. 0.22@3this

is slightly above the requirement of O, however, the settling time of the system is fast enougmsuie that the
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overshoot persists for less than 0.5 sec. Tests also shinatd targer step (> 3C) in the reference would cause the
system to have less overshoot, than if the step was smalfC, this is due to unlinearity of the controlled process
(skin heating and cooling).

When the controller was implemented a trade off was madeyemst rise time, overshoot, and cooling time in order
to fulfill the requirements, see chapter 4. The overshodténhteating phase could be reduced, however, this would
cause the cooling phase to be prolonged, which is not désirab

There were a number of requirements for the system rise turiaglheating. One requirement was an adjustable rise
time in the range 0-3C per second. However, a variable rise time has not been magpited in the system and thus
this requirement is not fulfilled. Another requirement waattsystem should be able to have a maximum risetime of
5°C per second. In figure 5.3 it is seen that the rise time is at 2108 per second. This is below the requirement set,
however, in figures 5.3 and 5.4 it can be seen that contradles dot use the entire spectrum of the laser power (0-16
W). By re-tuning the controller to give a higher control effthe risetime could be increased. However, this would
cause more overshoot, which contradicts another very itapbrequirement. In the psychophysical studies which the
system is intended for, a low rise time (€6 per second) would be more preferable than a high overshad@F°C).
Based on the above it is evaluated that the controller tuapmdied is appropriate for this system.

5.3 Psychophysical experiments - staircase stimulation droffset analgesia

As mentioned above, eight subjects were tested in ordeaio&e whether the developed system was able to be used
in psychophysical experiments. As a measure for this, ittesied if the system was able to evoke offset analgesia.
Furthermore, each subject was tested with a staircaselationy mainly to test the implemented controller, but also
since the staircase stimulation resembles the method efslevstimulation often used in psychophysical studies.



5.3 Psychophysical experiments - staircase stimulation droffset analgesia 61

Furthermore, the results in different skin types could bmgared with the FEM developed in the previous study. The
results of the staircase stimulation is seen in figure 5.5
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Figure 5.5: The figure illustrates the test of the staircase stimulatieaned over eight subjects. The VAS is anchored
such that '0’ was no sensation, '5’, was pain threshold a®idwias maximum pain A) and C) is the 35-45
°C paradigm (T C step and 15 seconds at each step) tested in glabrous (Apagakin (C). B) and D)
are the reversed paradigm (45-35) tested in glabrous (B) and hairy skin (C). In A) and someveliso
in C) it can be seen how the VAS score increases everytimekihgesmperature is increased, and then
during the plateau the VAS score decreases.
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Figure 5.6: The figure illustrates the test of offset analgesia test meaver eight subjects. The VAS is anchored
such that '0’ was no sensation, '5’, was pain threshold a®@dwias maximum pain. A) is a control of 48
°Cin 10 seconds. B) is a test of increase 6fC1from 48°C in 5 seconds to 4%C in 5 seconds. C) is the
actual test for offset analgesia, the initial skin tempents set to 49C in 5 seconds, this is then lowered
to 48°C and maintaind for 5 seconds. D) is a control of°"4@in 10 seconds. In the test a temperature
tolerence of 0.25C was used, see chapter 4. Comparing B) and C) it can be sad¢hdhais a tendency
that the temperature decrease causes a higher change afth@ging, than an equivalent increase does.

In figure 5.6 it seems that the decrease in temperature wil gn reduction in the VAS which is unproportionally
large, compared the VAS increase following a similar terapee increase. If this proves statistically significamtrth
the requirement, of the system being able to evoke offsdgasia, is fulfilled.

5.3.1 Statistical tests

To test the data (VAS ratings) from the staircase stimutetia repeated 1-way ANOVA was applied. The subjects
were the random factor; the fixed factors were each combinafi temperature and stimulation paradigm (increasing
or decreasing staircase) (a total of four 352€5in glabrous and hairy skin; and 45-35 in glabrous and hairy skin).
The four combinationa, b, ¢, andd is seen below.

a - 35-45°C in glabrous skin
b - 45-35°C in glabrous skin
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¢ - 35-45°C in hairy skin
d - 45-35°C in hairy skin

Differences between a, b and c, d would indicate differebedseen skin type. Differences betweand) and (@, d)
would indicates differences related to stimulation pagadieither increasing or decreasing staircase.

The dependent variable was the mean VAS rating at each stiimutemperature extracted for each temperature and
each stimulation paradigm. If there was significant diffexebetween the fixed factors a posthoc test was made to
determined which groups were different.

The statistical tests used to test the data from the offsdgyasia stimulation will mainly be inspired by those used by
Grill and Coghill (2002). First a repeated measures 1-wayO¥N will be conducted to test whether the change in
VAS is different in the 48-49C step compared to the 49-48 step.

Then two repeated measures 1-way ANOVA was used to test ehtttl difference between similar temperatures,
either 48 or 49 C. For each temperature four groups were tested. These greene named, b, c, andd is seen

in Table 5.1. It is seen that for each temperature two growgre wxtracted from the constant stimulations, and one
group was extracted from each of the step stimulations.

If any factors showed a significant difference a posthocvest performed to determine which groups were different
from each other.

Temperatures 48°C 49°C

Group name | Stimulation type Time Stimulation type Time

a Constant (48-48) | 6 sec before end Step-up (48-49) 1 sec before eng
b Constant (48-48) | 1 sec before end Step-down (49-48) 1 sec before step
c Step-up (48-49) 1 sec before step Constant (49-49) | 6 sec before end
d Step-down (49-48) 1 sec before end Constant (49-49) | 1 sec before end

Table 5.1: The table displays the four groups tested in the ANOVA for dffset analgesia data. One ANOVA was
conducted for two temperatures (48 & 49). The ternd refers to stimulus, after 5 seconds at the sec-
ond plateau (if step stimulation was used) or 10 seconds thiteplateau has been reached (if constant
stimulation was usedpteprefers to the step between 48 and° 4@

Statistical findings

The repeated ANOVA on the staircase data showed data thetileze difference between different stimulation types
(p < 0.001) and between different stimulation temperatyre 0.001). Differences between the stimulation types
are seen in Table 5.2. It is seen that for similar stimulaparadigms there is no difference in similar skin type
vs. b andc vs. d. Meaning that the direction of staircase, increasing oreksing has no effect on the VAS rating.
Comparing the skin types in table 5.2, meanmgndb vs. c andd, it is seen that there is significant difference
between skin type for identical stimulations paradigasg. ¢ andb vs. d). From the confidence intervals it is seen
that VAS in the glabrous skin is higher than in the hairy sk@omparing all stimulation paradigms it is seen that
there is significant difference between the skin typesgedrding the stimulation paradigm, except betwieamdc
(p=0.117). Comparing the confidence interval of these two gsauis seen that they are only slightly overlapping,
increase the repitions would most likely decrease the tianand the difference between these two groups would
also be significant. Meaning a significant difference betwaeén type would be seen for all stimulations.
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Results | p-value | Confidence interva
alb 0.936 1.689: 2.206
0.008*
<0.001*
0.936 1.521:2.038
0.117
0.003*
0.008* 1.087: 1.605
0.117
0.824
<0.001* 0.873:1.391
0.003*
0.824

(9]
O T O T OO0 a0

Table 5.2: The table displays thp-values and confidence intervals from the posthoc testviatip the ANOVA test
on the staircase stimulation. It is seen that there is nemdiffce between different stimulation types in
the same skin typea(vs b andc vs. d). This indicates that the direction of the staircase, iasirg or
decreasing, has no effect on the VAS reported by the subj€aparing stimulations between different
skin type it is seen that there is a differencee betwaebptweenc andd, howeverb is not significantly
from ¢ (p = 0.117), however, comparing the confidence intervab andc it is clear that they are only
just overlapping, increasing the number of repitions calddrease the variance and create a significant
difference. The confidence intervals indicate that idehtstimulation paradigms are rated significantly
higher in the glabrous skin than in the hairy skin - excepieenb andd. * indicate significant difference
between groups at significance level 0.05.

For the posthoc test between the temperatures (Table Svakifound that the difference between the VAS score cor-
responding to the temperatures increased with temperadilganing that the subjects ability to discriminate between
the different temperatures increases with temperaturerelivas found no differences between temperatures below
40°C but the highest temperature 45 was significantly different from all other temperatures;ept 44°C.
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Temperature | p-value || Temperature | p-value || Temperature | p-value
35| 36 1.000 || 36| 35 1.000 || 37| 35 1.000
37 1.000 37 1.000 36 1.000
38 0.989 38 1.000 38 1.000
39 0.864 39 1.000 39 1.000
40 0.281 40 0.834 40 1.000
41 0.002* 41 0.025* 41 0.344
42 <0.001* 42 <0.001* 42 0.005*
43 <0.001* 43 <0.001* 43 <0.001*
44 <0.001* 44 <0.001* 44 <0.001*
45 <0.001* 45 <0.001* 45 <0.001*
38| 35 0.989 | 39| 35 0.864 | 40| 35 0.281
36 1.000 36 1.000 36 0.834
37 1.000 37 1.000 37 1.000
39 1.000 38 1.000 38 1.000
40 1.000 40 1.000 39 1.000
41 0.616 41 0.904 41 1.000
42 0.014* 42 0.049* 42 0.341
43 <0.001* 43 <0.001* 43 0.002
44 <0.001* 44 <0.001* 44 <0.001*
45 <0.001* 45 <0.001* 45 <0.001*
41| 35 0.002* || 42| 35 <0.001* || 43| 35 <0.001*
36 0.025* 36 <0.001* 36 <0.001*
37 0.344 37 0.005* 37 <0.001*
38 0.616 38 0.014* 38 <0.001*
39 0.904 39 0.049* 39 <0.001*
40 1.000 40 0.341 40 0.002*
42 1.000 41 1.000 41 0.253
43 0.253 43 1.000 42 1.000
44 0.007* 44 0.423 44 1.000
45 <0.001* 45 <0.001* 45 .037*
44 | 35 <0.001* || 45| 35 <0.001*
36 <0.001* 36 <0.001*
37 <0.001* 37 <0.001*
38 <0.001* 38 <0.001*
39 <0.001* 39 <0.001*
40 <0.001* 40 <0.001*
41 0.007* 41 <0.001*
42 0.423 42 <0.001*
43 1.000 43 0.037*
45 0.669 44 0.669

Table 5.3: The table displays thp-values from the posthoc test comparing differences betwéterent stimulation
temperatures. In the table is seen how the subjects ahilitlstriminate between temperature increases
with temperature. Whereas there is no significant diffeedratween temperatures below’4x) the highest
temperature 45C is significant different from all other temperatures exekp°C. * indicate significant
difference between groups at significance level 0.05.
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On the offset analgesia data the repeated measures ANOlifAges1 °C temperature increase or decrease, showed
that the decrease evoked a change in sensation intensith wiais significantly larger than a corresponding increase
(p<0.001).

The repeated measures ANOVASs for the two temperatures @8%C) both showed a significant difference between
the groups (48C - p < 0.001 and 49C - p = 0.002). After the ANOVA a posthoc test was performed forheac
temperature to determine which groups was different. Thelt®for both temperatures are seen in Table 5.4.

In the table it is that for the groughin 48°C all other groups are clearly significantly differept< 0.001), this means
that offset analgesia could be evoked with the develope@isys

For the 49°C stimulation group was significantly different from groupes andb, however, not groug though a
tendency was seep,= 0.165.

Temperatures 48°C 49°C
Groupl | Group2 | p-value | p-value
a b 0.113 0.840
c 0.998 0.375
d <0.001* | 0.001*
b a 0.113 0.840
c 0.036* | 0.984
d <0.001* | 0.030*
c a 0.998 0.375
b 0.0.36* | 0.984
d <0.001* | 0.165
d a <0.001* | 0.001*
b <0.001* | 0.030*
c <0.001* | 0.165

Table 5.4: The table displays thp-values from the posthoc followed the ANOVA test. It is sekattfor the group
d in the 48°C column, all other groups are different. Grodifior 48 °C is the test to evoke where offset
analgesia, since all other groups are significantly difigrihe test shows that offset analgesia in fact was
evoked. In contrast the step-up of the4®stimulation, grou@ was not significant from all other groups,
indicating (as expected) that the contrast is increasemhglstimulus decrease, not increase. * indicate
significant difference between groups at significance 18v@5.

5.4 Fulfilment of requirements

From the sections above it can be conclude that all but twairepent has been fulfilled. The two requirements
considering the magnitude and adjusting of the risetimaatdulfilled. The magnitude of the risetime was less than
half (~ 2 °C per second) of the requirement® per second). The requirement considering overshoot iselinit

of the requirement but it is accepted as fulfilled.

Statistical tests showed that the system was able to evidet ahalgesia.

These results will now be discussed in the next chapter.
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In this thesis a non-contact heat stimulator for psychojglystudies has been developed. Before the development
started a number of requirements was listed for the systeati¢s 1.5.1). In order to gain detailed knowledge of the
thermal properties of the skin being heated, a thorougtyst@ad conducted. In the study a g@@ser was used as heat
source. The study focussed on developing a model which atesithe heat distribution in the skin during thermal
laser stimulation. The developed model was validated tiinaxperimental trials testing 16 subjects. Based on the
study, evidence for the depth of heat sensitive receptore@sing with the epidermal thickness was found. In hairy
skin the receptors were found approx.| B0 deep, where in glabrous skin they were found as deep agr38lmost
three times deeper. This distance will increase the theimaalation of the receptors, and thus affect how the thermal
energy from contact stimulators or low penetration laseash the receptors.

The energy from a C@laser is absorped so superficially that the thermal energgnvabsorped, does not affect the
majority of the receptors, if any at all. The heat must be cmted into the depth where the receptors are found, the
deeper location of the receptor, the longer it takes to conthe heat, causing longer latencies in skin with thicker
epidermis (glabrous). This corresponds well with the fhet first pain only can be elicit in glabrous skin if using a
laser with high penetration depth [lannetti et al., 200@Jm&thing which is not feasibible using a g@ser [Treede
etal., 1995].

In chapter 5 a series of tests were performed to evaluatedtferpance of the system. The tests mainly held the
systems perfomance against the list of requirements. Tist important of the tests was to verify the systems ability
to be used in psychophysical studies. Two stimulation pgraslwere tested, first a staircase stimulation and second
a test to see if it was possible to evoke offset analgesia.

Before the psychoohysical tests the system accuracy wasnteed. The closed loop controller used, rely on a
temperature measurement to adjust the laser power. If thpaature measurement, from the infrared camera, is
inaccurate then the system accuracy will be impaired. Thergethe accuracy of the infrared camera was determined.
It was found that the temperature measurement correspavittethe reference used (Medoc CHEPS system). Since
the reference has a absolute accuracy of G.2ind the deviation between the infrared camera and theerefewas
also 0.3°C, thus, it was concluded that the infrared camera is no nmaieciurate than the reference. Still this accuracy
was found to be satisfying. The steady state accuracy whmsvialy evaluated. Both requirements were fulfilled; it
was found that the mean steady state error was less tha@fd the steady state oscillations had an amplitude of
less than 0.2C.

The response of the implemented controller was evaluatetibased on the requirements it was found that the cool-
ing rate and magnitude of overshoot was on the limits of tlyglirements, but still acceptable. However, the two
requirements regarding the rise time were not fulfilled. iDgithe controller tuning a tradeoff was made between the
requirements, a limited overshoot was more important thamtagnitude of the rise times.

During the developed and implementation a varity of différ@ontroller tunings were tested, of the tested parameters
it is concluded that the temperature controller implemeigehe best tradeoff to reach the requirements.

When the initial system test was completed the system wésdt@s a stimulator in psychophysical studies. First
each subject was stimulated using an increasing and déwgesaircase paradigm, the results of this is seen in figure
5.5. Itis seen how the sensations reported by the subjeetsehpeak following each temperature increase from 40
°C and up, after this peak the VAS score settles at a steadly leve

A repeated measures 1-way ANOVA was used to test if there signéficant difference between different stimulation
types (four groups: increasing or decreasing staircassarskin types). The test showed significant differences be-
tween the groups, therefore a posthoc test was performegéerate which skin types and temperatures were different.
In tables 5.2 and 5.3 the results of the posthoc test is seetable 5.2 it is seen that the administration of different
temperatures does not affect how the sensation is ratedeoviA8 scale. However, there was significant differences
in the sensations following similar stimulation paradigimglifferent skin types. In fact a clear tendency was seen
for all stimulation paradigms indicating a significant difénce between skin types; all but one combination showed
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evidence for this, this combination showed a tendency tdsvarsignificant differencep(= 0.117).

The confidence intervals showed that the VAS scores for thierguis skin was higher than the VAS scores in the hairy
skin. This finding is quite interesting when comparing ithe study made with the GQaser. In that case the VAS
scores are higher in the hairy skin, see chapter 2. Comp#riago the FEM provides further indications that the
model gives good understanding of the heat distributioméskin, when using different heat sources. The model
proves that the temperature at receptor level is much lowglabrous skin than in hairy skin following a Gaser
stimulation. Whereas a stimulation from a diode laser waaldse the temperature to be similar at receptor levels
disregarding the skin type, see figures 3.1, 3.2, 3.3, and BaWever, the FEM model does not explain why the
stimulations in glabrous and hairy skin are sensed diftrevhen the temperature at receptor level is similar. One
possibility is that the nociceptors could be more abundagtabrous skin, causing more nociceptors to be activated,
thus increasing the sensation reported by the subjectsth&nexplaination could be that the central sensory system
reacts differently to the same receptor temperature dépgnd the skin type. This could help to ensure that when the
skin touches a warm element it is sensed equally in both gkiest This central mechanism would cause a bias when
the thermal energy no longer is absorped at the skin surfatds Bbsorped inside in the tissue close to the receptors.
However, this is contradicted by the fact that thesG&ser stimulations evoked less intense sensations in #iieals
skin than in the hairy skin. A third possibility is that theeeptors in the skin depends on the skin type. A claim which
previously has been postulated by others [Treede et al5]198eede et al. (1995) postulated that the reason why first
pain could not be elicited in glabrous skin was due to difiémopulations of afferent in different skin types, a claim
which later has been modified by lanneti et al. (2006) who vaéie to elicit first pain in glabrous skin.

Finally, the staircase stimulations provide evidence hiogv dbility to discriminate between different temperatures
increases with temperature (Table 5.3).

Following the staircase stimulations a offset analgesibw@as conducted and the results of this test were analysed.
The first repeated measures ANOVA showed a significant éiffee between the changes in sensation intensty fol-
lowing a 1°C decrease and increase. The change in VAS following@ decrease was significantly larger than the
change in sensation intensity following a temperaturesiase of T'C.

The ANOVA test of similar temperatures (48 or 48) showed there were significant differences between thepgro
The posthoc test showed that for the 4B temperature groug was significant different from all other groups, this
serves as evidence that the developed system is able toccwtiket analgesia, since grodpvas a stimulation at 48

°C following a stimulation of 49C.

During the stimulations there was a possibility of habimin the sensory system, causing the evoked sensation to
decrease eventhough the intensity of stimulation remainstant. In order to control this, two stimulations of con-
stant temperature were administrered (graapadb for 48°C & groupsc andd for 49 °C) if habituation occurs this
would be visible as a decrease in the VAS score in the lattéreo§roups (group for the 48°C and groupd for 49

°C). However, the posthoc test showed that habituation adonéd not be responsible for the offset analgesia seen.
Since groupd was different from group which would both be habituated, this provides evidence tiatchange
seen in group (offset analgesia group) is not solely due to habituationie analgesic effect reported by Grill and
Coghill (2002) could be reproduced.

Furthermore, the 49C test provides evidence how the sensory system shows sigabitiiation during a 49-49C
stimulation paradigm. However, growpfor this temperature was only significantly different fromogpsa andb.

The high significance found between growasndd is possible due to a sharp reaction from the subjects, caused
the 1°C step-up in temperature.

Eventhough the stimulation methods used in this thesis@arewhat different compared to those used by Grill and
Coghill (2002 and others [Yelle et al., 2008] [Derbyshiral@sborn, 2008] [Derbyshire and Osborn, 2009], offset
analgesia could still be evoked. These different stimotathethods could cause some variations in the results.
These differences are multiple, first comparing the colerah the developed system and the controller in previous
offset analgesia studies (Medoc CHEPS system) [Grill angh@lp2002] [ Yelle et al., 2008] [Derbyshire and Osborn,
2008], it can from figures 5.1 and 5.2 be seen how the magnitiitie overshootin both the heating and cooling phase
are larger (0.5C) than the one in the developed system (0.22Q)8 Undoubtly this overshoot combined with higher
rise times will increase the temporal contrast of the statiohs. Since offset analgesia most likely is a mechanism to
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enhance the temporal contrast in stimuli [Grill and Cogl2i0i02] [Yelle et al., 2008], the overshoot will increase the
analgesics effect reported by the subjects tested. Thispisogally important during cooling where the difference is
exacerbated. The developed system utilizes slow {€ per second) passive cooling with no overshoot; in contrast
the Medoc system have fast {8 per second) active cooling with an overshoot00.5°C. This will increase the
temporal contrast during stimulus decrease, howevelighist the only difference between the two stimulation meth-
ods.

In the Medoc device the stimulation area is fixed at eitherl8xm [Grill and Coghill, 2002] [Yelle et al., 2008] or

a diameter of 27 mm [Derbyshire and Osborn, 2008] (depenatingpe probe), for the non-contact system the beam
diameter of the incoming laser light is approximately 6-7 mieaning that the developed system has a much smaller
stimulation area. This opens the possibility that a diffiee could occur due to spatial summation [Lautenbacher
et al., 2001]. A larger stimulation area will increase thingensation reported by the subjects [Lautenbacher et al.,
2001]. The large stimulation area of the Medoc system wilstiiely, cause an increase of the pain sensation to
similar stimulation temperatures, this increase couldgase the sensation difference between theGiStimulation

and the following 48 C, resulting in more pronounced offset analgesia sensation

Another possible factor which could cause different residtthe actual paradigm used. Grill and Coghill (2002)
evoked the offset analgesia by using a three temperatuaeligan, e.g. 48-49-48C the two first steps was held in 5
seconds and the final in 20 seconds. In this thesis two paredigere used which divide the two steps into two trials,
one testing 48-49C step. And one testing the 49-48 step, each step was held for 5 seconds. This was done to
ensure easier seperation of the two steps. However, it silgeghat the initial step up 'primes’ the sensory system
so that it is following more susceptable to any following @eses. The increase could also cause some sensitization
in the sensory system [Raja et al., 1999], this could in&#as sensations reported by the subjects, and thus possibly
increase the sensation intensity during the decrease téngerature.

To sum up it is concluded that proof of concept has been rebsimee it was possible to evoke offset analgesia
using a non-contact thermal stimulator. We have shown ttegpassive cooling is sufficient to evoke offset analgesia.
However, the magnitude of the offset analgesia would priygabrease with increasing cooling rate, thus increasing
the temporal contrast.

Putting in the developed system into a broader perspedifget analgesia is only one of many types of studies which
can be conducted with the system. Compared to contact stiorg| the non-contact stimulator developed provides
a number of advantages; the heat is absorped directly gitardevel, and the controlled temperature is equal to the
temperature at receptor level; the size of the stimulatiea aan be changed; and finally the stimulation location can
rapidly be moved.
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Monte Carlo simulation

This appendix is a selected chapter of the authors eightsenm@oject. This appendix is an excact copy of the chapter
from the authors 8th semester (2nd semester of the Mastgegbrno modications have been made to it. This chapter
describes the theory behind the Monte Carlo simulation usethapter 2, to model the photon absorption from the
laser.

A.1 Monte Carlo method

The Monte Carlo method is a stochastic approach useful tolatethe photon propagation in a medium, this chapter
will focus on the photon propagation in the skin, caused lyitttadiation of a near infrared laser.

The Monte Carlo method simulates a number of photons beiatiesed within the tissue. The number of photons
should be high enough to give a representative result ofgaleradiation from the laser. The exact number of simula-
tions needed depends the problem being modelled [Welcham&emert, 1995b].

The Monte Carlo method is basicly a so-called random walkrevlaesingle photons path through out the tissue is
followed. The key concepts of the random walk is two decisjaghe path each photon travels before an absorption
or scattering event occurs and the angle the photon is sedtieto, if not absorped. As the reader can appreciate
the Monte Carlo method simulates the photons as particteéglactromagnetic waves, so phase and polarisation are
ignored.

Several approaches exists, the simplest and most straiglatfd method is to simulate a single photon at a time, this
approach requires a large number of photons to be simul&tedeban accurate result can be achieved. Another ap-
proach is the so-called implicit photon capture where a@hpgckage is being simulated. Each package is initiated
with a certain weight and after each mean free path a ceréaoeptage of the photon weight is absorped, the remain-
ing photon package is scattered and moved to a new intenggtisition. After a number of interaction the photon
weight has become very low and the photon package is teredn&¢hen using the implicit photon capture method a
fewer number of photons needs to be simulated which redbheemputational cost [Welch and van Gemert, 1995b].
For this project the implicit photon capture method was used

This project will investigate the propagation of photortsiira diode laser into the cutaneous layers (epidermis, dermi
blood vessel) and subcutaneous tissue. The basic problebecseen in figure A.1.
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Figure A.1: The figure illustrates how the layers of the epidermis, dsyliood vessel and subcutaneous tissue are
located. In the figure it can also been seen how the centredddler beam is located in the origin of the
cartesian coordinate system (0,0,0) and how the photorscattered through out the tissue.

In the following the different components of the Monte Carlethod will be explained, first a brief overview.

A.2 Overview of the method

As mentioned above the implicit photon capture method wasl.u¥he method starts with a photon package being
initiated, the photon weight is set to unity. A fraction oéthhoton weight will be reflected at the tissue surface, due
to specular reflection, so this amounggRis subtracted from the photon weight. The remaining phateight enters

the tissue and the first mean free path or propagation distAgds generated and the photon package is moved. Each
time the photon is moved, it is checked whether an internahbary is crossed, if that is the case, the possibility for
either internal reflection or refraction is checked. At eaelw position a fraction of the photon package is absorped,
the position and the photon weight absorped is stored. &fieh interaction the scattering angle is calculated and a
newAsis generated and the steps described above is repeatethantist photon package has been reached.

After a number of interactions the photon weight becomesdodithus the propagation of the photon package will not
provide much further information. In this situation it beces relevant to consider terminating the photon package.
Therefore a so-called roulette is played, here the photekagme has an to one chance of survivingr(is simply a
chosen number e.g. 5 or 10, deciding the change of the pheing terminated in the roulette), if the photon survives
the weight is increaseh times. If the photon is terminated, the weight is set to zewh @new photon package will

be initiated. If the photon leaves the tissue, i.e. if thetphas scattered out, the weight is also set to zero. For the
backscatter problem in this project is it also of intereskitow the photon weight which leaves the tissue therefore
this amount is stored together with weight being reflecig,

The entire process can be seen on the flow chart below (Fig. A.2
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Monte Carlo simulation using implicit
photon capture and variable As
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Yes
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Figure A.2: This flowchart illustrates the basic idea in the developedtddCarlo algorithm. Adapted from [Prahl
et al., 1989] and [Welch and van Gemert, 1995b].
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For the model used in this project the following conventibage been used:
e All units are in Sl-units.

e Each incoming photon package has a weight of unity

A 3D setup using cartesian coordiantes, thandy axis are parallel to the tissue surface and zteis is
perpendicular to the tissue surface.

Every internal boundary is normal to thexis

zis positive within the medium (the tissue) - zero at the &istte boundary

A total incoming energy of 1 joule (meaning 1 W in 1 second) siasulated

Coefficient and constants used in the model can be seen amAabl

Coefficients| Epidermis | Dermis | Blood | Subcutaneous tissue
Ha [m~1] 100 100 168 120
Hs [m~1] 15067.5 | 15067.5| 66800 16000
n 1.34 1.41 14 1.46
g 0.9 0.9 0.9 0.9

Table A.1: Optical coeffcients used in the Monte Carlo simulations.

A.2.1 Reflection at the tissue surface

When the photons enters the tissue some of them will be refleatt the surface, due to specular reflectance. The
amount of the photons reflected depends on the mismatch ofitaetive indices between the tissue surface (epider-
mis), n; and the airn,. The fraction reflected®sp can be expressed as

(1 —np)?
=—= Al
Rsp ()2 (A.1)
Using implicit photon capture means that the weight of eduit@n package entering the tissue will be less than unity.

The weight of each package entering the tissue can be erprass

W =1-Rsp (A.2)

A.2.2 Creating the propagation distanceAs

The propagation distance before the photon interacts withissueAs, depends on the absorptiqe) and scattering
coefficient (i) of the tissue. The propagation distance should be smalpeoad to the mean free path of the photon
in the tissue [Prahl et al., 1989]. The mean free path is eguidle reciprocal of the total attenuation coefficiqnt,
which equals

He = Ha+ Hs (A-3)

The propagation distance should then satisfy

1 1
As<< — =

(A.4)

[Prahl et al., 1989]
The simplest approach is to choose a constant propagastande, however it can be difficult to choose the best
value. Since if the propagation distance is too small theqrhwill rarely interact with the tissue and if it is too large
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the simulation is a poor approximation of the path a photatiyéollows [Prahl et al., 1989].

For the reasons mentioned above another approach is usedivwhesing the propagation distance. Instead of using a
constant value, the step size varies. The probability tefisiction (pdf) of the propagation distance can be describ
using Beers law - i.e. the photon is more likely to travel arskdistance than a long, and the probality is equal to
e M8 [Prahl et al., 1989]. By using a random numtgemuniform distributed between 0 and 1, which is the same
interval as the pdf is in, this can be written as

{=eMbs (A.5)

Isolating with respect tés results in the following expression for the propagatioratise

—In(@
He

As=

(A.6)

[Prahl et al., 1989]

A.2.3 Moving the photon

After having found the propagation distance the photonméllv be moved. The new x,y and z are calculated based
on the previous coordinates (x',y’, ), the direction sy, iy andy, and the propagation distandss

= X+ -As (A7)
= y+4p-DOs (A.8)
z = Z+4U-As (A.9)

The calculation ofi, py andp, will be derived below.

A.2.4 Internal reflection or refraction at smooth boundaries
Internal reflection

The mismatch of refractive indices can cause photon to kriatly reflected. Since the Monte Carlo model be-
ing developed is multilayered there exist several bourdariside the tissue which can cause internal reflection or
refraction. The model contains the following layers

Epidermis

Dermis

The blood vessel

Subcutaneous tissue

Inbetween all of these layers the possibility of interndlection exits, therefore this has to be checked everytime a
photon crosses a boundary. If so, the chance of internattigiledepends on the refractive indices of the two layers.
Again random number, uniform distributed between 0 and &raated, if this number is greater than a value R, then
internal reflection occurs. R is calculated as

Sir?(6; —6;)  tar?(6; — &)

R=05(Gre o) k@16

) (A.10)

6; is the incident angle arf is the transmission angle, see figure A.3 on the followingepddpe incidence angle can
be found as

0 = cos (|| (A.11)



Monte Carlo simulation

The transmission angle is found using Snell’s law, stating
nisin(6;) = n;sin(6;) (A.12)
Isolating6; gives

6 = sin*l(% sin(@))) (A.13)

However, if n > n; then the critical angle needs to found. The critical anghieiined as
- n|
B = sin (E) (A.14)

The above is simply Snells formula, with being 90 degrees d. If the incident angle is higher than the critical
angle, then internal reflection will always occur, and tHemformulas for internal reflection are used to find the new
coordinates and directional vectors.

If internal reflection occurs then a nexcoordinate needs to be calculated, Xendy coordinates do not change in
the case of internal reflection. The calculation of zlm®ordinate can be seen from the following illustration.

Incident Normal Reflected
ray : ray
I

A :
[
6, 1
A
‘ N b
Air L Uy
Glass : Uy
1_\
o\
10,
-
I
I B
I -
Refracted
l'il}’

Figure A.3: The figure illustrates the how the light is either reflectededracted at a boundary [Serway and Jewett,
1995].
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Figure A.4: The figure illustrates the how the light is transmitted vifiaktion at a boundary. When the refractive
index is lower in the transmitting tissue than in the regeMissue, the transmission anéle(6; in the
figure) is smaller than the angle of inciderg6; in the figure), this situation can be seen on (a) and
vice versa can be seen on (b) [Serway and Jewett, 1995].

When the photon is reflected the directional cosinesanidy, L andpy remain unchanged and the directional cosine
of z |4 is negated. This means that the directional vectors aftertamal reflection equals

Bx = M (A.15)
b = —l (A.17)

[Welch and van Gemert, 1995b]

Refraction

If no internal reflection occurs then the photon will be refeal at the tissue surface or internal boundary. In this
case both new,y,z coordinates have to be found and so will the directionalomsgty, 1y andy,. First the three new
directional vectors are found. These can be derived by gekiiook at the 3D unit circle the relationship between two
vectori andt can be described as

P -SIN(B) =y -Sin(6;) (A.18)

Hy -Sin(B) = py, -sin(6;) (A.19)
Mz -cOS6) = |z -cog8) (A.20)
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6i and®; are the angles between the two vectorandt, and thez axis. Isolating the new cosinegy, Ky, andpy)
gives

sin(6;

~—

B = Hx- Sin(ei) (A21)
B sin(6y)
'JYt - '"lyi Sin(ei) (A22)
Wy = sign(uy)-cog6) (A.23)
[Wang et al., 1995]
Using Snells law this can be reduced to
n
M = Hxi'al (A24)
n
T (A.25)
Bz = sign(yy;)-cog) (A.26)

[Wang et al., 1995]

The calculations of the new coordinates require a few mdoaitzdions, for this figure A.5 will be used. In this figure
only the &,2) plane is shown but the deriviations are very similar in the) (plane . Again the unit circle can be
thought of when deriving the equations for the new coordisathe only problem is that the refraction of the photon
does not always occur in the origin (0,0,0). Therefore keetming the unit circle, and using a similar approach to the
one above, the coordinates of the refraction site needs kmden, these coordinates are nanXgglindary Yooundary
andZpoundary ZnoundaryiS known (we know the depth of the boundary) therefore oglyindary@ndyboundaryneed to

be calculated. This is done by linear interpolation betwsenprevious coordinates in the first mediuxg{, Yold
andz,q) and the new, unrefracted (and therefore incorrect) coatds in the new mediumy, yo andzy). Therefore
Xpoundary@NdYhoundary€COMeES

Znoundary— Zold

Xpoundary = 40;; —ar);old (Xo — Xold) + Xold (A.27)
Znoundary— Zold

Yboundary = —omnday =2 (Yo — Yold) + Yold (A.28)

20 — Zold
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Figure A.5: The figure illustrates the how the light is transmitted vitaktion at a boundary. The coordinates used
in the formulas above and below can be seen. The figure is ocadienm the (x,z) plane but obviously the
(y,z) plane is very similar, and should be easy to understand

On figure A.5 the basis for calculating the new, refracted-dimates after a boundary has been crossed, can be seen.
The calculations are simply based on trigopnometry.

X = Xpoundaryt Sign(p) - | (Xotd — Xboundar)N : sin(@) (A.29)
Y = Yboundaryt Sign(P-y) “|(Yold — yboundar)N : :::Egtli (A.30)
Z = Zyoundaryt SigN(Hz) - | (Zold — Zboundary)| : % (A.31)

A.2.5 Absorption

Using the implicit photon capture method implies that aaearpart of the photon package should be absorped at
each interaction site, the part absorped is namefnd this fraction is determined by the absorption and sciai
coefficient in the following way

a— e (A.32)
Ms+ Ha

[Prahl et al., 1989]
This means that the weight after an interaction will be rediuo

W =Wgig(1—a) (A.33)

Wq is the photons weight before the interaction.
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A.2.6 Termination of the photon package

The simulation of each photon package will, not continuesfmitely. Therefore the way of terminating the photons
have to be defined. First, if the photon should ever leaveitised, the propagation of that photon stops and a new
photon package is launched.

Second if the photon remains within the tissue its weight, wifiter a certain number of interactions, be very low.
In this case it does not make sense to continue propagatophbton since it gives very little information [Prahl
et al., 1989] [Welch and van Gemert, 1995b]. One possih#ityp terminate every photon package when the weight
becomes small enough, however, doing so will bias the esirite the remaining weight is discharted [Prahl et al.,
1989] [Welch and van Gemert, 1995b]. Instead a techniquectabulette is used, every time the photon weight
becomes less than a certain amount, the roulette is playehligi project the roulette will be played when the weight
becomes less than 0.01). The roulette gives the photon aregetinm of surviving (in this projecinis set to 10),
should the photon survive the roulette, its weight is inseshin times [Prahl et al., 1989] [Welch and van Gemert,
1995b].

A.2.7 Changing photon direction - scatter

The implicit photon capture method dictates that the aligorjpccurs at every interaction site, and so does scadterin
To find the direction into which the photon is scattered into tingles have to be known, first the azimuthal angle
have to found. Secondly the deflection angle, which is thdeabgtween the normal to the surface (in this project
the angle to the z -axis). The azimuthal angi€[0,211), is very easy to find, since it does not depend on the optical
properties of the tissue, this angle can be found as

@=cos 1(2m) (A.34)

( is here, as above, a random number uniform distributed eet@end 1.

The deflection angled ([0,m]), however, depends on the optical properties of the tissapecially the anisotropi,
determined by the anisotropy factgr([-1,1]). For tissue this factor is usually approx. 0.9, light in near infrared
range. This means that scattering approaches Mie-scattetiich is mainly forward directed. i = 0 the tissue has
isotropic properties and the probability of the scatteangle is uniform distributed between 0 andif g is negative
then mostly backwards scattering occurs. The probabibtysity function of the deflection angle can be described
used the Henyey-Greenstein phase equation, originaiyded for galatic light scattering. The Henyey-Greenstein
equation gives the following pdf

1-¢?
2(1+g?—2g-c096))3/2

p(cos()) = (A.35)

[Welch and van Gemert, 1995b] [Henyey and Greenstein, 1941]
By replacing the left expression in equation A.35 witha random varibel uniform distributed between 0 and 1, and
isolate the deflection anglé, then the following expression for the deflection angle isvael

1-¢°

2
1—grog ! (#:39)

1
— cost 2
8 =cos {Zg(l—i—g [
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The distribution of the deflection angle in 1,000,000 scattes with an anisotropy factor of 0.9 can be seen in the
following histogram, (figure A.6). It is seen that the angles concentrated around the low angles, indicating that the
scattering is very forward-directed.

Probability density function of the Henyey-Greenstein formula - 10° scatters, g = 0.9
1400 T T T T T T

1200

T
1

1000 ]

800 b

600

Number of photons

400

200

-

15 2 25 3 35
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Figure A.6: The figure illustrates a histogram to display the probagbdiénsity function of the Henyey-Greenstein
formula for one million scattering events and an anisotrdgctor of g = 0.9. Mean angle is 0.3072 rad.

When both the azimuthal and deflection angles for the scawent have been found three new directional cosines
can be calculated. To derive the formulas a few steps has tagloe. The calculation of the new directional cosines
is basically two rotations of a point on the unit sphere. Eaxthtion of a point about an axis can be expressed as
a real and an imaginary part. A rotation of the poixt(i - y) in an angled can be expressed as< i - y)(cog8) +

i -sin(@)) [Cashwell and Everett, 1958].

Each of the rotation from both the azimuthal and deflectiogiesican be expressed as above. First the basic idea
behind the rotation will be explained. A point (x,y,z) wikliotated twice on the unit sphere first in an angéeound

they axis then an anglg) around thez axis the first rotation can be expressed as

Z+i-X = (z+i-x)(cody)+i-sin(y)) (A.37)
y =y (A.38)

[Cashwell and Everett, 1958]
Where (,y',Z) are the new coordinates after the first rotation.
And the second rotation around thexis is

X' +i-y' (X +i-y)(coqw) +i-sin(W)) (A.39)
7 = 7 (A.40)

[Cashwell and Everett, 1958]
Where (”.y’,Z’) are the new coordinates after the second rotation.
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Now (X,y,Z) will be isolated and inserted intoa/(}y’,Z’).

Z+i-X = (z+i-x)(cogy)+i-sin(y)) (A.41)
= z-coqy)+i-z-sin(y)+i-x-cogy) — x-sin(y) (A.42)

[Cashwell and Everett, 1958]
First the real and imaginary parts are isolated and tkeyl,¢) are isolated

X = x-cody)+z-sin(y) (A.43)
y =y (A.44)
Z = —x-sin(y)+z-cogy) (A.45)

[Cashwell and Everett, 1958]
For the second rotation around thexis similar steps are taken

X'+iy' = (X+i-y)(cogy)+i-sin(y)) (A.46)
= X.coqU)+i-X-sin(y)+i-y-cogy)—y-sin(y) (A.47)
Now the ”’,y’,Z') becomes
X' = X.coqy) -y -siny) (A.48)
y' = X-sin(Q)+y-cogu) (A.49)
7 = 7 (A.50)

Then Egs. A.44, A.45, A.45 are inserted into Egs. A.49, AABQ, and this gives the following result

X" = x-cogy)cogy) —y-sin(P) + z- sin(y)cog ) (A.51)
y'" = x-cody)sin(y)+y-cogy)+ z-sin(y)sin(y) (A.52)
Z' = —x-sin(y)+z-cogy) (A.53)

In the three equations just above a few rewritings are mamte fhe following expressions

sinly) = p (A.54)
cos) = ¥/p (A55)
siny) = y/p (A56)
cofy) = z (A.57)

[Cashwell and Everett, 1958]

wherep is the distance from the origin in the unit sphere to the mtiga of the new pointX”,y’,Z’) onto thexy plane

- which can be derived using pythagoras formula. Axgl,Z) is the components of the vector from the origin of the
unit sphere to the previous pointy,2). Since these deriviation are made on the unit sphere thisvis the same as
the original directional vecton, py , Lz).

Now the ’,y’,Z") can be expressed as

X' = Xiebx/P—YHy/P+ZPK/P (A.58)
X" = Xiy/p+YyX/p+2zpH/p (A.59)
X' = —/p—zik (A.60)

[Cashwell and Everett, 1958]
To calculate the scattering direction from a scatteringheeecuring in the origin of the unit sphere. Thé\y,7)
are the coordinates of the point into which the photon istepad. Again since the deriviation take place on the unit
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sphere thex(,y",Z") are the same as the new directional vectors of the phatn(, ).

Using the azimuthal and deflection angle found abgvand®, instead ofy andd, after the two rotations, the point
(xy,2) on the unit sphere can be described @sg(@)sin(0),sin(08)sin(g),cog0)) [Cashwell and Everett, 1958]. The
polar argument can be described\@4 — P2 - which can be derived using pythagoras formula [Cashwel|Everett,

1958].
Hence the new directional cosines can be described as
sin(B) .
B = Ve (HxkzCOS(@) — Lysin()) + Hxcog(6) (A.61)
sin(B) .
by = (HykzCOS@) + Lsin(@)) + Lycog6) (A.62)

— 12
Z

i

W, = —sin(8)cog@)y/1— 2+ pco90) (A.63)

[Prahl et al., 1989] [Welch and van Gemert, 1995b]
However, it can be seen that a angle very close to normalgivil problems with the fractions in the equations above
(divide by zero ify; ~ 1). Therefore the following equations should be usef; ¥ 0.9999

Uk = sin(B)coq @) (A.64)
by = sin(8)sin(g) (A.65)
T ﬁcos@ (A.66)

[Cashwell and Everett, 1958] [Welch and van Gemert, 1995ig] three directional cosines will be used when prop-
agating the photon to the next interaction site, as destabeve under section A.2.3 on page 77.

A.2.8 Simulating the spatial profile of the laser beam

Since the laser beam has a certain width it can not be seenastapurce, instead the photons will enter the tissue
distributed through out the beam. This means that varyiitiglirx andy surface coordinates have to be used instead
of (0,0) [Prahl et al., 1989] [Welch and van Gemert, 1995hypigally two models for the beam profile are used, the
beam can either be modelled as a flat or gaussian beam. In edlatthe intensity of the beam is the same everywhere
within the beam, where the gaussian has higher intensibedie¢am centre and the intensity decrease with the distance
to the centre. The radius of the beam is abbriviatedl he radiant exposure within a flat beam can be expressed as

S(r) = 1 (A.67)

Outside the beam the exposure is zero. Since the Monte Gaalstochastic method, the probability density function
of the exposure is used to express the distribution withénbitbam, and again a random number uniform distributed
between 0 and 1 is used instead of the pdf. The pdf of the expasm be expressed as

2r
p(r) = W (A.68)
[Welch and van Gemert, 1995b]
Changingp(r) into a random numbeg, uniform distributed between 0 and 1, yields
2r
= . (A.69)

Since the Monte Carlo simulation being made is in cartestanmdinates and a short expansion is made. Xaedy
coordinate can be expressed usingrtleordinates and a cosine and sinus calculation of a randgle aetween 0
and 21, defined as fi,. Then thex andy coordinate for a flat beam then becomes

= wy/Zcog2mly) (A.70)
wy/Zsin(2ml) (A.71)
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[Welch and van Gemert, 1995b] Note that for each new set of @bardinates the same values{oAnd{, must be
used.
For a Gaussian beam tkendy start coordinates are

x = wy/—In(1-2)/2coq2m) (A.72)

wy/—In(1—1)/2sin(2nL>) (A.73)
[Welch and van Gemert, 1995b]

For the simulation either a 2 mm or 3.5 mm beam radius was gsedsponding to the lenses of the used laser. Since
the light from a diode laser neither is stricly flat or Gaussiacompromise must be made. For the laser used in this
project the beam profile was closest to a flat beam, so a flat bezdel was used.

<
|

A.2.9 The Monte Carlo simulation as a heat source in heat disbution modelling

To use the results from the Monte Carlo to simulate the heag¢iggion and transfer after irridiation from a diode
laser, the results needs to altered a bit. If the heat transfelels are in 2D axial coordinates (often used to limit the
computional burden) thenandy must combined into a radial coordinatgin following way

r=vx2+y? (A.74)

First, the heat sourd@ expression, was developed as a large empty matrix (100 x W@y being the first coordinate
(or index in the matrix) and being the second. For each interaction in the Monte Carlo,ctiordinates of the
interaction site was used to index the matrix and then addtierped weight into the appropriate entry of the matrix,
representing the area of the tissue where the interactidiremefore absorption occured. The entries of the matrix,
I'coordinate@NdZcoordinate Was calculated as

lcoordinate = ceil(r/dr) (A.75)
Zeoordinate =  ceil(z/d2) (A.76)

Where ceil rounds to next integer towards infinity, alvdanddzis the width and height of the tissue area, represented
by a single entry in the heat source matfixeach entry has the size 5e-5 m x 5e-5 m(&®x 50 um). Andr andz

are the coordinates of the interaction.

To minimize the computational burden only weight absorp@timwa 5 mm x 5 mm square, centered at (0,0) was
retrieves from the Monte Carlo simulation and used to dbeditie heat source in the heat transfer models. After
the Monte Carlo simulation the weight added in the entrie® imust by diveded by a scalar in order to change the
values from weight to power pr. cubic meter [WAInThe size of the scalar depends on the distance from theoéxis
symmetry to the entry (thecoordinate). The scalar is expressed as

(2i + 1)1t-dr?- dz (A.77)

[Welch and van Gemert, 1995b]
wherei is the radial indexrioordinatd in the heat source matriQ. Furthermore each entry should be divided with the
total amount of incoming photonphotonsimulationgo normalize the power to watts [W]. (Recall that it was @tos
that Monte Carlo model simulated a incident power of 1 W ind ®tal energy of 1 joule). The means that the entries
in Q, all should be divided by

(2i + 1)1 dr?- dz- photonsimulations (A.78)

After this theQ matrice can multiplied by a scalar to take the power settirdyguration of the stimulus into account.
This means that it is very easy to test different power sggtand duration based on the same Monte Carlo simulation.
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In this chapter the control basics used in this project ibaiated. This is used in chapters 3 and 4.

In order to continously control the skin temperature theardd camera and diode laser must be combined. As one
might except the concept of controlling such a proces is aa af intense theory and research. Previously a somewhat
similar system to this have been developed [Meyer et al.6[L2&ing a CQ laser with all the disadvantages of that
type laser, see chapter 3. If one wishes to control a certaicegs there are a number of approaches. But first the
control theory basics will be discussed.

B.0.10 Control theory basics - closed and open loop control

First a bit of control nomenclature. Four basic elementda@urad in most control systems.

Processwhich as the name implies is the proces or action which wh Wwisontrol. In this case it is the laser heating
of the skin, causing the skin temperature to rise to a celeal.

Measuring elementr sensorwhich measures the output of the process, in our case thdeskiperature measured
by the infrared camera.

Regulator which is the control unit which regulates the process, tieeaegulator will control the power setting of
the laser.

Actuator- the element which is controlled to affect the process, im¢hse the laser

[Haugen, 1994]
The different signals in between the elements are refearad t

Process output the skin temperature

Reference desired skin temperature

Output measurementemperature measured by the infrared camera
Error - difference between reference and the output

Control input- control signal from the regulator to the actuator (laser)

Disturbance- cooling of the skin

[Haugen, 1994]

Many others describtions and nomenclature exist [Haug@®4[l[Franklin et al., 1994], however, the nomenclature
listed above is what have been chosen by the author and wiké&e in the rest of this rapport.

When describing the reaction characteristics of a comtralbme terms should be known, see figure B.1. When
changing the reference the time it takes the controller &alrehe new reference is known as the rise time, mostly
used when discussing reference increases. The exceedihg mdference after a reference change is known as the
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overshoot, and the decaying oscillations after an ovetsdr@cknown as riples. The time it takes for the controller to
settle at the reference is called the settling time, thistdisplayed in figure B.1.

Temperature

I

Overshoot

7 temperature
/ AN
/\Actual Ripples
/ temperature

— - Reference

} ~ time

Rise time

Figure B.1: The figure illustrates some characteristics of a controllére rise time is the time it takes a controller
to reach a new reference when the reference is changed. Hoe¢lis when the controller exceeds the
reference after a change of the reference. The decayitadirik following the overshoot is called riples.
In the figure the actual temperature is the process outpdthenreference temperature is the reference.

Two basic principals of control exist, closed and open lo8pth principals can be seen in figure B.2. In closed
loop control, the current output of the process is measuneduaged to adjust the process (Figure B.2 - a). In open
loop control the output is not measured, but the processrifr@ted based on the reference and a measurement of
any disturcances effecting the process (Figure B.2 b)).nOpep control requires very precise knowledge of how
the process changes whenever the reference or the distesbahanges. The two principals can be combined into
a control system which utilises both closed and open loopriigcies, such can be seen in figure B.2 c). Inside the
regulater the open loops from the reference and disturbsncembined with the closed loop based on the output
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measurement. The combination of both techniques expleiativantages of each; the open loop provides fast initial
adjustment and thereafter, the closed loop keeps the mratése desired point [Haugen, 1994].

A) Disturbance B) Disturbance

Regulator

Referance | + Error | Gontrol input Output Reference Control input Output

Rﬁ?ggtlia;tgr t—| Process e P-| Regulator me—l Process —|es—-

y Sensor |-

Output measurement

|
Disturbance
Open loop Open loop + Sensor
|
Reference | Caontrol input Output
— Closed loop Process
|
|
Sensor (g
Output measurement

Figure B.2: The figure illustrates the principals of a) closed loop colnty) open loop control and c) the combination
of closed and open loop control. Developed from [Haugen4188d [Franklin et al., 1994].

Since an open loop technique is very subtle to noise, and smd#ference in the model describing the process will
resultin errors. Instead closed loop control continoushyitores the output of the system and alters the process inpu
when the process output is different to the reference. kphoject closed loop control was used, see chapter 3 for
justification.

One problem of all closed loop controllers is the possipiidr instability. Instability occurs when the socalled o
gain becomes too large or if the time delay in the system isaare.

In the case of too large gain the closed loop system will reaxtiolently to any error. E.g. if the loop gain is high,
errors will cause the regulator to pull the process in theosfip direction, to try and reduce the error. If the loop
gain is too high the controllers reaction will be too largausing the controller to either overshoot or undershoot the
reference.

Similar is the problem when the time delay is too large, eagge time delay means that the system will not react
fast enough whenever the reference is reached, then thiategwill cause a too extreme change of the control input,
making the output shoot past the reference, and so on. THisomtinue until the physical limitation of the actuator
is reached, in this case the maximum and minimum power gatfithe laser. Therefore, the temporal resolution of
the system should be as high as possible.

In our current problem the risk of instability is moderatecg we cannot control how fast the skin cools. Compared
to how fast we can heat the skin (sever&lper second), the cooling is relatively slow.

B.1 The PID controller

The Proportional-Integral-Derivative controller, isatsalled the three term controller, and it consist of thegattich
each react differently to any errors. Depending on the tfgeacess being controlled, sometimes, not all three term
are used, creating controller such as the Proportionalr(Pjaportional-Integral (P1), or Proportional-Derivai{PD),
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especially Pl is often used since the derivative term carelg sensitive to measurement noice [Haugen, 1994].
In the PID controller the control input (Cl) is calculatedthe the sum of the output from each of three terms as

Cl = Pout + lout + Dout (B.1)

[Haugen, 1994]
Below the effect for each term is explained, including theesaning for each term.

B.1.1 The proportional term

The proportional term or sometimes simply called the ga@mses a change in the control input proprotional to the
error. The output from this element is calculated as

Pout = Kp * €(t) (B.2)

Kp is the proportional gain, and e(t) is the error at the presern, t [Haugen, 1994].

The proportional term ensure that if the error is large adargange to the control input will be made, but if the error
is small the correction is small.

The effect of altering I& can be seenin figure B.3, as the figure illustrates, incrga&irwill reduce rise time [Haugen,
1994]. Reducing K will cause the system to react slower to changes in the mederelncreasing K will move the
system towards being more unstable [Haugen, 1994].

A) Kp=5,Ki=5Kd=1 B) Kp=10,Ki=5,Kd=1 C) Kp=20,Ki=5Kd=1
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Figure B.3: The figure illustrates how changing the proportional gagnitiKa PID controller effects the output, ifK
is increased the reaction time of the controller is redubatithe controller will become more unstable.
In A) the proportional gain is reduced meaning the controlldl give overshoot, because the controller
does notreact to the process output have reached the dealiued In B) a good setting of the proportional
term is seen. In C) the proportional gain is too high, acjuedlusing the controller to react very slow.
Based on [Haugen, 1994].

In a purely P controller, the change of the control input ipatedend on the error. If the gain is too small then the
controller is unable to correct the error and, the outpuhefiirocess never reaches the reference value. Increasing K
will cause the output process to approach the reference.
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B.1.2 The integral term

The integral term or reset term, corrects the control iniselnl on the previous and present error meaning it integrates
the error over time, hence the name [Haugen, 1994]. The sahamer is multiplied by the integral gain Ksuch that
the output from the integral termg|t, becomes

lout = Ki - /O ‘e(n)dt (B.3)

where K is the integral gain. The integral term is responsible fazetgrating the output of the process towards
the reference, eliminating any steady-state errors whachaccur when only using a P controller [Haugen, 1994].
Increasing K will decrease the time it takes the system to reach the medergalue. IncreasingKwill however,
increase the overshoot of the system and cause the systesndmb more unstable [Haugen, 1994].

One problem of the integral term is that it accumulates tle¥ipus errors, it can cause the system to overshoot the
value, due to accumuluated integral errors, a situatioked¢dlntegral windup”, see more about this phenomenon
below.

A) Kp=10,Ki= 5Kd=1 B) Kp =10, Ki=10, Kd =1 C) Kp=10,Ki=20,Kd=1
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Figure B.4: The figure illustrates how changing the integral gainitKa PID controller effects the output, if|Ks
increased the reaction time of the controller is reducetth®micontroller will have more overshoot and
longer settling time. The process in this example reackediaist, meaning the rise, however, asi&
increased the overshoot and settling time increases, (s@adC)). If the integral gain is reduced to
very low level, all overshoot can be eliminated but the s&jttime will then also increase, due to slow
response of the controller. Based on [Haugen, 1994].

B.1.3 The derivative term

The derivative term, effects the control input by diffeiatibn the error and effecting the control input, by a factor
proportional to the derivative of the error [Haugen, 19%Hnklin et al., 1994]. A derivative gain is multiplied toeth
derivitative of the error, so the output of the derivativeridbecomes

Dout = Kp - 3—?@) (B.4)
where Ky is derivative gain. de/dtis calculated as

de 0= present error — previous error

FrU) at (B.5)
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Increasing K will decrease overshoot but will also decrease the setiiling of the system, ensuring that large changes
are reduced [Haugen, 1994]. But the disadvantages of theatlee term is that increasinggKwill increase the
system susceptability to high frequency measurement fidaegen, 1994], any high frequency noise can cause large
changes in the control input making the system unstabledelia1994]. Therefore in systems with high measurement
noise, the derivative term is left out and instead a PI cdletrs applied. Another approach is the low-pass filter the
measurement, however, this can cancel out the effect ofdtieadive term.
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B) Kp=10,Ki=5Kd= 1
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Figure B.5: The figure illustrates how changing the derivative gainiK a PID controller effects the output, ifgis
increased the reaction time of the controller is increabatthe controller will have less overshoot A).
However, if Kp is increased too much any small changes in the error willeawsrshoot C). In B) a
good value of K have been found, giving good response, and no overshoot.
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B.2 Controller modelling

B.2.1 PID controller model

The modelling of the PID controller is fairly simple and regaes the flow diagram seen in figure B.2. The Simulink
implementation of such a controller is seen in figure B.6. Asatlibed above the controller consist of three gains and
a derivator and a integrator.

.

Proportional
Gain
@7% du/dt O 0
e Derivative Ideal u
Gain Derivative
1
s
Integral Integrator
Gain

Figure B.6: The figure illustrates a Simulink model of a basic PID colé@mIThe controller has one input, the error,
e, and one output,.

Integral windup

One thing the simulation can help to preventntegral windlipis occur when the output from the actuator (laser)
saturates letting the integral become unproportionaitydand then accumulates the error unintentionally. Ther las
will saturate if the control input grows outside the rang® @9 W (theoretical - in practice 0 to 16W), which is the
power range of the laser. When the laser saturates the loadamger closed because the process is no longer affected
by the output of the controller because the saturated lasena longer provide the output intended by the controller,
the controller does not '’know’ this and continue integrgtine error, which is increasing.
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When the system desaturates the accumulated error may takg &me to remove the error, and thus causing the
controller to either extensively over- or undershoot thepsént, see figure B.7.
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Figure B.7: The figure illustrates how integral windup decreases thispaance of the controller. At time, t = 1 sec,
the reference is increased fromiO to 15°C at time, t = 40 sec, it is again decreased a single degree to 14
°C. A) is the temperatureC, B) is the power setting of the laser (W), and C) is the irdégrror. A) The
controller without integral windup correction overshdue reference temperature by almosi again
when the reference is decreased it undershoot by almost@.Bpplying integral windup correction
eliminates both the overshoot and undershoot. B) The poutbout windup correction both overshoots
and overshoots the power necessary necessary to obtaiagineditemperature. C), it is clear to see that
the integral term is the reason of the overshoot and undetsken in A). The saniép, K|, andKp gains
were used in both simulations, were the same, 10, 5, and &ctagly, the integral correction gain was

1.

Integral windup correction is very simply applied to the tofler whenever the actuator reaches its limit [Franklin
et al., 1994]. In practice this is done by comparing the @elsoutput from the controller and the actual output from
the actuator. Whenever this is different from zero the aotulaas been saturated, then the difference between the
controller output and actuator output is multiplied by thtegral correction gain and fed back into the integral term,
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see figure B.8. This ensures that the error integration sthygsiever the actuator is saturated. The implementation of
integral windup in the simulink model can be seen in figure B.8

ol

Proportional
Gain
"
(1) b dufdt . ‘ »(1)
+
e Derivative Ideal Saturation u
Gain Derivative
"
e e *
s )
Integral correction
Integral Integrator Gain
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Figure B.8: The figure illustrates a Simulink model of a PID controlleifit with integral windup correction. Adapted
from [Franklin et al., 1994].

B.3 Tuning the controller

Designing and implementing a controller based on the Plbcle is fairly easy. However, in order to obtain
good controller performance, the controller must be tuned, adjusting the gains to give desirable results. As
described above, setting the three gddpsK;, andKp are typically a trade off between the behavior wanted froen th
system [Haugen, 1994], in chapter 4 this tradeoff is furtliscussed. Meaning must the controller react very fast to
any changes in the reference and will the user in return &soepe overshoot, or is overshoot completely unacceptable
and should be avoided at all costs, meaning more sluggisinsegfrom the controller [Haugen, 1994] [Franklin et al.,
1994].

There exists several tuning techniques which can be apfiistis simple trial and error, which has the advantages of
being very simple and requires no theory or model of the ayst®wever, this approach can easily prove to be very
time consuming [Haugen, 1994] [Franklin et al., 1994]. Aragtis the Ziegler Nichols method where the tuning take
its starting point in the P controller, meaning the gain @& tfitegral and derivative terms are both set to zero. Then
proportional gain, I&, is increased until the point at which the output from thetoaller contionously oscilates around
the reference (without the actuator saturating), this gadalled the critical gaiikc. The period of the oscillations is
then determined and is refererred to as the critical peRedThe formulas for P, Pl, and PID controllers are found in
table B.1 [Haugen, 1994] [Franklin et al., 1994].

Kp Kp Kp
P Kc/2
Pl 0.45Kc | 1.2 Kc /R
PID | 0.60Kc | 22Kc/P: | Pe-Kc/8

Table B.1: The table displays the parameters applied in the processlnjbldugen, 1994] [Franklin et al., 1994]

Selecting the gain of the integral windup correction is ligwone by trial and error, or should be chosen large enough
to keep the output of the integral term from saturating [kharet al., 1994].
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B.4 Stability of closed loop control

As mentioned above the PID controller as any closed looprobiait can become unstable, causing increasing oscil-
lations, until eventually the actuator reaches its limiagfigen, 1994]. The actuator used in this project can only hea
the skin, meaning drag the process in one direction, therapof the skin is 'passive’ and outside control. Since it is
decided to develop a complete non-contact system, anyngpstiould be of similar type but no non-contact cooling
devices are readily available for the use in this projecteréfore, we rely only on the passive skin cooling. Passive
might not be the entirely correct term, but the convectiothefheat due to blood flow is outside our control, and thus
for the controllers point of view, the cooling is passive.véwver, since the cooling is slow compared to the rate, it
aids the system to become more stable, if the laser is shtiteofemperature drop per loop cycle will be much slower
that the heating when the laser is on.

In order to test the system for instability there are a nunolbepproaches to take. One theoretical method of prevent-
ing this is to develop a mathematical model of the processanttol, as seen above. These models can then be tested
in a simulation software such as Simulink. During the sirtiatadifferent gain settings can be tested to see whether
such give rise to any steady state oscillations [Hauger4LBteady state refers to situation when the process has
reached the reference value, and the actuator theorgtafaluld settle at a constant level, in figure B.7 - A it is seen
as when temperature profile is horisontal.

Another approach is using LaPlace theory and transformstim analyse the system. The model which describes the
system impulse response can be transformed into the LaRlasedomain, the transformed function, is called the
systems transfer function (TF). The location of the zerabespecially the poles in the TF in the complex plane will
then give an idea of whether the system has a tendency toltile ét@ne or decreasing oscillations in steady state),
unstable (increasing oscillations), or marginal stab&i{ations with constant amplitude) [Haugen, 1994].
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To control and use the infrared camera the connection toaheera must be etablished and the camera must be ini-
tialised, this is done using tiider novi si on Open block. The camera is then focused using the Auto focus gattin
theTher novi si on Focus block. Then the camera is calibrated using the build cdiilmamechanism in the camera,
this is done using th&her movi si on Caner aActi on block, with the input settdl nternal |mage Calibration’,

the camera will automatically perform an internal calimateverytime the internal temperature of the camera ctenge
1°C or at least every 15 minutes. During the internal calibrativhich takes approximately 5 seconds, the camera
does not record any frames, meaning no temperature measutrenitl be performed. Therefore, the automatic inter-
nal calibration is disabled so that during the skin heatihg,temperature readings will be continously. To minimize
the possibility of the camera output drifting, the manufaet recommends that the camera is turned on for 5 minutes,
to let the internal temperature settle, before disablirgatiitomatic calibration.

Next the system is initialised for starting to sample frafiem the cameras. Using the IMAQ module in Labview a
empty image array is preallocated using tiMQ Cr eat e block. In fact two such images are preallocated using this
block. One image is for the raw infrared image, the secondrifife ROI image, more about this below.

After have initialised the camera, focused the image, asahdiéd the internal calibration, the system starts aaggiri
frames. This is done using the while loop as explained abeae iteration acquires a new from the camera. Inside
the while loop is a event structure with five events, a timedhbé default action, and four events representing buttons
on the GUI. The first case is simply a timeout which is run wivenaeither of the four other cases are active.

C.0.1 Image acquisition

In the timeout the actual image is acquired, this is donegudire Ther movi si on Get | mage block, thel MAQ
ArrayTol nage block, a ROI property node, and a home made sulixtiract RO & Max. The handle to cam-
era connection is led into thEher movi si on Get | nage block. That block outputs a 2D array which is transposed
and the input is led into the IMAQ array to image block andEker act RO & Max block, the image from theMAQ
ArrayTol nage block the raw infrared image is the displayed on the GUI usingndicator - named Raw IR image.
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Labview implementation

[ ]

[oFirewirs 16-hit images ]

Figure C.1: The figure illustrates how the interface to the infrared caneset up and how a new frame is acquired in
each iteration of a while loop. The blockker novi si on Qpen, Focus, CaneraAction, Calibrate,
and Get| mage are all part of the FLIR Thermovision toolkit. Thus, this rhbe installed in order to use
the software. TheMAQblocks are part of the Labview IMAQ toolkit which also mustibstalled in oder
to use the software.

C.0.2 ROI extraction

TheExtract RO & Max block is a sub_vi created to extract the ROl and max temperafthe ROl is selected on
the GUI by drawing a rectangle on the raw infrared image. Tdwdinates of the ROI is extracted using a Property
node of the ROI. The maximum temperature is extracted fr@ROI and raw image using teray Max & M n
block . The temperature measurement is in Kelvin, there?@® 15 is subtracted to get the reading@ If the ROI
max value is lower than -273, no ROI have been selected (thelafger expect that all measured temperature will
be higher than 0.15 K - a valid assumption), instead will tteximum temperature of the raw image be the output -
hence the case structure.

Inside theExtract RO & Max sub_vithere is another sub_viwhich extracts the ROI, naR@edext r act i on based
see the labview implementation below. This sub_vi takesihpats, the ROI cluster from the Property node, and the
raw image array. Based on the information in the ROI clusterROI area is substracted as a subarray. Back in the
main VI this array is converted to an image and displayed er@bl.
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Figure C.2: The figure illustrates the sub_¥xtract RO & Max, it has two inpuRO , andRaw | nage array and
two outputsRO array andMax tenp. This sub_vi extracts the ROI array from the raw image attay,
is done using the sub_vi ROI extract, see image C.3. In thedigis also seen how the sub_vi converts
the temperature reading from Kelvin to Celcius by subtreicf273.15. This sub_vi controls that if no
ROl is selected, the maximum temperature of the entire fraitide used as the outpivhx t enp.
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Figure C.3: The figure illustrates the sub_\VRO Extract, it has two inputsArray 2, andRO and one output
Array. Based on property node dataRl the sub_vi extracts a subarray frdr ay 2 and outputs it
into the variabléir r ay.

C.0.3 Focusing and internal calibration - during initial system setup

The four other cases in the event structure correspondtortajtwhich tells the camera to change focus (near/far), aut
focus and activate the internal calibration. The four matwill only be visible before the system starts stimulating
the skin. When the stimulation begins it is no longer possiblfocus or internally calibrate the camera.

In the manual focus mode, the focus point can either be mogeacen or farer from its present state, by pressing the
eitherFocus neaor Focus farbutton. 14 bits are used to define the focus range (0-163B4)sté/hen pressing either
of the two manual focuses the current focus setting is fowmgTher movi son CGet Focus block. Then current focus
is changed in steps of 500 in either direction using Ther novi son Set Focus block, and setting the attribute to

" Absol ute position’. The direction depends on which button is pressed. Howdvecamera will take no action

if the current focus is under 500, and thecus nearbutton is pressed - or over 15800 and tueus farbutton is
pressed.

Pressing théuto focusutton will activateTher movi son Set Focus block with the input attribute set tAut o’ , then
the camera will auto focus the image.

Pressing théuto adjustbutton will activate thelTher movi son Camer aAct i on block, with the input attribute set to
"Internal Inage Correction’.

When theStart heatingoutton is pressed, the two frames displaying the raw infrared ROl images are inactivated
and theFocus neayrFocus far Auto focusandAuto adjustouttons are made invisible.
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Source

Figure C.4: The figure illustrates the four other event cases in the esteimtture seen in figure C.1. Each of then four
cases represent a button click on the GUI. The upper left énilagstrates the event of the user pressing
the Auto focusbutton. The upper right thmternal image caibratiorbutton. The lower left thé&ocus
nearbutton. The lower right th€ocus far

C.0.4 Image acquisition during stimulation

When theStart heatindoutton is pressed, the initial while loop stops, the camenaternally calibrated, then the heat
stimulation starts. From the initial while loop three siggare led into the stimulation while loop; the handle to the
infrared camera, the error state and the ROI cluster. Duhiadheat stimulation one frame will be sampled in each
iteration in the while loop, based on the information in #héfgee signals. The frame acquisition is done as described
above using th@hermovision GetimagandExtract ROl & Maxblocks.






Controlling the laser

The DL-20 diode laser is controlled via a RS-232 interfadee lBser can both receive and send signals via the RS-232
interface. This is done by sending a number of bytes to or fitweriaser. To control the lasers output five bytes must
be sent to the laser. To control the emitted power and shaatidn, the first byte must have the value, 192, in this
project only this command will be used.

The next two bytes correspond to the desired amount of cusesnt through the diodes. The values can range from
0 to 3000 mA, in practice the maximum input is 2950 mA, whiclthaory correspond to a range of 0 to 20 W, more
about this below. The transfer function from desired poWgeinto current, 1, is then | = P150. In table D.1 the five
bytes sent to the laser to control it, the bits CO...C11 istireent through the laser diodes, only 12 bits are used since
the maximum value is 3000. The bits DO0...D13 determine tluostime of the laser. Each bit of those two bytes
correspond to a step of 1Q8. With two bytes available the maximum shoot time per semrmand is 1635 ms.

Note that the bit corresponding to 128 is zero in all of the final bytes, since the bit is preserved control commands.

Byte# [Bit [2/ ] 28 | 22 | 22 | 2 |22 [ 2L [ 2
1 [ o]0 [o0]o0o][o0]oO
0 | 0 [cii|cio[co|cs]cy
C6 | C5| ca|c3|cz[cL|CO
D13 | D12 | D11 | D10 | D9 | D8 | D7
D6 | D5 | D4 | D3 | D2 | D1| DO

O W N -
OO0 Ok

Table D.1: The table displays the five bytes being sent to laser to cbeureent and duration (Little endian).

For the rest of this chapter the command sent to the lasewilleferred to as the power, not current, for easier
understanding.

The emitted light from the laser is outputted into and conedawia an optic fiber, the light leaving the fiber is
completely uncollimated. The two hand pieces which is epgipto the laser, collimates the laser beam into two
different beam diameters, one hand piece gives the lase aeammeter of approx. 4 mm and the other a diameter of
approx. 7. mm. To ensure stimulation of an area as large afhpmdbhe hand piece with the larger beam diameter is
used. This should ensure that the laser does not shoot iabetilie receptive fields of the skin nociceptors.

D.0.5 Laser power correction

As indicated above the actual power of the emitted laset tighs not entirely correspond to the power setting. In fact
the actual power is always lower than the theoretical. Toembifor this, a small experiment was made. Using steps
of 1 W the power of the emitted light was compared with the mespower setting. The actual emitted power was
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measured using a power meter (Coherent Field Max Il poweenagtd Coherent PM 150 transducer). The results of
this can be seen in figure D.1.

15

10

Actual power
(=Y
o
T
Necessary power

5 O Experimentaltest  [{5
Ideal curve
Linear regression
— — — Interpolation
Reverse interpolation
0 : . 0
0 5 10 15 20

Power setting

Figure D.1: The figure illustrates the relationsship between the poetting and actual power emitted from the laser.
On the figure four plots are seen, first the experimental ddtee (0’), the ideal curve (red '-’), a linear
regression of the theoretical and experimental data (ble/¢ the interpolated date of the experimental
data (blue - -’) and finally the reverse interpolation, hoghpower setting is necessary to obtain certain
powers (green’...). The first four plots are related to Ysaon the left, whereas, the reverse interpolation
is related to the Y-axis on the right. The two Y-axis are id=aitbut the on the right is the necessary
power setting to reach a certain level, not the actual outpog¢rtain power setting.

In figure D.1 it is seen that the maximum emitted power is apipnately 16 W. The relationship between the actual

and desired power level is almost linear, however, near thémam and maximum power settings the relationship is

far from linear, and therefore a simple linear regressigoraximation is undesirable (Figure D.1 Linear regression
(blue ’-.-")). Instead linear interpolation will be usedfiod the needed power setting to obtain a certain output power
This was done in the range 0 to 16 W, using a step of 1 W. The sifopinula for linear interpolation is

Y1—Yo
=Yoo+ (X— D.1
y=Yo+( Xo)xl_xO (D.1)

wherex is the power setting inbetween to two theoretical powelirggttxg andx;, corresponding to two levels of
output poweryp andy;. The reverse interpolation is then done using the formulatevherex is isolated instead of
y

Y—Yo
X=Xo+ (X1 — D.2
%ot b XO)Yl_YO (B-2)

Whereyp andy; are the lower and higher step of the 0 to 16 W output range. xyrahdx; are the needed power
settings to achive these output powers. Since the inteipnldata is no as neat the values needed for the reverse
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interpolation must be read off the interpolation plot.

A final remark on the advantages of using a laser based on @medhictor technology, (such as the diode laser) is
that the effect of such laser does not vary much over time peoed to gas lasers such as the,@&ser. Therefore,
after one calibration of the laser, this should be valid tdufe uses.

Labview implementation

The control of the laser is implemented in Labview in two \thig first the VI communicates with the RS232 interface
and takes three inputs and sends the appropriate commalné kaser. The VI receives an input about the comport
to use for the communication, the power setting (W) and sdaadtion (ms). The VI has no outputs. The Labview
implementation is seen in figure D.2.

VISA resource name out

— ISA;

P 12950 1 L]
Power (W) [l . A
P ?7 :
i zﬁ. gt]} | i ’ _-—-.] g }

28,001+

Duration (m affﬁ-fjf]} [__
)

| el
| ]

I

L ] 128,00]

Figure D.2: The figure illustrates the Labview implementation of thelasontrol. This VI receives three inputs, the
comport for communication, the power setting (W) and theosldaration (ms).

The next VI corrects the power setting so the output fromaiserd corresponds to that intended by the controller. This
VI is placed just before the laser control VI, so that recéhacorrect power setting. If the case sentence is true then
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y0 is simply led through the case into the output. The VI reegbne input, the Wanted power, and has one output the
Needed power. The labview implementation of this is seerguré D.3

2,94
3,82

4,7
5,58
6,49
741
8,33

Meeded power

E

Wanted power
5,25

10,24
11,21

21,21
31,21
14,27
15,38
16,56
18,82

Figure D.3: The figure illustrates the Labview implementation of the poworrection. The VI has one input, the
Wanted power, and one output, the Needed power, to reachahg@/power. The VI converts the laser
setting based on simple linear interpolation between tipemental data point seen in array constant to
the left.



Cutaneous pain reception,
processing, and perception

This appendix is a selected chapter of the authors 8th senmsject. This appendix is an excact copy of the chapter
from the authors 8th semester (2nd semester of the Mastejggbr no modications have been made to it. This
appendix describes the physiology and anatomy behind tfameous (skin) sensory system. This appendix is ment
as a service to the reader if he or she is unfamilar with sucépter physiology.

E.1 Introduction

This appendix gives an overview of mechanisms involvedéré#teption, processing, and perception of skin pain. Of
the different types of pain especially thermal pain will hdacus.

This appendix is divided into two main sections, first thetamgy and physiology of the receptors in the skin including
pain receptors, socalled nociceptors, will be describesto8dly the processing of the pain stimuli in the CNS and
brain will be described.

The generel senses in the human body is a term covering pagaton, thermal sensation, mechanical injury and
chemical disorders. Besides these senses the human bodyehggecial senses; smell, taste, hearing, vision and
balance which will not be described in this paper.

When the nervous system registrers stimuli it is called &gms, when these sensations become present in our con-
sciousness it is called perception [Martini, 2004a].

E.2 Anatomy and physiology of receptors in the skin

The receptors in the skin can be divided into four groups Ijiceptors (painreceptors) 2) thermoreceptors 3)
mechanoreceptors and 4) chemoreceptors. The nociceptbbewlescribed more detailed later in this section. Ba-
sically the neurons which provide the sensation of any afetfeur groups are dorsal root ganglion neurons, the cell
body of these neurons are placed in the dorsal root of a spémak. The neurons two branches reach the periphery and
the CNS, respectively. The type of stimuli which the neurmassduce to a nervous signal depends on the peripheral
terminal of the neuron. Neurons for transducing for exarglieh have speciel non-neural structures at their terminal
for transducing the signal, where neurons for transdudiegmal and pain sensation are free nerve endings. Neurons
with specialised terminals are called epicritic and neanaith free nerve endings are called protopathic, generally
epicritic sensations are spatial specific, where as prttapsensations are more crude [Martini, 2004a]. Crudeis th
case means that the receptive fields are larger, so two st@nwo different points has to be placed further apart to
be distingusable from each other, than in areas which smalteptive fields.

E.2.1 Anatomy - placement of the receptors in the skin

First it should be noted that these receptors, as mentioneea can be found at several locations in the body not
just in the skin. For example the receptors can be found eria organs, called visceral receptors. The receptors in
the skin are called somatic receptors [Martini, 2004a].his paper only the receptors in the skin will be described.
The receptors in the skin are usual placed in the dermis, arfeéhe epidermis. C type nociceptors are according
to Bromm and Treede [Bromm and Treede, 1983] terminatingeénsuperficial skin layer< 300 um). Bromm and
Treede show that more than 90 % of the power from a Gavelength 10.6m) is absorbed in the superficial fith

of the skin. However, this is sufficient for activating tGdibre nociceptors. One might conclude from this that some
of the C fibres are placed in the superficial part of the skibQ um) [Bromm and Treede, 1983]. Tillman et al. 1995
found that the receptors of C fibres nociceptors, of macaazkeys, were placed within depths ranging from 20

to 570um, with a mean of 20um. Comparing their results with the anatomy of the skin, #eeptors is placed in
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the epidermis and the superficial layers of the dermis [Bhnet al., 1995]. It is unknown how directly their results
from the monkeys can be converting into the human anatomy.

E.2.2 Physiology - function of the receptors

As mentioned there exits different types of receptors insitia. Three types of these receptors sense stimuli within
the normal range whereas the nociceptors sense extreme&anfdll) conditions. These three types are thermal,
mechano and chemo receptors.

Receptors can be classified as tonic or phasic, a phasidoecsy fires if there is any change of the stimuli where a
tonic receptor always fires in the presence of a stimulus.

Some receptors can adapt to continues unpainful stimul&mnexample you do not notice the slight rumbling when
driving in a car. Besides adaption in the receptors, the Ciatso adapt to stimulations. Phasic receptors adapts to
a stimuli where tonic do not.

The signal being produced by these receptors are, like albns signals, frequency modulated. The nerve signal are
being produced in different types of specialized receptdhe six different types of receptors can be seen on figure
E.1. The letters in the following refer to the letters on fig .1

a. Free nerve endings - usual found as nociceptors or theomaptors. These receptors are placed between the
epidermal cells. There is no structural difference betwtbercells which registrer pain or temperature.

b. Root hair plexus - sense touch and displacement of ha@is@ teceptors adapts very quickly which is the reason
why you do not notice the close touching your skin.

c. Merkel cells and tactile discs - sense fine touch and pressthese receptors are tonic and have very small
receptive field. The merkel cells are pressure sensitivesaarkte chemicals which are noticed by the adjacent
tactile disks. The merkel cells are found in the superfiggels of the skin, at the papillary ridge between the
epidermis and dermis.

d. Tactile corpuscle or Meissner’s corpuscle - like the mkdells these sense touch and pressure and also low-
frequency vibration. They are most abundant in fingertigsliles, lips and external genitalia. The corpuscles
are also placed superficially connected to papillary ridgkey rapidly adapt to stimuli making them phasic
receptors.

e. Lamellated corpuscle or Pacinian corpuscle - sense aespyre. The corpuscles are placed in the deep dermis.
The receptors are very fast adapting, these receptors aithpt a second to the new stimuli. This means that
they can sense minute vibration and high-frequency stinRlly/siologically this corpuscle is very similar to the
Meissner’s corpuscle, however, not anatomically. The letes is constructed as a single dendrite is placed
in the center of severel collagen layers. This construatissures that the dendrite only will be stimulated by
direct pressure, when the collagen layers are compressed.

f. Ruffini corpuscle - are placed in the deep dermis. Theseptecs also registrer pressure and other distortion of
the skin. The receptors are tonic and do not adapt very mubh.c@rpuscle surrounds collagen fibres which
are part of the dermis, so any distortion of these fibres iltdgistrered by the corpuscle.

[Kandel et al., 1991a] [Martini, 2004a]

The receptors described above most often produce nenasighich reaches our consciousness and therefore cause
perception of stimuli.

The superficial receptors; the Meissner’s corpuscle andtigréxel cells provide rather specific spatial sensing. Each
neuron is innervated from about 10-25 Meissner’s corpuscMerkel disks [Kandel et al., 1991a] [Martini, 2004a].
These receptors have a reception area of 2 - 10 mm. The reedijatids for the Pacinian corpuscle and Ruffini
corpuscle are much larger since the receptors are placgedeehe skin. The spatial sensitivity also depends on the
density of receptors in the skin, the density is highesteafitigertips< 5 mm and lowest on the back, thigh and calf
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40 - 50 mm [Kandel et al., 1991a].
The recognition of pressure and shape of object are comjnatexthe input from several receptors [Martini, 2004a].
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Figure E.1: The figure illustrates the six difference types of termirtalgures on somatic sensory neurons [Martini,
2004a].

As mentioned above three types of receptors registrer Btmithin the normal and unpainful range.

Thermoreceptors are free nerve endings which are in stdaty tonic receptors, they continously fire discharges
when the temperature changes. Their activity increasesdities to steady state after some time giving them some
of the characteristics of phasic receptors. You usually@motice the current room temperature, but if it suddenly
changes you will notice this. There exits receptors forsteging both warm and cold, and there are no structural
difference between them. The cold receptors are three tatifoes as abundant as the heat receptors [Kandel et al.,
1991a] [Martini, 2004a]. The thermal sensation is createthfinputs from both the cold and warmth receptors. The
receptors respond to temperatures betweé@ and 45°C [Kandel et al., 1991a] [Martini, 2004a]. Besides those
found in the skin, thermoreceptors can be found in skeletelales, the liver and the hypothalamus.

The mechanoreceptors can be subdivided into another thoepg tactile receptors, baroreceptors and propriocep-
tors. Tactile receptors which sense fine touch and pressurée found as any of the six types of receptors seen
on figure E.1. The density of the tactile receptors are gstatethe glabrous (hairless) skin, e.g. in the palm and
fingertips, which provides these areas with high sengjtivilflost of the tactile sensors have specialised structures
surrounding the periphiral terminal of the neurons, figuré & - f) only a few are free nerve endings, figure E.1
a) [Kandel et al., 1991a]. Baroreceptors are free nervengisdilaced in the epithel walls of an internal organ, e.g. a
blood vessel. The sensation from baroceceptors are usw@liyerceived. Proprioceptors sense the position of joint,
the tension in ligaments and muscular contraction. Thesgpters can for example be bare nerve endings placed in
joint capsules. Proprioceptors do not adapt to stimuli butioously send signals to the CNS [Matrtini, 2004a].
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Chemoreceptors respond to water soluble and lipid solulidstances in the surrounding fluid. These sensors are typ-
ically placed in the larger blood vessel e.g. in the carotidibs and the aortic arch. The signal from these receptors
do not reach our consciousness [Martini, 2004a].

The sensation of pain does not occur by overstimulation gfairthese receptors, for an example if the skin tem-
perature exceeds 4% the stimuli will not be sensed by the thermoreceptors katead by high threshold receptors
socalled nociceptors [Schmidt, 1986], these will be désctin the following.

E.2.3 Nociceptors and nociception

Pain sensation (and perception) or nociception in the nbhmalthy subject occurs whenever nociceptors are ac-
tived. However, it can occur both with and without the adia of nociceptors [Schmidt, 1986]. This can have
several causes, certain psychogenic states can causetmmrag pain eventhough no physical reason for the pain
exits [Schmidt, 1986]. Furthermore patophysiologicatestan the CNS can cause sensititation (e.g. after a protbnge
period of painful stimuli) such that even un-painful stimulll cause a perception of pain [Schmidt, 1986]. Another
cause of pain perception without the activation of nocioeptan be secondary algesia, where pain is percived as
originating from the uninjuried surrounding tissue of ajuiied region.

Also the CNS is also capable of filtering nociceptive such tiweperception of pain occurs, in spite nociceptors actu-
ally are activated [Schmidt, 1986].

This section will focus on acute, somatic pain, no viscerattoonic pain will be discussed. The somatic pain can
be divided into both superficial and deep, the superficial paiginating from the skin or similar, and the deep pain
originating from the muscles, joint and head (headached)rffidt, 1986]. This section will furthermore focus on the
superficial part of the somatic pain.

Some previous theories suggested that nociceptors weneahoeceptors which simply were oversimulated but re-
search have proven that nociceptors actually are diffesmptors, with high excitation threshold, which only vioé
excited by stimuli causing or capable of causing tissue @gnfiaoxious stimulus) [Schmidt, 1986].

Nociceptors are like thermal receptors free nerve endimgigh have a large receptive fields which is the reason why
it can be difficult to pinpoint the exact source of a painfutstli. Nociceptors are divided into the same three groups,
as the non-pain receptors are, being sensitive of 1) exttemperatures, 2) mechanical destruction of tissue and 3)
nociceptors that recept the chemicals released by stresieadr the presence of any alien chemicals. Intense stimul
will often trigger all three types of receptors.

The nociceptors in the skin are like other receptors planetié superficial layers of the dermis (some few in the
epidermis).Very simplifyednociceptors can be classified strictly as tonic receptarsaning they continue produc-
ing the nervous signals until the painful stimuli ceasesweler, the CNS can adapt to a painful stimuli causing the
perception of pain to decline [Martini, 2004a].

The information about the painful stimuli is sent to the CN& two types of nervefibregy andC fibres. A (group-

111 [Schmidt, 1986]) fibres which are slightly myelinatedroaso-called first pain to the CNE. (group-IV [Schmidt,
1986]) fibres which are unmyelinated carry the slow pairgrfiescribed as burning pain or second pain [Schmidt,
1986]. The signal from thé fibres reach the CNS quickly and trigger somatic reflexes fieamt al., 1991a]. The
perception of the second pain are typically more spatiaffuse and remains for a prolonged period [Schmidt, 1986].
Thermal nociceptors ark fibres with small diameter which conducts at a speed of 5-30 fifie fibres for mechano
nociceptors are alsa similar to the fibres of the thermal nociceptors. Polymodadiceptors which reacts to both
thermal, mechanical and chemical stimuli @ébres which conducts at much lower speed, < 1 m/s. Very imtens
stimuli triggers the polymodal receptors. [Kandel et 891b] NociceptiveA fibres are categorised indoandp fibres
depending on their conduction velocitiésfibres have a lower conduction velocity ( 15 m/s) tifiafibres ( 45 m/s).
The A fibres conducting the signal from the nociceptors are masilyibres [Kandel et al., 1991a] [Treede et al.,
1998].

However, Treede et al. [Treede et al., 1998] [Treede et 8B5]Lsuggest that two very different types Affibres
exist, which exhibit quite different characteristics. @de et al. have done their research using macaques (Macaca
fascicularis) monkeys. The first type, type | has a highet treashold than type II. (>53C vs. 46° C). The type

I nociceptors are found both in glabrous and hairy skin waetgpe Il is absent in glabrous skin. Type | fibres have
very high conduction velocity ( 25 m/s) in comparation typednducts with a velocity of 14 m/s. But inspite of the
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high conduction velocity of type | fibres, these fibres do rmtduct first pain according to Treede et al. The reason
for this is the long response latency for type | fibres(sec.) in comparation it is only 0.22 sec. for type Il [Treede
etal., 1998] [Treede et al., 1995]. Treede et al. also sughasnociceptors aneot stricly tonic receptors, some fibres
adapt. Type IAfibres andC fibres are very similar in many ways, according to Treede.etrady both adapt to a long
duration stimuli and they both have relatively short regmlatency. The greatest difference between the two types
of fibre is the conduction velocity, as mention@dibres have very low conduction velocity which means thayonl
type Il fibres are able to carry first pain [Treede et al., 1998}ede et al., 1995]. Treede also found that no first pain
could be registrered in glabrous skin, which is consistétit the absense of type Il fibres in these areas [Treede et al.,
1995].

Treede also suggest that polymodal receptors are noGfillyes but also Type IA fibers might be polymodal recep-
tors since these also are sensitive to capsaicin. [Treeslg é995]C fibres are found in both skin types and exhibit
adaption to stimuli [Treede et al., 1995].

Type | fibres are to higher extend than type Il fibres, capableeasing mechanical pain. Type Il fibres have a
very high mechanical threshold, some research indicateytpa Il fibres are mechanically insensitive [Treede et al.,
1995] [Treede et al., 1998]. Research have also shown tpetltfibres eventhough they do not carry thermal first
pain, they are capable of carrying mechanical first painddeeet al., 1998].

The sensation of pain, as other sensory sensations, ceftaincomponents

Cognitive
o Affective

Autonom

e Motor

The cognitive component is the recognizing of the stimulbbaimg painful. This depends on the intensity being high
enough to activating , which the CNS then will have to intetg@s painful [Schmidt, 1986].

The affective component causes changes in the emotional stpainful sensation will always effect us emotionally,
typically it will create anxiety long-term, chronic painrcaause depressions [Schmidt, 1986].

The autonomic component can be seen as certain autonorpimnses to the pain causing e.g. blood pressure and
heart rate to change [Schmidt, 1986].

The motor componentis typically seen as a form of proteaignthe removal of the hand, if placed upon a hot plate.
Such reflexes will be further discussed below.

In superficial pain the sensory or cognitive component witi¢ally be the most dominant [Schmidt, 1986].

E.3 Transport and processing of sensation

The general senses of which pain sensation is one, is pextasthe several different sites in the brain.

The signal from the peripheral receptors reach the primamgary cortex through a number of pathways through the
peripheral nervous system (PNS), the CNS and in the brair.s€nse of a peripheral stimuli is conducted through
three neurons before reaching the sensory cortex. Thehsedpneuron which conducts the signal to CNS through
the dorsal root ganglion is called the first-order neurone $acond neuron which brings the signal from the CNS
to the thalamus in the brain, is called the second-orderameuind finally the neuron which brings the signal from
the thalamus to the primary sensory cortex is called thebider neuron. Somewhere along the pathway the signal
crosses from one side of the body to the other, e.g. a stirndied a the right arm in conducted through these neurons
and ends up on the left cortex, and vice versa [Martini, 2D04a

The exact pathway which the signal follows depends on the &frsignal. There exist three pathways for bringning
the signal from the periphery to the cortex. These are theefos column pathway, the spinothalamic tracts, which
are subdivided into the anterior and lateral spinothalanaicts and the spinocerebellar pathway [Martini, 2004a].
Most mechano sensation such as fine touch, vibration and poopeioception are conducing through the posterier
column pathway. Sensation coming from the inferior halfhaf body is conducted in the most lateral part of the path-
way called the fasciculus gracilis where as the sensatam the superior half is conducted in the more lateral part,
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called the fasciculus cuneatus. The axons of the secoret-nedirons cross over to the other side of the brain stem
just before reaching the thalamus (at the medulla obgle)gtte pathway can be seen of figure E.2 as a) [Martini,
2004a] [Kandel et al., 1991a].

The spinothalamic tracts conduct the sensations of crugghtand pressure along with sensation of pain and tem-
perature. The sensations of pain and temperature are deualducthe anterior tracts, where as the other sensations
are caried in the lateral tracts. The cross-over in thedenzats happens immediately after the first-order neuron has
synapsed onto the second-order neurons which cross owaetsscending in the spinal cord. This pathway can be
seen on figure E.2 as b) and on figure E.3 as ¢) [Martini, 200&a&jdel et al., 19914a]

The spinocerebellar pathway conducts sensation of progpiton from receptors placed inside muscle and order or-
gans. The pathway can also be subdivided into posterior atatiar spinocerebellar tracts, however, the sensation
carried in both are the same. This pathway seperate it geif the two other because the third-order neurons do not
reach the primary sensory cortex or any part of the cortexihfat matter. Neither do any cross-over occur (actually
some second-order axons cross but recross in the cerebellina signal from the left side of the body is conducted
to the cerebellum where second-order neurons synapsel&fttherebellar cortex. No third-order neurons are present
in this pathway. The sensations conducted through thisyaatimever reach our consciousness. This pathway can be
seen on the right of figure E.3. [Martini, 2004a]
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E.3.1 Processing

The signals transported to the brain are first processedeithtlamus and from there some of the information is
sent to different cortical areas and subcortical areas. d¥evw processing of sensations can not take place with the
involvement of the sensory cortex [Schmidt, 1986]. Theahals filters some of the information and determines some
of the characteristics of the signal e.g. the origin of tlymal, the thalamus is responsible for sending the infoirnati

to the correct part of the cortex. A great part of the signathethe primary The primary sensory cortex is divided into
regions each representing certain parts of the body. Therregf the cortex vary in size accordingly to the importance
of body part from which it receives stimuli, e.g. the regi@osering the fingertips, and the lips and tongue are very
large compare to for example the back, see figure E.4. Thesthe regions correspond to density of receptors found
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in the bodypart, eg. the fingertips have large density ofptre and therefore a large region on the cortex [Martini,

2004a].
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Figure E.4: The figure illustrates how the diffent regions of the primaensory cortex is connected to certain parts
of the body [M. Schmolesky, 2000].

Figure E.4 illustrates how the socalled homonculus at timaay sensory cortex. It clearly shows that some parts of
the body fill more in our consciousness than other, and mergbe sensitivity in these regions are much higher than

other parts of the body.

The perception of stimuli which pain are much more presetinawareness than other types of stimuli. However,
sometimes the brain can filter the perception of pain fromammsciousness. As mentioned above processing take
place in other locations than the primary sensory cortexcesihis project have been partly focussing on pain research
the processing of pain sensation will be the focus in thegraph. Studies have shown that brief heat noxious stimuli
will activate both cortical and subcortical areas [Bushaedd Apkarian, 2006]. Pain will most often activate the
following cortical and subcortical areas

e S1 and S2 (the first and second somatosensory cortical areas.

IC - insular cortex

PFC - pre frontal cortex

Th - thalamus

CB - Cerebellum

ACC - anterior cingulate cortex
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[Bushnell and Apkarian, 2006]
Most of these areas can be seen on figure E.5

Figure E.5: The figure illustrates the diffent cortical and subcorticegions which activates during perception of
pain [Bushnell and Apkarian, 2006].

Research have indicated that S1 and S2 is involved with degad signals with respect to location, duration, and
intensity [Bushnell and Apkarian, 2006]. Injuries withit 8r S2 will lead to reduced perception of pain, and further-
more a more diffuse perception [Bushnell and Apkarian, 2008hile the limbic system is important for the pains
affective component [Bushnell and Apkarian, 2006]. Thévation of the PFC is highest when the stimulus intensity
is just above the nociceptor activation threshold [Bushaedl Apkarian, 2006]. The earliest activity, caused by a
noxious stimulus, is seen in S2 [Bushnell and Apkarian, 2086me research have suggested that first and second
pain activates both the same and also different areas [Blsdmd Apkarian, 2006]. Both will activate S2, where as
first pain will mainly cause activation of S1, giving a precigpatially perception of the stimulus. Second pain will
mainly activate ACC, causing more diffuse spatial peraeptind furthermore the second will activate the affective
(emotionel) component of pain, this motivates behaviotegpponses to limit injury and optimize recovery [Bushnell
and Apkarian, 2006]. Still there are some uncertaintieseonning the temporal perception of pain [Bushnell and
Apkarian, 2006].

Visceral receptors can cause stimuli to misinterpretediginating from external stimuli. An example for this case
could be a myocardial infarction where you do not only feehgeom your chest, but the pain will also radiate into
the left arm, because the neurons carrying pain sensatiomthie left arm and myocardium converges on the same
neuron in the CNS.

E.3.2 Reflexes

Besides the processing which takes place in the brain aner @igS a lot of processing happens in the inferior parts
of the CNS, i.e. the spinal cord. This processing also ire®breation of a response, typically in the form of actigjtin

a motor unit. This form of processing is know as reflexes.

Monosynaptic reflexes typically is the stretSch of a mustietvis registrered by a muscle spindle (a form of mechano
receptor) which in the CNS synapses onto a motor neuron wigiakes the muscle to contract. The name monosy-
naptic comes from the fact that these reflexes only involerteurons, the first-order neuron which brings the signal
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from the muscle spindle to the CNS and the second-order nmetaron which causes the muscle to contract. The
first-order neurons are large, highly myelinated typigores with high conduction velocity. [Martini, 2004b]
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Figure E.6: The figure illustrates how monosynaptic reflexes will make gontract a muscle if it is stretched [Mar-
tini, 2004b].

Polysynaptic reflexes involves more neurons. An exampléddoe the prick of a needle on your finger which will
make you remove the finger. Nociceptors sense the prick afdbdle and send the signal through a first-order neuron
to the spinal cord, here a second-order neuron diverge ginalsboth sending the painful sensation to the brain and
also activating a motor neuron which cause muscles to atnivhich removes the hand from the needle. Some
polysynaptic reflexes will not only trigger the activatiohcomotor neuron. As seen on figure E.7 the reflex will also
inhibit the motor neurons with the opposite function. Asrsea figure E.7 the reflex caused by stepping on a needle
will not only flex the leg but also inhibit the extensors in tthégh. On b) it can be seen how the reflex makes you
remove your foot from the needle but also makes you shift yeeight to the other leg. Besides the activation of
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the motor neurons, signal are sent to the brain for procgssithe thalamus and sensory cortex. [Martini, 2004b]
Therefore we typically have already moved our foot from teedie before we become aware of the pain.
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Figure E.7: The figure illustrates how polysynaptic reflexes makes yanore your leg if you step on a needle
[Martini, 2004b].
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