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Preface
This Master thesis is written by project group 09gr1061 at the Section of Acoustics,Department of Electronic Systems at Aalborg University during the 4th semester of theMaster programme in the period spanning from February 1st, 2009 to June 3rd, 2009.The project concerns the development and evaluation of a method for simulation of thesound �eld in rooms.The report is aimed at people with knowledge equivalent to the teaching on a Master pro-gramme in acoustics. The project �Inclusion of Phase Information into the Image SourceMethod� has been proposed by the author in conjunction with the supervisor DanielaToledo.The reader should pay attention to the following on perusal of this report:

• The report is divided into two major parts:- The main report which is divided into numbered chapters.- The appendices which are arranged alphabetically.
• Figures, tables and equations are numerated consecutively according to the chapternumber. Hence, the �rst �gure in chapter one is named �gure 1.1, the second �gure�gure 1.2 and so on.
• The Harvard method is used for citation. The bibliography can be found after themain report.
• The CD contains internet sources, MatLab scripts and measurements used in thisproject. Aalborg University, June 3rd 2009.
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Chapter 1Introduction
Computer modelling of room acoustics appeared in the 60s thanks to M.R. Schroeder,and was �rstly applied by Krokstad et al. in 1968. Ever since it has been developed toa high extent mainly due to the advent of new improved computer technology. This hasenabled accuracy and �exibility in the simulations as well as rapidity in the computa-tion. Hence several applications such as acoustic prediction of existing and nonexistingrooms, electroacoustic prediction or virtual reality has arisen. Moreover the possibilityto auralize an acoustic space, i.e. to simulate the listening experience in a room, becamean outstanding tool.Hitherto a number of methods are available for the simulation of the sound �eld in en-closed spaces by means of a computer. They can be categorized in two major groups.Some methods describe the sound propagation as a wave model approximating the solu-tion of the wave equation, e.g. the �nite element method (FEM) or the boundary elementmethod (BEM). These methods are characterized for being very accurate although theirusage is in practice restricted to small rooms at low frequencies. In general, they are toocomputationally demanding to use them routinely for room acoustics prediction.Another group of methods, based on geometrical acoustics, treat the sound propagation assound particles moving along ray paths. These techniques such as the ray tracing method(RTM) and the image source method (ISM) are referred to as conventional geometricalacoustic models. They are well suited for high frequencies and are the most widely usedfor room acoustics prediction.The conventional geometrical acoustic models describe sound re�ections as mere carriersof sound energy. This approach simpli�es the calculations required to represent the com-plex phenomenon of sound re�ection. Furthermore, these energy based models usuallyassume incoherent sound waves and thus neglect the interference phenomenon. Bothaforementioned phenomena are related to the phase of the signal.When applying a conventional geometrical acoustic model for the simulation of smallrooms at low frequencies the simulation results may di�er from measurements. Thisis partly due to the fact that the phase information is neglected, being essential forinterference phenomenon at this frequency range where room modes appear.It can also be bene�cial to include the phase information in the prediction models whensimulating concert hall settings. In this way the accuracy of the prediction can be en-hanced and, in addition, it can be used as a mean of obtaining true room impulse responses(RIR) to enable more realistic auralization.1



1 IntroductionInterference phenomena can only be accounted for if the re�ections are modelled aspressure waves with both amplitude and phase. To achieve this, pressure based re�ectionfactors that allow for a phase shift at each re�ection must be used, at least in principle.Together with the phase information from the propagation path, a complete phase modelis created. In this way it is possible to modify the conventional geometrical acousticmodels by including the phase information, thus leading to a phase geometrical modelfor the simulation of room acoustics.There has been a number of studies focused on the inclusion of phase information intothe conventional or energy based geometrical room acoustic models.Suh and Nelson [1999] included interference into the conventional ISM by accounting forphase changes at re�ections by means of plane wave re�ection coe�cients. The imple-mented model was validated by comparing simulated impulse responses with measure-ments carried out in small rooms. The inclusion of complex re�ections into the phaseimage source method (PISM) was shown to increase the accuracy of the predictions.However they also found out that the e�ect of complex re�ections is less signi�cant withlow absorptive surfaces.Lam [2005] also focused on the introduction of phase information into the ISM for thesimulation of small rooms. Re�ections were modelled by means of plane wave and spher-ical wave re�ection coe�cients. It was demonstrated that the latter is able to producepredictions very similar to those provided by the BEM, in the expense of signi�cantly in-creased complexity. The accuracy of the plane wave coe�cient was found to be increasingwith frequency and with the rigidity of the materials.The �rst attempt of taking into account phase information into the RTM was performedby De Geest and Patzold [1996]. They focused on the simulation of sound �elds atlow-mid frequencies, comparing the results from their simulations with BEM predictions.Their model was shown to be accurate for rectangular rooms. Conversely, for irregularshaped rooms certain errors were found especially at low frequencies.Jeong et al. [2008] proposed a further modi�cation of the RTM, namely the beam tracingmethod (BTM), including phase by means of two types of approximate real re�ectioncoe�cients plus the complex wave number. Whereas the angular dependence in there�ection was proved to yield best results, an angle independent re�ection coe�cientshowed reasonably good precision.Dance et al. [1995] suggested a modi�ed ISM for the calculation of sound pressure inlarge empty spaces such as laboratories and factories where only the phase change due tothe propagation path was considered. Their model was able to approximate interferencee�ects in terms of sound pressure level at certain points, notwithstanding the fact thatphase shift on re�ection was not taken into account.Xiangyang et al. [2002] studied the prediction of an enclosed sound �eld where interfer-ence e�ects exist due to the interaction of multiple sound sources. They demonstratedthat the inclusion of phase information into a combination of ISM and RTM is able to2



predict such a sound �eld better than the energy tracing method.Although all the aforementioned studies coincide in the inclusion of phase information asan approach to improve the accuracy of the conventional geometrical acoustic models, thetechniques adopted to perform that inclusion di�er among the di�erent studies. Severalapproximations are utilized, depending on a number of factors such as the characteristicsof the room and the materials of the surfaces, the frequency range of interest and theultimate purpose of every investigation.It is the objective of this thesis to identify the existing techniques of including the phaseinformation into a geometrical acoustic model, as well as implement and evaluate a modelable to simulate the sound �eld including phase in a small room.The structure of this report is organized as follows. Chapter 2 describes the scope andformulates the goals of the present project. In chapter 3 a brief description of somerelevant concepts and equations regarding the re�ection of sound against walls is given.Chapter 4 includes a description of the main room acoustics prediction algorithms basedon geometrical acoustics, focusing on the ISM. An extension of the conventional ISMin which the phase information is retained, namely the PISM, is described in chapter 5together with several methods to model the re�ection coe�cient in order to account forthe phase shift on re�ection. Chapter 6 concerns the design and implementation of thePISM, explaining the di�erent steps followed in the implementation. In chapter 7, theevaluation of the implemented model is performed by means of a comparison betweenmeasured data and simulation results, which are eventually discussed. Chapter 8 presentsthe conclusions of the project.
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Chapter 2Project Description
This chapter describes the scope and formulates the goals of the present project.2.1 Scope of the ProjectThe scope of the project concerns the study and implementation of a model for thesimulation of the sound �eld in rooms. The model is based on a further development ofthe well known ISM that accounts for the phase information in the prediction, namelythe PISM.The implemented model is used to simulate the sound �eld in the standard listening roomat the facilities of the Section of Acoustics in Aalborg University. The performance of theimplemented model is assessed by comparing the simulation results with measurementscarried out in the aforementioned room.2.2 Goals of the ProjectThe goals of this project are

• to identify the di�erent methods available of including phase information into geo-metrical acoustic models,
• to implement a model able to simulate the sound �eld in rooms, accounting for thephase information, and
• to assess the performance of the implemented model.This leads to the following questions:
• What are the di�erent methods available for including phase information into geo-metrical acoustic models?
• What are the implications inherent in the procedure of including the phase infor-mation? 5



2 Project Description
• Is the PISM able to provide accurate predictions of the sound �eld in a room?
• If so, under which circumstances is the performance of the model more appropriate?

6



Chapter 3Some Concepts on Sound Re�ection
In this chapter a brief description of some concepts and equations concerning the re�ectionof sound against walls is given. They are to be utilized for the development of the project.3.1 Re�ection FactorWhen a wave hits a wall, the incident sound is split into di�erent parts. Part of the soundenergy will be re�ected from the wall, whereas the remaining part will be absorbed by it(either by dissipation in the wall or by transmission through it). Regarding the re�ectedpart, it comes back to the room in the form of a re�ected wave originated in the wall.The amplitude and phase of the latter will usually di�er from those of the incident wave.The aforementioned changes of amplitude and phase caused during the re�ection of thewave are given by the complex re�ection factor R, expressed by equation 3.1 [Kuttru�,1991]

R = |R| ejχ. (3.1)Both the amplitude |R| and phase χ of the re�ection factor are frequency dependent.Furthermore, they also depend on the angle of incidence† of the sound wave. The re-�ection factor, also called re�ection coe�cient, is a parameter of the wall surface thatcharacterizes its acoustical properties.The part of sound energy that is being absorbed in the wall corresponds to the fraction
1 − |R|2 of the incident energy. Thus the absorption coe�cient α of the wall is de�nedby equation 3.2 [Kuttru�, 1991]

α = 1 − |R|2 . (3.2)In theory, both values |R| and α range from 0 to 1. A wall with no re�ectivity presentsan absorption coe�cient of 1, and hence the wall is said to be totally absorptive.On the contrary, if there is no sound absorption from the wall (α = 0), two cases canoccur. If R = 1 (in phase re�ection, χ = 0), the wall is said to be acoustically hard
†The angle of incidence is de�ned as the angle formed by the wall normal and the direction ofpropagation of the incident wave. 7



3 Some Concepts on Sound Re�ectionor rigid. For the case where R = −1 (phase reversal, χ = π), the wall is referred to asacoustically soft. Nevertheless, it should be noted that the latter rarely takes place inroom acoustics and solely for limited frequency ranges [Kuttru�, 2000].3.2 Acoustic ImpedanceThe acoustic impedance Z of a wall is de�ned as the ratio of the sound pressure p at thesurface and the particle velocity vn normal to the wall, being the latter generated by theaforementioned sound pressure. It is given by equation 3.3 [Kuttru�, 1991]
Z =

(

p

vn

)

. (3.3)This quantity describes some of the physical behaviours of the wall and it is more relatedto its construction than the re�ection factor. As the latter, Z is usually complex anddepends on the frequency and also on the angle of sound incidence.The phase angle µ of the acoustic impedance is given by equation 3.4 [Kuttru�, 2000]
µ = arg(Z) = arctan

(

ImZ

ReZ

)

. (3.4)Measurement of the acoustic impedance is brie�y discussed in appendix A. It is com-monly found in the literature that the acoustic impedance of a wall is normalized bythe characteristic impedance of air ρ0c, denoting the resulting quantity as the speci�cacoustic impedance ξ given by expression 3.5 [Kuttru�, 2000]
ξ =

(

Z

ρ0c

) (3.5)where ρ0c has the value of 415 Pa · s/m†.The inverse of the acoustic impedance is also used in the literature and it is denoted asthe acoustic admittance β. Likewise, the inverse of the speci�c acoustic impedance iscalled the speci�c acoustic admittance of the wall.3.3 Locally Reacting SurfacesLocally reacting surfaces are those presenting the property that their acoustic impedanceis independent on the angle of incidence of the incoming sound. This phenomenon occurs
†For air at a temperature of 20 oC and atmospheric pressure, being the density of air ρ0 = 1.21 kg/m3and the speed of sound c = 343 m/s.8



3.4 Sound Re�ection at Normal Incidencewhen the particle velocity normal to the surface depends only on the sound pressure ofthe surface element under consideration and not on that of the neighbouring elements.In practice, a locally reacting wall is that which does not allow waves to propagate in adirection parallel to its surface. This requirement must also be met by the space behindthe wall, if applicable.For instance, a panel whose adjacent elements are coupled by means of bending forces isnot a locally reacting surface. Neither it is a porous layer presenting an air gap betweenitself and a rigid rear wall. Nevertheless, local reaction can be somewhat maintained inthe latter case by using rigid partitions placed in any lateral direction within the air gap.In this way, the wave propagation parallel to the surface can be prevented to some extent.The concept of locally reacting surface becomes important because when surfaces do notreact locally, the simple dependence of the re�ection factor or of the absorption coe�cientwith the angle of incidence given by equations 3.9 and 3.10 is no longer applicable. Inthis case, there exists a bending wave propagating along the surface that depends on anumber of factors such as the kind of mounting where the surface is and the interactionwith the air volume behind the surface. The structure of such waves a�ects the absorptioncoe�cient of the surface (or of the entire arrangement) at oblique incidence, leading tomuch more complicated relations.For the development of this report it is assumed that all the acoustic materials are locallyreacting.3.4 Sound Re�ection at Normal IncidenceAssuming the direction of the impinging sound to be normal to the wall, it can be demon-strated that the wall acoustic impedance Z for normal incidence is given by expression3.6 [Kuttru�, 2000]
Z = ρ0c

1 + R

1 − R
(3.6)and if the acoustic impedance is known, the re�ection factor R can be found be rewritingequation 3.6 as follows

R =
Z − ρ0c

Z + ρ0c
=

ξ − 1

ξ + 1
. (3.7)From expression 3.6 the following can be established. For the case of R = 1 (rigid wall),the acoustic impedance becomes Z = ∞. On the contrary, if R = −1 (soft wall), theacoustic impedance vanishes. For the case of R = 0 (totally absorptive wall), the acousticimpedance equals the characteristic impedance of air, i.e. complete matching of the wall9



3 Some Concepts on Sound Re�ectionto the medium. The latter case is the only one where there is no re�ection whatsoeverfrom the wall. It is equivalent to an open window in a room through which the soundgoes away.3.5 Sound Re�ection at Oblique IncidenceConsidering now the incident sound as coming from any possible angle of incidence θ, itcan be shown that the wall acoustic impedance Z for oblique incidence is given by theexpression 3.8 [Kuttru�, 2000]
Z =

ρ0c

cos θ

1 + R

1 − R
. (3.8)When having knowledge of the acoustic impedance, the re�ection factor R can be foundby rearranging equation 3.8, leading to equation 3.9

R =
Z cos θ − ρ0c

Z cos θ + ρ0c
=

ξ cos θ − 1

ξ cos θ + 1
. (3.9)Inserting equation 3.9 in equation 3.2 results in the absorption coe�cient for obliqueincidence, given by expression 3.10

α(θ) =
4<(ξ) cos θ

(|ξ| cos θ)2 + 2<(ξ) cos θ + 1
. (3.10)3.6 Sound Re�ection at Random IncidenceThe absorption coe�cient for random incidence αran is given by the so-called Paris'formula, according to expression 3.11 [Kuttru�, 2000]

αran =

∫ π/2

0

α(θ) sin(2θ)dθ. (3.11)If the surface under consideration reacts locally, it is possible to model the angular de-pendence of the absorption coe�cient by equation 3.10. Introducing the latter in 3.11and computing the integral yields an expression for the random incidence absorption co-e�cient as a function of the absolute value and the phase angle of the speci�c acousticimpedance.10



3.7 Di�usion3.7 Di�usionThe concept of di�use re�ection consists of the fact that when a sound ray or wave hits asurface, part of the re�ected sound follows a specular behaviour (angle of incidence equalsangle of re�ection) whereas the rest of the re�ected sound is re�ected in other directions,i.e. following a di�use fashion [Svensson and Kristiansen, 2002]. Di�use re�ections canbe caused by surface roughness and/or discontinuities of the surface impedance and hencethe directivity of the di�usely re�ected sound depends on those factors.3.8 Di�ractionThe concept of di�raction is related with the capacity of sound waves to bend aroundcorners and obstacles and to be extended after passing through small openings. Di�rac-tion is a typical wave phenomenon and in room acoustics can occur in several scenarios[Vorländer, 2008]: due to obstacles with free edges in the room space, at corners andedges in the room, or at boundaries between materials with di�erent impedances andhence absorption.
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Chapter 4Computer Modelling of RoomAcousticsIn this chapter a description of the main room acoustics prediction algorithms basedon geometrical acoustics, namely the RTM and the ISM, is included. Whereas the de-scription of the RTM is a brief introduction to the principle of the method, the ISM isfurther explained since it is the basis of the present work. As well, a comparative of theaforementioned methods is included.Computer modelling of room acoustics appeared in the 60s thanks to M.R. Schroeder,and was �rstly applied by Krokstad et al. in 1968. Ever since, it has been developed to ahigh extent and consequently it has taken over the room acoustics simulation role againsttraditional scale models. It became more accurate, more �exible and user-friendly, andalso cheaper than scale models.The room acoustic prediction methods or, in other words, the modelling of the soundpropagation from a source to a receiver within a room can be classi�ed according to�gure 4.1.
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TracingFigure 4.1: Classi�cation of methods for simulating sound propagation in rooms. Partially taken from[Vorländer, 2008].One possibility is to describe the sound propagation by a wave model, leading to numerical13



4 Computer Modelling of Room Acousticsmethods that approximate the solution of the wave equation [Rindel, 2000]. Some of thesenumerical methods are the FEM, the BEM and �nite-di�erence time-domain (FDTD)method. These methods are based on a division of the space or surfaces into smallelements or nodes, and are proved to provide very accurate predictions but restricted tocases of small rooms and low frequencies [Kleiner et al., 1993].Another possibility is to describe the sound propagation by sound particles moving alongrays. This approach, based on geometrical acoustics, is suitable for sound at high fre-quencies. There are two conventional geometrical methods namely the ISM and the RTMfor the simulation of sound in rooms. Most simulation commercial software use eitherone of them, or a combination of the best features of both, yielding the so-called hybridmethods [Rindel, 2000].It should be noted that the list of algorithms shown in �gure 4.1 is not in any waycomplete since more prediction methods can be found in the literature, mainly some thathave been developed recently. The numerical methods will not be further treated sincethey are considered out of the scope of the project. In the following, the basis of thegeometrical acoustic models is presented.4.1 Geometrical AcousticsGeometrical acoustics can be understood by using the analogy of geometrical optics. Thesimpli�cation made here consists of assuming vanishingly small wavelengths, which takeplace in the high frequency range. This assumption is valid provided the dimensions ofthe room under consideration and its walls are large compared with the wavelengths ofsound involved.Once done this assumption, the concept of sound wave can be replaced by that of a soundray, which can be de�ned as an energy carrier representing a small portion of a sphericalwave with vanishing aperture which originates from a certain point [Kuttru�, 2000]. Itshould be noted that the concept of a sound ray is an idealisation as well as the conceptof a plane wave.A sound ray is thus a straight line perpendicular to a quasi-plane wave carrying soundenergy, i.e. the energy that in the real world is transported by a sound wave can beaddressed here to a particle travelling along a sound ray. Then, the amount of rayshitting a receiver determines the amount of energy received.Sound rays present a direction of propagation, and are subject to the same laws ofpropagation as light rays, except for the velocity. Thus the energy carried by a soundray would remain constant if the medium were lossless. Nevertheless the intensity of asound ray decreases with 1/r2 where r denotes the distance from its origin. Whereasre�ection of sound rays does occur in geometrical acoustics, either in specular or di�use14



4.2 RTMmanner, typical wave phenomena such as di�raction are neglected at least in principle†since propagation on straight lines is the main rule. Likewise interference phenomena arein principle ignored. This means that the superposition of two rays is performed solelyin terms of addition of their energy or intensity, whereas their mutual phase relations arenot taken into account.Given the propagation of rays, impulse responses containing appropriately delayed andweighted Dirac pulses can be constructed.To sum up, geometrical acoustics describes only a partial aspect of the acoustical phe-nomena occurring in a room, although of great importance. The representation of thesound �eld is limited to energy, transition time and direction of rays. As a rule of thumb,this approach is su�ciently accurate in large rooms for the frequency region above theSchroeder frequency.The algorithms of the most common commercial software for room acoustic predictionare based on geometrical acoustics, and their performance has been evaluated by meansof intercomparison tests namely round-robin tests [Bork, 2005a][Bork, 2005b] where theire�ciency and limitations have been compared.In the remainder of this chapter the major methods within geometrical acoustics areidenti�ed, their principles are explained and their main features are commented. Twomethods can be distinguished: one based on ray tracing and another based on imagesources. Both present di�erent physical approaches and have opposite advantages anddrawbacks. By combining the best features of each the so-called hybrid methods arecreated.4.2 RTMThe principle of the RTM is depicted in �gure 4.2. A sound source S is located at acertain position within a room and it radiates sound in all directions. The radiation ofsound can be seen as an emission of sound particles at a certain moment t = 0. Eachsound particle carries a certain energy and travels at sound velocity on a straight pathuntil it hits a wall. Walls are assumed to be plane for simplicity. The particle can bere�ected either specularly or di�usely. In the former case, the new direction is calculatedaccording to the law of geometrical re�ections. For the latter case, two random numbersare generated from which both the azimuth and the polar angle of the new direction arecomputed [Kuttru�, 2000]. The latter is the angle between the di�used particle path andthe wall normal and it is distributed following the so-called Lambert's cosine law. Afterits re�ection, the particle follows the new direction towards the next wall, and so on.There are two alternative approaches for the algorithm depending on the way in whichwall absorption is taken into account [Vorländer, 1989]. It can be accounted for by
†There exist however some recent works such as [Pulkki et al., 2002] in which an attempt to accountfor the e�ect of di�raction within geometrical acoustic models is studied. 15



4 Computer Modelling of Room Acoustics
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Figure 4.2: Principle of ray tracing over the elevation view of a room. S is the source. R is the receiver,also called counter [Kuttru�, 2000].reducing the energy of the particle by a factor 1− α† whenever a re�ection occurs, i.e. amultiplicative reduction of the particle energy. Or it can be accounted for by generatinga random number which is to decide whether the particle proceeds along or is absorbed,i.e. the so-called controlled particle annihilation. The e�ect of air attenuation can also beconsidered in a similar way. Once the energy of the particle is below a prede�ned valueor the particle has been absorbed, the path of a new particle is traced. This procedureis repeated until all particles that have to be emitted by the source at the moment t = 0have been followed up [Kuttru�, 2000].In order to compute the results, energy and arrival time of each particle are registeredwhenever a particle arrives at a prede�ned detector, also called counter (R in �gure 4.2).If needed, also the direction from which it has arrived. The detectors are typically planeareas or spherical volumes [Kuttru�, 1993]. After tracing the paths for all particles andclassifying the gathered data, the energies corresponding to all particles received are addedwithin determined time intervals. The result of this process is a histogram showing thetemporal distribution of the energy received. Therefore it can be considered as a short-time averaged energetic impulse response [Kuttru�, 2000], i.e. an approximation to theenergetic impulse response of the enclosure.The degree of the approximation depends on the time resolution achieved as well as thenumber of particles involved in the procedure. Regarding the former, the selection of thetime intervals of the histogram is critical. Long intervals lead to a crude approximationof the true impulse response since details are lost by averaging. On the other hand, shortintervals may yield random �uctuations superimposed on the results.With respect to the number of particles, the accuracy of the results is conditioned bythe amount of particles counted by the detector. Two facts can be derived from thisdependency. Firstly, the detector must be de�ned so that it is not too small. Secondly,
†Where α is the absorption coe�cient of the wall.16



4.3 ISMthe total number of particles emitted by the source must be su�ciently large. As a ruleof thumb, Kuttru� [2000] suggests the usage of 105 − 106 sound particles for detectordimensions of the order of 1 m.The advantages of the RTM are that it can handle di�use re�ections and that it canbe applied to model the e�ect of curved surfaces. Regarding the computation time, itincreases only proportionally with the length of the impulse response [Vorländer, 1989].On the other hand, as outlined above, the temporal resolution is limited.Numerous re�nements of the described algorithm has been presented up to date. Someare based on an improved de�nition of the detector. Furthermore, replacement of raysby beams, e.g. triangular or conical, leading to the BTM has yield interesting improve-ments in the accuracy of the results. Nevertheless it also present other drawbacks andcomputational di�culties (see [Dalenbäck, 1996]).4.3 ISMThe method of image sources is very old but however its practical application started onlywith the advent of digital computer. Allen and Berkley [1979] proposed in 1979 an e�cientand simple algorithm of the ISM restricted to a rectangular enclosure. Afterwards, Borish[1984] presented in 1984 a generalized algorithm extended to any arbitrary geometry. Eversince numerous works have taken care of improving the accuracy, e�ciency and �exibilityof the method up to date.Let us begin explaining the concept of image source. When a sound ray strikes a surface itis usually re�ected from it. Let us assume it does it with a specular behaviour, accordingto the re�ection law from optics. Let us also assume the boundaries considered arecomposed of plane and uniform surfaces. Hence the re�ected ray remains in the planedetermined by the impinging ray and the normal to the surface under consideration.Furthermore the angle between the normal and the re�ected ray equals that between thenormal and the impinging ray.When the conditions above are given, it is possible to take advantage of the concept ofimage sources for the construction of sound paths. An example of this is illustrated in�gure 4.3, where a sound source A is located in front of a wall. It is feasible to think ofevery ray re�ected from the wall as being originated from a virtual or image source† A',positioned at the other side of the wall. A' is located on the line perpendicular to thewall, at the same distance from the latter as the original source A. It can be said that tocreate the image source A' one has to mirror the original source with respect to the wall.Now the e�ect of the wall can be disregarded since it is accounted for by that of the imagesource. The image source emits simultaneously the same signal as the original source,and its directional behaviour is symmetrical.
†Both terms virtual source and image source can be found in the literature. In the present work thelatter is used henceforth. 17



4 Computer Modelling of Room Acoustics

A A’

B

Figure 4.3: Construction of an image source [Kuttru�, 2000].Usually not all the energy incident on the surface is re�ected. The fraction of soundenergy that is not re�ected is given by the absorption coe�cient α. It usually dependson the angle of incidence and the frequencies present in the incident sound. Thereforethe re�ected ray has generally lower energy than the incident ray, by a fraction 1 − α,and di�erent spectral content.Let us suppose now a sound ray emitted from a sound source positioned within a closedroom. In this case, the ray is re�ected not once but several times from walls, ceiling and�oor. This sequence of re�ections continues until the energy carried by the ray vanishes,due to the fact that part of it is lost in every re�ection. This more complicated sound pathcan be constructed by extending the concept of image sources, leading to image sourcesof higher order. In �rst place, the �rst-order image sources with respect to all walls arecalculated. From each of these, second-order image sources are created proceeding thesame way with respect to all walls except that by which the �rst-order image sourcewas mirrored last. This procedure is repeated until a previously de�ned order of imagesources is reached. For instance, a fourth order image source represents a ray that hasundergone four wall re�ections.A simpli�ed example of the aforementioned process for a second-order re�ection can beseen in �gure 4.4, where a sound ray emitted by the original source A is represented. Atsome point it strikes a wall, and from that moment on it continues as being originatedfrom the �rst-order image source A' until it hits a second wall. Then, the path of the rayis determined as if it came from the second-order image source A�. The �rst-order imagesource A' is created my mirroring the original source with respect to the wall wherethe �rst re�ection takes place. Likewise the second-order image source A� is createdby mirroring the �rst-order image source A' with respect to the wall where the secondre�ection occurs.Depending on the geometry of the room, the pattern of points given by the constellation18



4.3 ISM

A’’
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Figure 4.4: Image sources of �rst and second order [Kuttru�, 2000].of image sources may di�er considerably. For complex rooms with a great number ofwalls, the pattern may be very complicated. Contrarily, for enclosures with high regular-ity, the pattern of image sources presents as well certain regularity. The simplest case isgiven for the rectangular room, also denoted shoebox shaped. In this case certain imagesources of the same order are complementary and coincide, yielding a regular pattern asthat of �gure 4.5.

Figure 4.5: Pattern of image sources for a rectangular room. The accentuated box in the centre depictsthe original room. Surrounding it are the image rooms, each containing one image source [Borish, 1984].The accentuated room in �gure 4.5 represents the original room. Each of the four imagerooms adjacent to the walls of the original room contain one �rst-order image source.Hence those rooms adjacent to the corners of the original room contain in turn second-order image sources, and so on. The lattice of points depicted in �gure 4.5 must becompleted in the direction perpendicular to the drawing plane. Because of the regularityof this pattern, the location of the image sources can be calculated in an easier way. Onthe other hand, for irregular shapes such a task becomes more tedious. 19



4 Computer Modelling of Room AcousticsAn issue inherent in the ISM that should be addressed is the visibility of the imagesources. Depending on the geometry of the room, it may be that certain image sourcesdo not contribute to the response at a given receiver position. Such image sources aredenoted invisible from the receiver under consideration. This problem was studied �rstby Borish [1984] and subsequently by Vorländer [1989].For the example given in previous �gure 4.5, all image sources are visible. This is so dueto the fact that all image rooms �ll up the entire space with no overlap among them andwithout leaving uncovered regions [Kuttru�, 2000]. On the contrary, irregular shapedrooms yield much more irregular patterns of image sources where image rooms overlapeach other in di�erent manners. For these cases, the visibility of every image source fora given receiver position must be checked. In fact it turns out that most of higher orderimage sources are invalid.The matter of �nding an invisible image source by means of the so-called visibility testis illustrated in �gure 4.6, for a second-order image source.
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S2

S21

S12

S1

Figure 4.6: Geometrical backtracing of sound paths from receiver R to the original sound source S.Image source S12 is visible. S21 is not visible since the intersection of the dotted line RS21 with wall 1is not located within the real boundaries of the latter [Vorländer, 1989].Figure 4.6 shows a source S and a receiver R within a room. The manner to check thevisibility of S12 is as follows. The index of the latter indicates that wall 2 was involvedlast in the sound path. S12 is a visible image source since the line connecting it with Rdoes intersect the wall 2 within the extension of the actual wall. Next, the procedure isrepeated considering the intersection point as receiver, and aiming at the previous imagesource in the chain (S1 in this case). This technique is repeated until the original source isreached. If one of the computed intersection points is not within the real wall boundaries(as the case of the dotted line RS21, which intersects wall 1 in the point P , out of itsboundaries), the image source is considered not visible and thus omitted.The procedure of the visibility test as described above, i.e. backtracing the paths fromthe receiver to the original source, turns out to be very computation demanding, to theextent of being impractical for complex shaped rooms due to the huge computation time20



4.3 ISMrequired.The computation time of the ISM is mainly dependent on the maximum order of imagesources. Let us assume a room composed of nw walls. Every wall is associated withone �rst-order image source. Each of those �rst-order image sources is to be mirroredby all walls except one yielding nw(nw − 1) new second-order images. By repeating thisprocedure it can be found that the number of image sources up to the re�ection order
i0 in a room with nw walls increases exponentially with i0, as given by expression 4.1[Vorländer, 1989]

NIS =

i0−1
∑

k=0

nw(nw − 1)k =
nw

nw − 2

[

(nw − 1)i0 − 1
]

. (4.1)In light of expression 4.1, it can be noticed that the number of image sources growsrapidly with increasing distances from the original source, i.e. with the length of theimpulse response to be computed.The large amount of image sources required can be demonstrated through an examplegiven in [Kuttru�, 2000]. The example considers a 12000 m3 room, made up of six wallsin a non rectangular shape, with an area of 3600 m2. It can be derived that for thisparticular case a sound particle undergoes 25.5 re�ections per second on average†. Thusto compute an impulse response of 400 ms, image sources up to order i0 = 10 are requiredat least. Introducing order and number of walls into equation 4.1 yields a number of imagesources to be constructed of around 1.46 ·107 . Without going into details, it is possible toforesee that the amount of calculations needed to perform the visibility test as previouslydescribed is vast due to the large amount of image sources to process. Hence, dependingon the room geometry it may not be possible to reach an acceptable computation time.Furthermore it must be noted that the number of image sources that turns out to bevalid after the visibility test is extremely low, so that most of calculations are in vain.If the considered example were shoebox shaped there would be only 1560 image sources(all of them visible), according to expression 4.2‡ [Kuttru�, 2000]
NISr =

2

3
(2i30 + 3i20 + 4i0). (4.2)Fortunately, an improved method to carry out the visibility test was proposed by Vorlän-der [1989]. In this case the separation between the visible image sources from the invisibleones is done by ray tracing. Firstly a specular ray tracing process is performed, notingthe index of all those walls involved in the re�ection of every detected particle. Then the

†The average of re�ections per second is given by cS/4V , c being the sound speed, S the total wallarea and V the room volume [Kuttru�, 2000].
‡It should be noted that equation 4.2 is written incorrectly in [Kuttru�, 2000]. The expressionincluded in the present work is the correct version, provided by the author of [Kuttru�, 2000] by privatecommunication. 21



4 Computer Modelling of Room Acousticsposition of the visible image sources can be computed based on that list. The only prob-lem is that ISM supposes a point receiver whereas RTM assumes a �nite extension of thecounter. Hence in the visible image sources list there will be some wrong sources. Onecan either neglect this e�ect, which depends on the counter volume or, to overcome thisproblem, the conventional test namely backtracing of the paths from receiver to originalsource can be performed.The procedure suggested by Vorländer is found to provide gain of computing speed withrespect to the conventional visibility test, mainly when high order image sources come intoplay [Vorländer, 1989] and it has been utilized in several works, e.g. [Suh and Nelson,1999]. Nowadays several variants of this approach are used, based on cone tracing orpyramid tracing.Thus it can be concluded that as the room deviates from the shoebox geometry andthe number of walls increases, �nding the location of the image sources becomes a moredi�cult process. Furthermore, in this case not all the image sources are visible andtherefore a visibility check must be carried out.Once all valid or visible image sources are determined, the original room is no longerneeded. The sound signal received at a certain point is the superposition of the contri-butions of all image sources plus the original one. All of them emit simultaneously thesame signal.Hence the energy impulse response can be computed by adding contributions of all imagesources assuming the original source produces a short impulse represented by a Diracfunction δ(t). To compute the energy impulse response at a receiver, the arrival time andthe level or strength of every contribution must be calculated. The arrival time of everysound ray is determined by the distance from the receiver to its corresponding imagesource.The level of a particular contribution depends mainly on the absorption coe�cient ofthe walls involved in its particular sound path, i.e. those crossed by the straight lineconnecting image source and receiver. It must be noted that the level of every contributiondepends also on the direction of radiation, if the original source is directional, and thesource output power. Moreover, it is a�ected by spherical radiation and air attenuation.Therefore the contribution of a particular image source to the energy impulse responseis given by equation 4.3 [Kuttru�, 2000]
P

4πcr2
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. . . ρmi

δ
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, (4.3)where P is the power radiated by the original source, r is the distance between the imagesource under consideration and the receiver, ρk = 1−αk denote the re�ection coe�cientsof the walls m1,m2, . . . mi involved in the particular sound path and c is the speed ofsound. The energy arrival time is determined by the factor r/c. It can be seen how thecontribution from an image source represented by equation 4.3 accounts for the walls22



4.3 ISMabsorption and the 1/r2 law due to spherical radiation, i.e. the sound energy is inverselyproportional to the distance squared. However no air attenuation is included in equation4.3. In the real world, waves are also attenuated by absorption in the medium. This e�ectcan be taken into account by means of the attenuation factor ma that can be determinedaccording to expression 4.4 [Kinsler et al., 2000]
ma = 5.5 · 10−4(50/h)(f/1000)1.7 , (4.4)where h denotes relative humidities in percent between 20 and 70 and f denotes frequen-cies within the range 1.5 to 10 kHz.To account for air attenuation the energy amplitude must be reduced by the exponentialterm exp(−mar) [Kuttru�, 2000]. Hence this factor is to multiply equation 4.3.4.3.1 Limitations and ConsiderationsUnavoidable error is that given by necessary truncation of the amount of image sourcesat a certain order [Vorländer, 2008]. The computation time increases exponentially withthe length of the impulse response and hence the ISM presents, in its conventional form,a large limitation when it comes to e�ciency. It should be stressed that there is nostatistical error inherent in this algorithm, i.e. it is very accurate, and the time resolutionprovided is very high which becomes important for auralization tasks for instance.One drawback of the ISM is that it is restricted to specular re�ections [Kuttru�, 1993], i.e.it cannot handle di�use re�ections. This fact has proven to be one of the most importantlimitations of the algorithm due to the fact that pure specular modelling creates a roughapproximation of the physical sound �eld in most of the rooms.One interesting feature of the ISM is that the receiver can be mirrored instead of thesource, leading to a lattice of image receivers. This can be advantageous for instancewhen the source is moving while the receiver is �xed.In light of the description above, it can be stated that this algorithm in its classical form(Allen and Berkley/Borish) is applicable and e�cient for the following cases [Vorländer,2008]:

• for short impulse responses,
• for rooms with simple geometries, i.e. small number of walls nw, and
• for rectangular rooms, since the visibility test can be omitted. 23



4 Computer Modelling of Room Acoustics4.4 RTM vs. ISMBoth RTM and ISM follow di�erent physical approaches. The main di�erence betweenthem consists of the procedure for the energy detection and the nature of physical energypropagation [Vorländer, 2008]. Table 4.1 shows their main features.Algorithm Category Energy spreading by distance Energy detectorsRTM Stochastic Stochastic by counting VolumesISM Deterministic Deterministic by distance PointsTable 4.1: Basic algorithms of room acoustics computer simulations [Vorländer, 2008].As well, both algorithms di�er in the following issues.AccuracyRTM outcomes represent temporal energy distributions with poor resolution rather thantrue impulse responses, while the ISM provides high resolution responses. Apart fromthat, all re�ections found by the RTM will match those found by the ISM but the latterwill also �nd a number of re�ections that the RTM missed. Borish [1984] stated that eventhough it is possible to re�ne the RTM so that it provides more accurate information,the ISM provides the desired information as a matter of course.Re�ection HandlingISM is restricted to specular re�ections whereas RTM handles di�use re�ection.Computation TimeISM computation time increases exponentially with the desired length of the impulseresponse. RTM computation time is proportional to the impulse response length.AlgorithmWhen considering the frequency dependence of wall absorption in the ISM, di�erentpower outputs are to be attributed to the image sources according to the e�ect of thewall re�ections they represent. In this case, the lattice of image sources remains the samefor all frequencies.In contrast, the stochastic nature of the RTM including di�usion requires one pass perfrequency band, i.e. for every set of absorption and scattering coe�cients. That isbecause the di�usion provided by a surface is frequency dependent.24



4.5 Hybrid MethodsPsychoacousticsAccording to Kuttru� [1993], when applied to the total room impulse response, the imagesource method yields much more information on sound transmission than is signi�cantfrom a psychoacoustical point of view.4.5 Hybrid MethodsIt has been shown how the RTM and the ISM have opposite advantages and weaknesses.For this reason it is worth combining the best characteristics of each yielding the so-calledhybrid methods. These methods feature di�use re�ections and provide a �ne temporalresolution. Normally, they use the ISM for the early part of the impulse response, em-ploying a specular ray tracing process (or variation thereof) for the calculation of thevisible image sources. Moreover the later part of the impulse response is handled bythe RTM, in one if its various versions, since di�use energy dominates the reverberationprocess after a few re�ections [Vorländer, 2008].Hybrid methods are apparently the key to the modelling of impulse responses that re-semble measured data to a great extent. For that reason, most of well-known commer-cial software solutions, such as CATT-acoustic [CATT, 2002] and ODEON [Christensen,2008], make use of this type of algorithms.
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Chapter 5Inclusion of Phase into the ISM
In this chapter an extension of the conventional ISM in which the phase information isretained, namely the PISM, is described. Furthermore, several methods to model there�ection coe�cient in order to account for the phase shift due to the re�ection of soundare presented.5.1 PISMThe PISM is somewhat di�erent from the conventional ISM described in section 4.3,notwithstanding the fact that the physical principle is the same. Both are based oncontributions from image sources added together for the construction of the response ata certain receiver.In the conventional ISM, energy impulse responses are constructed from the energy vari-ation as a function of time of arrival. In a similar fashion, pressure impulse responses canbe obtained by the PISM, in which the pressure at each time is calculated.The total sound pressure at a certain receiver can be modelled by adding complex spher-ical wave contributions from the original source and the image sources. Thus the totalcomplex sound pressure is given by equation 5.1 [Suh and Nelson, 1999]

p(w) =
ρ0q(w)e−jkr0

4πr0

+

NIS
∑

n=1

pn(w). (5.1)The �rst term of equation 5.1 represents the direct sound, coming from the originalsource, where q(w) is the source strength, k the wave number and r0 the distance fromthe original source to the receiver. It has been shown in [Jeong et al., 2008] that thewave number k of equation 5.1 can be substituted by the complex wave number k̃ if theattenuation due to air absorption is to be accounted for. The complex wave number k̃ isexpressed by equation 5.2
k̃ = k − jma/2 (5.2)being ma the attenuation factor due to air absorption given in equation 4.4.27



5 Inclusion of Phase into the ISMThe second term of equation 5.1 represents the contributions from all the considered imagesources. Each of those contributions can be expressed by equation 5.3 [Suh and Nelson,1999]
pn(w) =

ρ0R1(w)R2(w) . . . Ri(w)

4πrn
q(w)e−jkrn , (5.3)where Rk(w) denote the re�ection coe�cients of the walls 1, 2, . . . i involved in the par-ticular sound path and rn is the distance between the image source under considerationand the receiver.Since the conventional ISM deals with energy, there are no complex numbers involved.On the contrary, it can be seen in equations 5.1 and 5.3 that there is complex notationin the PISM because the phase information is used to deal with wave interference.The phase information is included in the PISM by two di�erent means:

• due to the re�ection of sound against boundaries and
• due to the sound propagation path.These two means are represented in equations 5.1 and 5.3. On the one hand the re�ectioncoe�cients Rk(w) represent the acoustical properties of the surfaces, in terms of ampli-tude and phase shift at each re�ection. On the other hand the exponential terms accountfor the phase shift during the propagation.Section 5.2 presents a number of approaches for modelling the re�ection coe�cient inorder to account for the phase information due to the re�ection of sound.5.2 Methods of Phase Inclusion into Geometrical AcousticModelsA way to predict the wave nature of room acoustics can be to modify the conventionalgeometrical acoustic models so as to retain the phase information. The idea is to modelthe complex sound pressure re�ection phenomenon by including a pressure wave basedre�ection coe�cient in the conventional geometrical model, instead of the simple energyabsorption. Together with the phase information from the propagation path, a full phasemodel can be obtained. A number of approaches found in the literature for modellingthe re�ection coe�cient are described next:28



5.2 Methods of Phase Inclusion into Geometrical Acoustic Models5.2.1 Plane Wave Re�ection Coe�cientSound rays present in a geometrical acoustic model can be considered as a representationof the propagation of plane waves. Therefore it is possible to model the re�ection of suchwaves at surfaces by means of plane wave re�ection coe�cient R. It was already includedin chapter 3 and it is here again for completeness, given by equation 5.4
R =

ξ cos θ − 1

ξ cos θ + 1
, (5.4)which is a function of the angle of incidence θ measured from the normal, and the speci�cacoustic impedance ξ of the surface with which the wave is re�ected.Several previous works have used the plane wave re�ection coe�cient approach in itsdi�erent forms, which are described in the following.Complex Re�ection Coe�cientThe plane wave re�ection coe�cient can of course be implemented by its original form,i.e. a complex re�ection coe�cient which is angle and frequency dependent, given byequation 5.4To perform this raw implementation of the re�ection coe�cient it is required to measurethe complex impedance of the materials involved. In [Suh and Nelson, 1999] this coe�-cient is utilized, but only for those surfaces which present high absorption, e.g. plasticfoam, carpet and insulation board. The normal speci�c acoustic impedance was measuredby an impedance tube test with rigid-backing condition, which yields the resistance andreactance composing the complex expression of the impedance. Thus a complex re�ectioncoe�cient is obtained.However instead of dealing with complex re�ection coe�cients, another strategy can beto approximate that value. Di�erent approximations have been found are described next.Angle Independent Real-valued Re�ection Coe�cientSome previous works approximate the complex re�ection coe�cient by an angle indepen-dent, real-valued re�ection coe�cient.The real part of the normal re�ection coe�cient is calculated based on the randomincidence absorption coe�cient αran of the surface, according to expression 5.5

Rr =
√

1 − αran. (5.5)29



5 Inclusion of Phase into the ISMThe imaginary part of the re�ection coe�cient is assumed to be zero for acoustically hardwalls, e.g. concrete and plaster. Thus the only input for this method is the random inci-dence absorption coe�cient which in [Suh and Nelson, 1999] was assumed to be constantin frequency and whose values were arbitrarily set for every material. In principle, thisapproximation yields small error for this sort of walls. This approach assumes in phasere�ections.Furthermore, Jeong et al. [2008] implemented this method allowing a 180 ◦ phase shiftfor the re�ection depending on the surface features and providing frequency dependentabsorption. To accomplish it, the initial expression 5.5 was modi�ed leading to equation5.6
Rr = ±

√
1 − αran. (5.6)The positive sign of expression 5.6 is applied for re�ections taking place with acousti-cally hard materials, corresponding thus with equation 5.5. Contrarily, re�ections withsoft materials are formed with the negative sign, creating an out of phase re�ection.Rindel [1993] speci�es that the negative sign should be utilized only for materials whoseimpedance can be considered to be small if compared to 2ρ0c. As well, it is suggestedthat porous absorbers should be assumed to be soft whereas heavy and dense materials,e.g. concrete and/or wooden panels should be regarded as hard.Lehmann and Johansson [2008] followed an approach based on using the negative versionof equation 5.6 for all surfaces. They stated that it yields higher accuracy when replicatingthe e�ects of a real acoustic environment, in terms of computing more realistic RIRshapes.To realize this method, solely information of the surface absorption is required. Nocomplex impedance values are involved.Angle Dependent Real-valued Re�ection Coe�cientAnother possible approximation of the complex re�ection coe�cient is by means of anangle dependent real-valued re�ection coe�cient. It was originally proposed by Rindel[1993] and subsequently applied in [Jeong et al., 2008] among others. This coe�cient iscomputed based on an empirical approximation of the surface impedance Z, containingthe acoustical properties of the material, and the radiation impedance Zr, containingin�uences of both angle of incidence and surface area, as given by equation 5.7

Rrθ =
Z − Zr(θ)

Z + Zr(θ)
. (5.7)The surface impedance Z, which is assumed to be real, can be calculated from the angleindependent real-valued re�ection coe�cient Rr of equation 5.6 and from the so-called30



5.2 Methods of Phase Inclusion into Geometrical Acoustic Modelsequivalent radiation impedance, Z∗
r , by means of expression 5.8

Z = Z∗
r

1 + Rr

1 − Rr
. (5.8)The equivalent radiation impedance Z∗

r is a compensation factor proposed by Rindel[1993]. It is used to match the random incidence absorption coe�cient obtained fromthe Paris' formula (see equation 3.11) through the proposed coe�cient Rrθ, with theinitially measured random incidence absorption coe�cient αran. This process served asa validation of the proposed approximation†.Such a validation led to the empirical determination of the equivalent radiation impedancewhose �nal results are included next. For large areas, the normalized value Z∗
r /ρ0c shouldbe 2. However for areas similar to 11 m2‡ a somewhat lower and frequency dependentvalue is obtained, as given in table 5.1.Frequency [Hz] Z∗

r /ρ0c125 1.04250 1.35500 1.531000 1.622000 1.644000 1.64Table 5.1: Values of the equivalent radiation impedance corresponding to a test area of 11 m2 [Rindel,1993].Thus expression 5.8 constitutes the �rst step of the approximation, i.e. a purely realpositive impedance value is de�ned for the surface. This value is equivalent to the truecomplex surface impedance in such a way that both provide the same absorption coef-�cient. It should be noted that expression 5.8 is a more elaborated version than thatproposed by Suh and Nelson [1999] for the same purpose, where the equivalent radiationimpedance is absent.Regarding the radiation impedance, Zr, for �nite areas it is a complex value. NeverthelessRindel developed an approximation to its real part consisting of expression 5.9 [Rindel,1993]
Zr = ρ0c
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†Should the reader require further information, it can be found in [Rindel, 1993].
‡ISO 354 recommends a sample material of between 10 and 12 m2 for the measurement of the randomincidence absorption coe�cient αran. 31



5 Inclusion of Phase into the ISMIn expression 5.9, A and B are empirical constants found to be 0.6 and π respectively bytrial and error method, θ is the angle of incidence and the factor ke is a relation where kis the wave number and e denotes the characteristic dimension of the surface expressedas e = 4S/U , S being the area and U the perimeter. The results of this approximationdeviate from the numerical results within ±10 % for ke > 8 and up to ±20 % for ke < 8.It is important to note that in this approximation the re�ection coe�cient computed,and hence the absorption, depends on the size of the surface under consideration throughthe radiation impedance.Therefore, using the approximations given by equations 5.8 and 5.9, and introducing themin equation 5.7, an angle dependent real-valued re�ection coe�cient can be computed fora surface with known αran. Neither impedance measurements nor complex notation isinvolved.Admittance-based Re�ection Coe�cientUnlike in the aforementioned cases, Lam [2005] proposed a formulation of the plane wavere�ection coe�cient based on the admittance instead of the impedance. The expressionof this coe�cient can be derived from equation 5.4 and is given by equation 5.10
R =

cos θ − β

cos θ + β
. (5.10)It is a function of the angle of incidence θ and the surface admittance β. Several imple-mentations of this method were performed in [Lam, 2005]:Real-valued frequency independent re�ection coe�cient. This was computedby determining the admittance values out of the decay curve of the �rst few clearlyseparated room modes (see reference [Kuttru�, 1991] for more insight in this matter).This assumes that the admittance is real which is acceptable as long as the walls areacoustically hard, i.e. their impedance is high. Hence the re�ection coe�cient is alsoreal. Admittance values for the materials involved were assumed to be constant withinthe frequency range of interest which was up to 100 Hz.Complex frequency independent re�ection coe�cient. The previous assumptionis based on the requirement that the existing walls are acoustically hard, providing verylow random absorption coe�cients typical of reverberation rooms for instance. In otherenclosed spaces with more absorptive walls, a complex value for the admittance may beneeded to keep suitable precision. In [Lam, 2005] a value of (0.2, 0.2j) was arbitrarilyassumed in this respect.32



5.2 Methods of Phase Inclusion into Geometrical Acoustic ModelsComplex frequency dependent re�ection coe�cient. Frequency dependent be-haviour is characteristic of most, and especially absorptive materials. In order to performa more realistic simulation, frequency dependent admittance values were introduced, cal-culated from an empirical model published by Delany and Bazley [1970].5.2.2 Spherical Wave Re�ection Coe�cientAs it will be mentioned in section 5.3, the plane wave approximation is appropriate athigh frequencies, for incidences close to normal, and for low absorptive surfaces. Onthe other hand for low frequencies, in the cases where the angle of incidence is far fromnormal and the surface presents high absorption, the spherical wave front may have arelevant e�ect. Only plane wave re�ection coe�cients will be considered in the presentwork. Therefore the spherical wave re�ection coe�cient is just brie�y introduced.The spherical wave re�ection coe�cient can be de�ned as given by equation 5.11 [Lam,2005]
Q = R + (1 − R)F (w) (5.11)being R the plane wave re�ection coe�cient from either expression 5.4 or 5.10 and

F (w) = 1 + jw
√

π exp−w2

erfc(−jw) (5.12)the so-called boundary loss factor due to spherical wave front. In expression 5.12, erfcis the complimentary error function and w denotes the numerical distance and is givenby equation 5.13
w =

√

jkR2/2(β + cos θ), (5.13)where the factor R2 is the length of the re�ected path.It can be noted how the spherical wave re�ection coe�cient is a function of the plane wavere�ection coe�cient and also of the locations of both source and receiver. Furthermore, itinvolves the approximation of an in�nite series (the erfc term). As a result, this approachpresents higher complexity and it is expected to require signi�cantly larger computationtime. On the other hand the accuracy provided is reported to be comparable to that ofthe BEM.Lam [2005] implemented this method in several forms, as those previously presented forthe admittance-based re�ection coe�cient. 33



5 Inclusion of Phase into the ISM5.2.3 DiscussionThe real re�ection coe�cients are not able to fully represent the proper phase shiftinvolved in a re�ection and for that reason one may expect that using complex re�ectioncoe�cients will enhance the accuracy of the results.In [Suh and Nelson, 1999] it was investigated the phase shift produced by a complexsurface impedance. To achieve this task, the complex surface impedance was replacedby a purely positive real value providing the same absorption coe�cient as the former.Predictions obtained by running a PISM for both cases were compared. That procedurerevealed that the usage of complex surface impedance, and hence complex re�ectioncoe�cient, determines the accuracy of the model only when dealing with fairly absorptivesurfaces. For less absorptive materials however, the e�ect of complex re�ections turnedout to be not that signi�cant.This conclusion was supported in subsequent work by Lam [2005], where real-valuedadmittances and hence re�ection coe�cients were reported to yield acceptable results forlow absorptive walls. Further, Jeong et al. [2008] also coincide in the sense that expression5.6 means no phase shift for those re�ections taking place against low absorptive walls.It should be noted that using complex values increases the computation load. An increaseof 96 times for the PISM execution time with respect to the conventional ISM was reported[Suh and Nelson, 1999] for a medium sized (74 m3) rectangular room with only the �oormodelled by means of complex re�ections.It should also be noted that complex impedance values of surfaces are hardly ever athand and measuring them can become a tedious task†. Appendix A gives a brief insightinto the matter of obtaining the impedance of surfaces by several methods.Regarding the angular dependence, the majority of the aforementioned methods presentangular dependence with the incoming sound. The angle dependent real-valued re�ectioncoe�cient was found to produce more accurate predictions than those by the angle inde-pendent in a room with materials presenting di�erent degrees of absorption [Jeong et al.,2008]. However the di�erence between the predictions was shown not to be very distin-guished whereas the computation time was shown to increase signi�cantly when consid-ering the angular dependence.It can be noticed as well how the complex re�ection coe�cient method is equivalent tothe last version of the admittance-based methods.It is expected that the PISM will yield more accurate results than the conventional ISMwith any of the aforementioned methods. This holds even with that of equation 5.5,which involves no phase shift at re�ection, since the phase shift due to the propagationpath is included, thus accounting for the phase information partly.
†Among the previous works consulted for the present work, only that by Suh and Nelson [1999]performed complex impedance measurements, and for the minority of the materials involved.34



5.3 Plane Wave ApproximationLastly, concerning the spherical wave re�ection coe�cient, it appears to provide a betterperformance than that of the plane wave re�ection coe�cient, mainly for highly absorptivesurfaces where the latter is found to have noticeable errors. In fact, for simpli�ed scenariossuch as that considered in [Lam, 2005] where di�raction and scattering are neglected, it isreported to yield results that are very similar to those by the BEM in terms of accuracy.To conclude, it seems that the real-valued re�ection coe�cients are more practical inthe sense that they provide reasonable accuracy, depending on the characteristics of thematerials, as well as ease in the computation. Therefore a trade o� may be to characterizeby the complex impedance only those surfaces whose materials are highly absorptive whileapproximating the rest.5.3 Plane Wave ApproximationLet us suppose an scenario as that of �gure 5.1 where the sound �eld at a receiver B isthe contribution from both direct sound and a component re�ected from the wall. Forspherical wave incidence, the wall is hit at various angles and the re�ected component isgiven by an expression function of the complex re�ection coe�cient of the wall and theBessel function of zero order [Suh and Nelson, 1999].
A’A

B

Figure 5.1: Spherical wave re�ection with a wall.An approximation of the re�ected component can be performed by assuming a constantangle of incidence, i.e. a plane wave. The re�ected component can be related to anotherimage source A' located behind the wall that radiates spherical waves whose amplitude isreduced by the re�ection coe�cient. It must be noted that although a spherical wave ispresent, the re�ection is computed for a constant angle of incidence. This means that forthe moment of re�ection, the sound �eld model is switched to a plane wave [Vorländer,35



5 Inclusion of Phase into the ISM2008].It must be noted that purely plane waves do not exist in real world. There are howevercertain conditions in which approximations of plane waves take place, such as soundwaves travelling through a rigid tube. Furthermore, a limited region of a spherical wavecan be regarded as a plane wave as long as the distance from the excitation point is largecompared to all wavelengths involved [Kuttru�, 2000].It has been shown in [Suh and Nelson, 1999] that the error due to the plane wave approx-imation is most sensitive to the angle of incidence. It is concluded that the approximationis su�ciently accurate except for grazing incidence† or highly absorptive surfaces whenthe source-receiver distance is less than a few wavelengths, i.e. low frequencies. The ideais that the larger the distances from the source to the wall and from the receiver to thewall, the lesser the error induced by substituting a spherical wave by a plane one.In this respect Vorländer [2008] states that at grazing incidence and too close distancesfrom of either source or receiver to the wall, systematic uncertainties in terms of soundpressure must be expected, which besides are audible. This implies that in the arealocated in the middle of a room, errors should be smaller than those present at positionsclose to the walls.It can be noticed that for medium sized rooms (for instance up to 200 m3) and at lowfrequencies (say below 200 Hz), it may be hard to �nd a centre area further than awavelength from the walls. Hence in these scenarios the validity of this approximation isat its limits.

†Grazing incidence is given when the angle of incidence of the incoming sound is θ > 60
◦ [Vorländer,2008].36



Chapter 6PISM Design and Implementation
This chapter concerns the design and implementation of the PISM. The design principletogether with the di�erent steps followed in the implementation are explained.6.1 Design PrincipleThe design principle of the PISM is to add all complex pressures present in a pressurere�ectogram at a given frequency, which are the contributions due all the consideredimage sources. Repeating this operation for a large number of frequencies, the complexsteady-state transfer function between a source and a receiver is computed. The lat-ter can be converted to an impulse response by inverse Fourier transformation. Thisapproach was previously suggested in [Van Maercke, 1986][Suh and Nelson, 1999][Lam,2005][Jeong et al., 2008] and it makes use of a prede�ned frequency resolution for thecomplex transfer function to be computed.The design can be split into several tasks, which are subsequently described:1. Determination of simulation initial setup.2. Determination of image sources location.3. Discard of invalid image sources.4. Determination of the surface re�ection factor Rprod associated with each imagesource.5. Application of attenuation due to spherical radiation.6. Frequency interpolation of the surface re�ection factors Rprod.7. Computation of the complex transfer function.8. Determination of the RIR. 37



6 PISM Design and Implementation6.2 Determination of Simulation Initial SetupFirstly, room dimensions Lx, Ly, Lz, original source coordinates Sx, Sy, Sz and receivercoordinates Rx, Ry, Rz must be de�ned.The following parameters must be set as well:
• impulse response length†,
• sampling frequency,
• frequency resolution ∆f for the complex transfer function and
• materials absorption coe�cients in octave bands.Based on the impulse response length and the room dimensions, the program determinesthe maximum order i0 of re�ection needed to compute such an impulse response, in asimilar fashion as the example included in section 4.3. The order resulting as the productof impulse response length by re�ections on average per second is normally a fractionalnumber. Therefore it is rounded to the next integer. The amount of image sources

NISr up to such an order is computed subsequently according to expression 4.2, which isincluded here again for completeness in equation 6.1
NISr =

2

3
(2i30 + 3i20 + 4i0). (6.1)It should be noted that the frequency resolution ∆f is not determined by the impulseresponse length. The frequency resolution is a parameter set by the user. The impulseresponse length only determines the amount of image sources that are considered for thecomputation. A limitation in the de�nition of the aforementioned parameters is that thenumber of points of the inverse Fourier transformation to be performed (which dependson the sampling frequency and the de�ned frequency resolution) must be greater thanthe desired impulse response length in samples.

†For the current work, the impulse response length is determined by that of the measured impulseresponses at the standard listening room. Should the program be applied for the simulation of anenclosure without knowing this factor, it could be approximated by estimating the reverberation time,for instance with Sabine's or Eyring's formulae.38



6.3 Determination of Image Sources Location6.3 Determination of Image Sources LocationCoordinates of all image sources are determined according to expression 6.2 [Hammad,1988]
Xi = (2nLx ± Sx), Yi = (2lLy ± Sy), Zi = (2mLz ± Sz) (6.2)where n, l and m are integers that theoretically range from −∞ to ∞. In the currentimplementation they range within an interval whose limits are related to the maximumorder of re�ection i0. This interval is restricted as much as possible while ensuring thatall image sources required to �ll up the impulse response are calculated.6.4 Discard of Invalid Image SourcesEquation 6.1 leads to a number of image sources corresponding to a rounded maximumorder of re�ection. Because it is rounded, the number of image sources whose coordinateswere found is larger than the actual number of image sources required. Therefore, once allthe possible image sources are determined geometrically, those which actually contributeto the impulse response must be kept while the rest must be removed. According toBorish [1984], image sources providing information to the impulse response must ful�lthree requirements.Validity. Considering the boundaries of the room as mirrors with the re�ective sidefacing the interior, a valid image source has to be re�ected upon the re�ective side of theboundaries. The other side is non re�ective and consequently it should not be used toobtain any image source. The manner to meet this requirement is simply by not re�ectingan image source across the wall used to create it.Proximity. A desired impulse response length must be input to the program. Everyimage source is located at a certain distance from the receiver, corresponding to a delaywith which the sound ray emitted arrives to the latter. Only those image sources whoserays arrive within the prede�ned impulse response length must be considered. This ishow the ISM limits its computation, i.e. by rejecting image sources which are found tobe too far from the receiver, with respect to a prede�ned threshold given by the impulseresponse length. There are other approaches of limiting the ISM computation, e.g. amaximum order to be considered. According to Borish, however, proximity is the mostaccurate. 39



6 PISM Design and ImplementationVisibility. As discussed in section 4.3, if the room under consideration is rectangularall image sources are visible. The standard listening room used as case study is notcompletely rectangular, as will be seen in section 7.2.2. However it was regarded asrectangular, assuming certain amount of error.6.5 Determination of the Surface Re�ection Factor RprodThe sound ray emitted by a certain image source strikes a number of surfaces prior to itsdetection by the receiver. The product of the re�ection factors of the surfaces involvedfor every particular sound ray, i.e. associated with every particular image source, isdetermined. It is denoted as Rprod according to equation 6.3 [Allen and Berkley, 1979]
Rprod =
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. (6.3)In equation 6.3 the re�ection factors for each of the six surfaces are denoted as Rxi, Ryiand Rzi, with i = 1,2, where the subindex 1 refers to the surface closest to the originand subindex 2 to the opposing surface. The values n, l and m are the integers alreadyused in equation 6.2. The sum over the vector p̄ is actually used to indicate three sums,i.e. one for each of the three components of p̄ = (q, j, k). It represents 8 di�erent sets ofvalues given by the 8 possible permutations.The surface re�ection factors can be de�ned in several ways in terms of frequency andangular dependence as well as nature of their values (real or complex). In the currentimplementation, the surface re�ection factors are frequency dependent and at this pointof the implementation they are de�ned in octave bands from 125 Hz to 1 kHz.It is also at this point of the implementation where the di�erent methods of modellingsurface re�ection factors described in section 5.2 can be introduced to account for thephase information.6.6 Application of Attenuation due to Spherical RadiationThe distance r from every image source to the receiver is calculated. Subsequently theattenuation due to spherical radiation is applied for every particular image source mul-tiplying Rprod of equation 6.3 by the term 1/r since we are dealing here with pressureamplitudes.40



6.7 Frequency Interpolation of the Surface Re�ection Factors Rprod6.7 Frequency Interpolation of the Surface Re�ection Fac-tors RprodThe surface re�ection factors Rprod (including the attenuation by distance) associated toevery image source are so far de�ned in octave bands. An interpolation in the frequencydomain is to be performed from octave band values to the frequency resolution speci�edin the initial settings. The cubic spline interpolation was selected since according toVorländer [2008] it is a well-quali�ed method for interpolating re�ection factors.6.8 Computation of the Complex Transfer FunctionAt this point of the implementation, the e�ect due to surfaces re�ection and attenuationdue to spherical radiation are determined. The next step is the core of the implementa-tion, consisting of the computation of the complex steady-state transfer function† betweenthe prede�ned source and receiver.The procedure is explained with help of �gure 6.1. Firstly, the pressure re�ectogrambetween the source and receiver is computed for a given frequency. Figure 6.1a showsthe magnitude of the pressure re�ectogram at a given frequency.The steady-state pressure ps−s at such a frequency is shown in �gure 6.1b and can beobtained by the summation of all the transient pressure components present in the pres-sure re�ectogram of �gure 6.1a. In �gure 6.1b, the blue colour at the bottom part ofthe pressure magnitude bar represents the contribution to the steady-state pressure fromthe direct sound, arriving at a time t1 in the re�ectogram of �gure 6.1a. In the sameway, magenta and violet colours represent the contributions from the re�ected transientpressure components arriving at time t2 and t3 respectively.It must be noted that the transient pressure components are the contributions due tothe original source and all the considered image sources. Every component is a complexpressure value according to the �rst term of equation 5.1 if it is due to the original sourceor according to equation 5.3 if it is due to an image source. Consequently the steady-statepressure is also complex valued.By calculating steady-state pressures for all frequencies within the range of interest, thetransfer function is constructed, which is shown in �gure 6.1c. The frequency resolution
∆f is that speci�ed in the initial settings.

†For the remaining of this chapter it will be referred to as transfer function. 41



6 PISM Design and Implementation

Figure 6.1: Computation procedure of the PISM in schematic drawings. (a) Pressure re�ectogram. (b)Steady-state pressure within the steady-state transfer function, corresponding to the summation of thetransient components of the pressure re�ectogram of (a). (c) Steady-state transfer function. (d) Impulseresponse.42



6.9 Determination of the RIR6.9 Determination of the RIRThe RIR, shown in �gure 6.1d, can be computed from the transfer function by takingthe inverse Fourier transform.6.10 Considerations6.10.1 FilteringIt was found out by Allen and Berkley [1979] an apparently non physical behaviour of themodel at zero frequency. First simulated RIRs in the present work showed this e�ect,characterized by a cumulative o�set leading to impulse responses superimposed over apositive slope.This e�ect must be removed in some way. Allen and Berkley [1979] applied a low-frequency highpass �lter to the computed RIR at a cuto� frequency of 0.01 times thesampling frequency. If the RIR is to be plotted in octave bands, this type of �lteringis also suitable to remove this undesired e�ect. It should be noted that the �ltering isapplied to the simulated RIR, which in turn is derived from the previously computedtransfer function. Therefore the in�uence of the �ltering is not to be seen in the transferfunction plot.6.10.2 Attenuation due to Air AbsorptionThe attenuation due to air absorption should also be accounted for. Expression 4.4 isvalid solely for frequencies within the range 1.5 to 10 kHz, which is above the consideredfrequency range in the simulation. Therefore air attenuation is not included in the model.However minor inaccuracies are expected regarding this issue due to the small dimensionsof the room considered as a case study.
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Chapter 7Case Study: Standard ListeningRoom
This chapter presents the comparison between the measured data at the standard listeningroom and the results obtained by the simulation of the latter by means of the PISM.Firstly, a description of the room where the measurements were carried out together withrelevant considerations regarding such a scenario are included. Then the preprocessingapplied to the measured data prior to the comparison is explained. The settings de�ningthe simulation are speci�ed. Several manners to characterize re�ections from the surfaceswithin the PISM are tested. The procedure for the evaluation of the implemented modelis established. The results are shown and eventually discussed.7.1 PurposeThe purpose of this chapter is to perform a comparison between

• measurements carried out at the standard listening room and
• results obtained by the simulation of the sound �eld in such a room by means ofthe PISM.The comparison is intended to serve as an evaluation of the implemented model, in sucha way that the measurements are considered the reference. The comparison is performedin both frequency and time domains.7.2 Scenario7.2.1 Room SelectionSeveral rooms were considered as possible scenario for the aforementioned purpose. Thefollowing criteria were taken into account. 45



7 Case Study: Standard Listening RoomRectangular GeometryIt was previously explained in section 4.3 that applying the ISM (and hence the PISM) toa non rectangular geometry means that not all the image sources are visible. Therefore avisibility check must be carried out to �nd those image sources which actually contributeto the response, increasing thus the complexity of the implementation. It is not consideredthe goal of this work to develop the case for an irregular geometry since the e�ect of thephase information can be studied in the scenario of a rectangular room.In addition, a scenario presenting as little di�usion and di�raction as possible is desired,since the ISM does not account for those phenomena.VolumeThe room should be large enough to allow appropriate distances from source to receiverand from them to the re�ecting surfaces in order to perform measurements followingguidelines in the ISO 3382 standard [ISO 3382, 1997].On the other hand it is desired a relatively small room in such a way that a modaldistribution is present. Thus the PISM can be challenged to account for that waverelated phenomenon.Rooms previously used in other works [Suh and Nelson, 1999][Lam, 2005][Jeong et al.,2008] meeting the requirements above present a volume of between 70 and 90 m3.MaterialsThe ideal situation is that in which every wall in the room presents uniform characteris-tics, i.e. no material discontinuities in the wall. In this way di�usion and di�raction areminimized.Furthermore, it would be interesting to have a room with both absorptive materialsand acoustically hard materials. As previously discussed in section 5.2 they can becharacterized following di�erent approaches. Hence it could be interesting to see thein�uence of modelling them in distinct ways.Room Selection: Standard Listening RoomAccording to the criteria stipulated above, the standard listening room is the most ade-quate room of all available at the facilities of the Section of Acoustics, Aalborg University.46



7.2 Scenario7.2.2 Room DescriptionThe standard listening room is described next, according to the aforementioned criteria.The room can be seen in several pictures in �gure 7.1 showing the details to be commentedin the following. The room description can also be found in appendix B which containsthe measurement report of the measurements carried out.

(a) Window and plastic ducts. (b) Oblique surface and ceiling structure.

(c) Plaster surface for �ush mounted speakers. (d) Di�erent carpets.Figure 7.1: Details of the standard listening room where the measurements were carried out.GeometryThe standard listening room is a quasi rectangular enclosure. The only deviation fromthe rectangular geometry is due to the ceiling, which is made of suspended boards. Theboards are located horizontally except for the series of boards adjacent to three out of thefour walls, which are located obliquely. For the measurements those parts were arrangedso that all the boards were located horizontally. However above the former oblique boardsthere is an oblique surface of around 2 m2 hiding a pipe from the ventilation system, which47



7 Case Study: Standard Listening Roomis located at the top of one of the walls and occupies half of its length. This surface wasthe only item causing the non rectangular shape of the room.It must be noted that the structure for the holding of the former oblique boards was stillpresent when the measurements were carried out. There are also several connection panelsand plastic ducts with rectangular section housing wires inside. Since the dimensionsof these elements are small, the frequencies in which they could produce error in thesimulations are relatively high.VolumeThe dimensions of the standard listening room are 7.8 m long, by 4.14 m wide, by 2.76 mhigh yielding a volume of 89 m3.MaterialsThe walls are concrete made, except a little window of around 0.34 m2 at wall y = 0 (see�gure B.1) and an area made of plaster of around 2.15 m2 in the centre of wall y = 7.8.Furthermore, there is a double door with metallic coverage from the inside located atwall x = 4.14.The �oor is wooden made, except for a little area of glazed tile at the end of the dimension
y with a surface of around 3 m2, occupying the whole room width. For the measurementshowever the �oor was covered with carpet. Most of the �oor surface was covered withone carpet, but there was an area of around 6.2 m2 that had to be covered with othertypes of carpet.The ceiling is made of 16 mm thick chip wood boards located at a height of 2.76 m abovethe �oor, which are suspended from a concrete ceiling at 3.05 m above the �oor. Theoblique surface covering the pipe from the ventilation system is also made of chip wood.Schroeder FrequencyThe Schroeder frequency of a room is given by the equation 7.1 [Kuttru�, 2000]

fc = k

√

RT

V
(7.1)where k is a constant of value 2000, RT is the reverberation time and V is the volumeof the room. This is the frequency at which the overlap between room modes start to besigni�cant.The standard listening room presents a volume of 89 m3 and a measured reverberationtime of 1.07 s, yielding a Schroeder frequency of fc = 219 Hz.48



7.3 Measurements Preprocessing7.2.3 Uncertainties due to Room ConditionThe implemented model simulates a rectangular room whose surfaces present uniformmaterials. The conditions of the standard listening room are therefore not ideal. Thereare several aspects that are either wrongly modelled in the simulation or simply notaccounted for. Furthermore the ISM neglects both di�usion and di�raction as alreadymentioned.Non rectangular room geometry. Because of this there is a number of missing imagesources that should be considered in the model. Likewise, there is a number of computedimage sources that are actually wrong.Connection panels and plastic ducts. They produce some mistakes related to theconsidered image sources in a similar fashion as the previous point, although in a lesserextent. In addition, they cause mainly sound di�usion at high frequencies.Lamps and ceiling oblique structure. They lead to a certain amount of di�usionand di�raction.Materials discontinuity. There is no fully uniform surface in regard to its material.In the �oor several types of carpet were displaced to cover the entire surface (see picturesin �gure 7.1). Likewise, neither the door nor the window or the plaster surface weremodelled in the simulation. This fact involves a mismatch in the absorptive propertiesof the modelled surfaces as well as certain amount of di�raction due to the existence ofboundaries between materials with di�erent impedance.Because of the aforementioned issues, certain degree of uncertainty is expected in thesimulation results. It is desired as well as complex to determine the order of magnitudeof such an uncertainty with the aim of performing a more representative evaluation ofthe model. However it was not possible to accomplish this task thoroughly due to timelimitations.7.3 Measurements PreprocessingRIRs were acquired at the standard listening room at a sampling frequency of 51.2 kHz.From their acquisition to the actual comparison of the measured data with that simulated,the following preprocessing was carried out:1. Source deconvolution. 49



7 Case Study: Standard Listening Room2. Signal resampling.3. Filtering.These tasks are brie�y described next.7.3.1 Source DeconvolutionThe purpose of the measured RIRs is to provide a reference with which to compare thoseobtained by simulation.The RIRs computed in the simulations carry information only of the room, i.e. itsgeometry and materials. Both sound source and microphone were regarded as ideal,being omnidirectional and providing �at frequency response.On the contrary, RIRs measured at the standard listening room contain information notonly from the room but also from the equipment chain used to perform the measurements.The ampli�er and measurement microphone provide practically �at transfer function andhence their e�ect can be considered negligible. However the transfer function of theomnidirectional source used for the measurements is not �at and therefore its e�ect mustbe removed if a fair comparison is to be conducted†. The goal is to invert the transferfunction of the omnidirectional source and apply it to the measurements, so as to get ridof the source e�ect. This task can be done by means of inverse �ltering.The measured transfer function of the omnidirectional source was taken from previouswork by the author [08gr961, 2008]. Such a transfer function was inverted by means ofthe LPC technique. The LPC algorithm yields a set coe�cients that model the transferfunction under consideration as an all-pole system. Filtering the measured RIRs withan FIR (all-zero system) �lter built up from the aforementioned set of coe�cients leadsto RIRs free of source e�ect. The LPC order was set to the value of 3000 and thedeconvolution achieved can be seen in �gure 7.2.The deconvolution is satisfactory at mid and high frequencies. Nevertheless the inverse�lter cannot properly compensate for the irregularities of the transfer function at thelower end of the frequency range, as �gure 7.2 shows. It can be stated that the measureddata are free from source e�ect from 60 Hz on. On the contrary deviations of ±5 dBbelow 30 Hz and ±2 dB from 30 Hz to 60 Hz due to the source response are found.As a result of the deconvolution process, �gure 7.3 shows the frequency response measuredat position R2 in the standard listening room (see appendix B) and the frequency responseafter the sound source deconvolution.
†The omnidirectional source B&K 4296 behaves omnidirectionally up to around 4 or 5 kHz [B&K,1989] which includes well the frequency range considered in the simulations. Otherwise its directionale�ect would have to be compensated for.50



7.3 Measurements Preprocessing
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B&K 4296 frequency response
Equalized source frequency responseFigure 7.2: B&K 4296 source equalization. Black line depicts the source frequency response. Red linedepicts the equalized response.
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Measurement
Source deconvolvedFigure 7.3: Frequency response measured at position R2 in the standard listening room, prior (black)and after (red) the sound source deconvolution.7.3.2 ResamplingAfter deconvolving the sound source, the resulting RIRs were resampled to a samplingfrequency of 12.8 kHz, which is the sampling frequency used for the simulations.7.3.3 FilteringRIRs were eventually �ltered in the octave bands of 125, 250, 500 and 1k Hz for subsequentcomparison with the simulation results. 51



7 Case Study: Standard Listening Room7.4 PISM Simulation7.4.1 Simulation Initial SetupThe simulations were carried out according to the following parameters.Impulse Response LengthThe modi�ed standard listening room where the measurements were carried out turnedout to be a quite reverberant scenario. The measured reverberation time was of around1 s. To compute the entire impulse response was considered impractical since, as demon-strated in section 4.3, the ISM computation time increases exponentially with the impulseresponse length. It was proved how to compute the entire impulse response took severalhours, causing as well problems related to memory handling, since the implemented soft-ware was not optimized in this respect. For all these reasons a trade o� value of 200 mswas considered appropriate for the evaluation of the impulse responses.Sampling FrequencyThe selected value was 12.8 kHz being a compromise between computation time and ac-curacy. It allows to obtain smooth curves for the representation of the impulse responses.Frequency ResolutionAs explained in section 6.8, the transfer function is created by adding complex pressuresfor every frequency bin. Hence it is necessary to set a frequency resolution for the model.A value of 1 Hz was considered suitable based on previous work [Lam, 2005]. Higherresolutions can however be used [Jeong et al., 2008][Jeong and Ih, 2009] yielding moreaccurate predictions at the expense of increasing the computation load.Simulation Frequency RangeThe frequency range considered for the simulation is limited by the following factors:
• Omnidirectional source frequency range. The source considered in the modelis omnidirectional, i.e. it provides the same frequency response regardless the direc-tion of radiation. The source utilized for the measurements ful�l such a requirementup to around 4 or 5 kHz [B&K, 1989].52



7.4 PISM Simulation
• Materials characterization data. Usually absorption charts from materials aregiven in either octave or one-third octave bands up to 4 or 8 kHz. However infor-mation from the ceiling material was found only up to the 500 Hz octave band.In light of the limitations above, it was decided to set the frequency range for the sim-ulation up to the 1 kHz octave band. Information from the ceiling material for such aband was extrapolated from the 500 Hz octave band to its same value.The audible spectrum can be divided into four regions [De Geest and Patzold, 1996].
• Region A. The very low frequency region, delimited by f < c/2L being L thelargest room dimension. This is the frequency of the lowest axial room mode, i.e.below it there is no resonant support from the room. For the standard listeningroom region A is restricted below 22 Hz.
• Region B. Starting where region A ends and extending up to the Schroeder fre-quency fc. In this region room dimensions are comparable to the wavelength ofsound. There are prominent maxima in the frequency response due to the modale�ect.
• Region C. The lower boundary is the Schroeder frequency fc and the upper bound-ary is four times fc. In this region a large number of room modes are excited andclustered together.
• Region D. Starting where region C ends. This is the higher part of the spectrumwhere the wavelengths are small if compared to room dimensions and thus geomet-rical acoustics prevail. For the standard listening room, region D is restricted above876 Hz.The frequency range considered for the simulation contains regions A, B and C entirely.In addition, region D is partly re�ected.Materials CharacterizationThe materials present at the standard listening room were speci�ed in section 7.2.2. Theabsorptive properties of those materials could not be measured due to time limitations,being the most precise approach. Instead, such properties were taken from tabulateddata found in the literature as shown in table 7.1.7.4.2 Modelling of the Re�ection Coe�cientsSeveral methods of modelling the re�ection coe�cients of surfaces were described insection 5.2. Due to time limitations, the only method implemented was the angle inde-pendent real-valued re�ection coe�cient. 53



7 Case Study: Standard Listening Room Absorption coe�cient αranSurface Material Description 125 250 500 1000 ReferenceFloor Carpet 5 mm thick,on hard �oor 0.02 0.03 0.05 0.10 [CATT, 2002]Walls Concrete 0.02 0.02 0.02 0.02 [Vorländer, 2008]Ceiling Chip wood 16 mm thick,
9.9 kg/m2,30 mm awayfrom real wall 0.27 0.07 0.01 - [PTB, 2009]Table 7.1: De�nition of materials in the implemented model.7.4.3 Uncertainties due to Simulation ModelMaterials CharacterizationThe absorptive properties of the materials had to be guessed. Following a visual inspec-tion of the materials, data were searched in the literature. Whereas concrete is quitewell de�ned in charts, there are many types of carpets with di�erent features apart fromthickness. On the other hand, the data from the chip wood was sparse and incomplete,although it is expected that this material provides practically no absorption in high fre-quencies. These factors result in uncertainty in the simulation results. The most securechoice is measuring the materials.Source Output PowerAccording to Kuttru� [2000], if the sound pressure in a room is to represent propertiesthereof and not from the sound source two requirements must be met:1. An omnidirectional sound source is to be used.2. Its output power is to be accounted for by an adequate normalisation.The �rst requirement is met in the present work. Concerning the second one, if the sourceoutput power is known one can either apply an adequate normalisation to the measure-ments or introduce such an information in the model so as to have both measurementsand simulation results with matching amplitude.However the source output power was not measured. Therefore it was decided to normal-ize both measured and simulated impulse responses regarding their respective maximumamplitude value. In this way absolute information of the amplitude is lost whereas acomparison in terms of relative shape can still be done.54



7.5 Evaluation7.5 EvaluationBased on the con�guration established so far, the implemented model consisting of thePISM algorithm with angle independent real-valued re�ection coe�cients is tested.7.5.1 Evaluation DesignThe angle independent real-valued re�ection coe�cient given by equation 5.6 can be ex-pressed in either positive or negative form. As mentioned in section 5.2 the positivesign is to be applied for re�ections taking place with acoustically hard materials [Rindel,1993][Suh and Nelson, 1999][Jeong et al., 2008]. Contrarily, re�ections with soft mate-rials are associated with the negative sign [Rindel, 1993][Jeong et al., 2008]. As a ruleof thumb, heavy and dense materials, e.g. concrete and/or wooden panels should beregarded as hard whereas porous absorbers should be assumed to be soft [Rindel, 1993].Based on previous considerations four conditions were de�ned as follows.
• Condition 1. All materials are considered acoustically hard. Hence the re�ectioncoe�cients are positive for all surfaces.
• Condition 2. All materials are considered acoustically hard except that of the�oor. Hence the re�ection coe�cients are positive for walls and ceiling and negativefor the �oor.
• Condition 3. Wall material is considered acoustically hard whereas �oor andceiling materials are considered acoustically soft. Hence the re�ection coe�cientsare positive for walls and negative for the �oor and ceiling.
• Condition 4. All materials are considered acoustically soft. Hence the re�ectioncoe�cients are negative for all surfaces.Due to the not so high absorption provided by any of the materials in the room, condition1 is expected to be the closest representation of the actual room. The latter conditionwas inspired by previous work by Lehmann and Johansson [2008].7.5.2 Evaluation ProcedureThe evaluation of the implemented model throughout the four conditions is performedas a comparison of measurements and simulation results in both frequency and timedomains. The evaluation is based on a determined measurement point in the standardlistening room, whose coordinates can be found in appendix B. 55



7 Case Study: Standard Listening RoomFrequency Domain ComparisonsFrequency responses are compared by visual inspection. They are only plotted up to500 Hz to ease their comparison since above that frequency the large amount of peaksand dips makes it di�cult to perform an evaluation. It should also be noted that thefrequency responses calculated from the measured impulse responses are computed basedon the initial 200 ms of the latter. This is done in order to accomplish a fair comparisonsince the simulated frequency responses are obtained considering such a duration of theimpulse response†.A normalization in amplitude was performed in order to show both measured and sim-ulated frequency responses around 0 dB. It should be noted that this is merely andarrangement for the presentation of the plots. The absolute amplitude information is notprovided. For that reason the reader should focus on the shape of the frequency responsesand not on the absolute amplitude.Time Domain ComparisonsPressure impulse responses and energy impulse responses in the octave bands of 125, 250,500 and 1k Hz are compared by visual inspection.The measured impulse responses begin their curves towards negative amplitudes dueto the e�ect of the condenser microphone used for the measurements. This e�ect is notpresent in the simulated impulse responses, which have the opposite behaviour. Thereforethe simulated pressure impulse responses shown in the following are inverted to accountfor this e�ect, in order to allow a proper comparison.The energy impulse responses are obtained by squaring the pressure impulse responsesand subsequently integrating them in time intervals with a speci�ed time resolution.Each time interval has a duration of 1.01 ms and the initial 100 ms of the energy impulseresponses are displayed.In an attempt to achieve a more objective evaluation, the accuracy of the simulatedenergy impulse responses is assessed by the error measure E given by equation 7.2[Suh and Nelson, 1999]
E =

(

∑

50

n=1
|emeas(n) − emodel(n)|
∑

50

n=1
emeas(n)

)

· 100 [%], (7.2)where emeas(n) and emodel(n) are the measured and simulated energy impulse responsesrespectively, at the nth time interval. For the computation of the error measure E theinitial 50 time intervals were considered, i.e. approximately the initial 51 ms of the energyimpulse response.
†In terms of amount of considered image sources.56



7.5 Evaluation7.5.3 Evaluation ResultsFrequency Domain ComparisonsFigure 7.4 shows the measured and simulated frequency responses at position R4 for thefour conditions considered.
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Figure 7.4: Comparison of measured and simulated frequency responses at position R4 for the fourconditions considered. Black lines depict the measured frequency response (same in all plots). Red linesdepict the simulated frequency responses.It can be seen in �gure 7.4 that for the frequencies below 60 Hz the simulated frequencyresponses in conditions 1 and 2 re�ect to some extent the measurement. On the con-trary simulated frequency responses in conditions 3 and 4 are far from being close tothe measured one in that frequency range. Above 60 Hz, it can be noticed that sim-57



7 Case Study: Standard Listening Roomulated frequency responses in conditions 1 and 2 present an overall trend closer to themeasurement than those in conditions 3 and 4.This suggests that modelling the chip wood ceiling as a soft surface is not suitable. Inaddition, the approach followed by Lehmann and Johansson [2008] of de�ning negativere�ection coe�cients for all surfaces appears not to be satisfactory.Apart from that, it can be seen in �gures 7.4b, 7.4c, and 7.4d that the simulated frequencyresponses in the respective conditions seem to present a displacement in frequency withrespect to the measurement. This can be seen for condition 4 around 100 Hz and moreclearly for conditions 2 and 3 in the regions from 60 to 110 Hz and from 100 to 150 Hzrespectively. The exact reason for this phenomenon is not known.Figure 7.5 depicts a zoomed version of the measured and simulated frequency responses of�gures 7.4a and 7.4b. They are displayed up to the Schroeder frequency for the standardlistening room.
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Figure 7.5: Comparison of measured and simulated frequency responses at position R4 for conditions1 and 2. Black line depicts the measured frequency response. Red line depicts the simulated frequencyresponse in condition 1. Green line depicts the simulated frequency response in condition 2.By visual inspection of �gure 7.5 it can be seen how up to around 60 Hz the frequencyresponse simulated in condition 1 resembles the measurement to a larger extent than thatof condition 2. From that frequency above, simulated frequency response in condition 1re�ects the region around 95 Hz quite well, especially the peak at 97 Hz, whereas it failsto represent most of the dips displayed in the measured frequency response. Simulatedfrequency response in condition 2 is able to re�ect the peak around 140 Hz as well as thedip at 205 Hz and in general it provides more accurate representation of the dips than thatof condition 1. However it shows the already mentioned displacement in frequency whichcan be appreciated from 60 to 110 Hz. In the latter frequency region, if the displacementwere removed good agreement with the measurement would be found.58



7.5 EvaluationTime Domain ComparisonsFigures 7.6, 7.7, 7.8 and 7.9 show the measured and simulated pressure impulse responsesat position R4 for the four conditions considered and in the octave bands of 125, 250,500 and 1k Hz respectively. It should be noted that the displayed time lengths of theimpulse responses were halved with increasing the frequency by an octave to ease theircomparison.
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Figure 7.6: Comparison of measured and simulated pressure impulse responses at position R4 in the125 Hz octave band for the four conditions considered. Black lines depict the measured pressure impulseresponse (same in all plots). Red lines depict the simulated pressure impulse responses.In �gure 7.6, di�erences between simulated and measured data can be found for the125 Hz octave band. The impulse response simulated in condition 1 seems to be the mostaccurate, mainly in its early part, whereas the largest errors are shown in the impulseresponse simulated in condition 4. The results that can be inferred for conditions 2 and59



7 Case Study: Standard Listening Room3 are not very conclusive.It can be noticed that the direct sound from source to receiver matches well betweensimulations and measured data. This observation holds as well for the rest of the octavebands considered (see �gures 7.7, 7.8 and 7.9).
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Figure 7.7: Comparison of measured and simulated pressure impulse responses at position R4 in the250 Hz octave band for the four conditions considered. Black lines depict the measured pressure impulseresponse (same in all plots). Red lines depict the simulated pressure impulse responses.Better results in terms of peaks de�nition and overall trend are found for the simulatedimpulse responses in conditions 1 and 2 in the 250 Hz octave band, as shown in �gure 7.7.Simulated data in conditions 3 and 4 present larger di�erences than those in conditions1 and 2, regarding the measured data.For the 500 Hz octave band, the impulse response simulated in condition 1 shows goodagreement with the measurement during the whole impulse response, as seen in �gure60



7.5 Evaluation
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Figure 7.8: Comparison of measured and simulated pressure impulse responses at position R4 in the500 Hz octave band for the four conditions considered. Black lines depict the measured pressure impulseresponse (same in all plots). Red lines depict the simulated pressure impulse responses.7.8. Its early part is especially well predicted. Apart from that, similar results as thosefound for the 250 Hz octave band can be seen for the rest of the conditions.In �gure 7.9 for the 1 kHz octave band, it can be noticed the best performance of thesimulation in condition 1, followed by that in condition 2. Less accurate results are foundfor conditions 3 and 4. The accuracy is higher in the early part of the impulse responsesfor all the conditions, mainly in condition 1.In light of the results displayed so far in the time domain, simulations in condition 1followed by those in condition 2 present the largest agreement with measured data, interms of overall trend and peaks de�nition. Likewise, they provided best results in thefrequency domain. Therefore they will be the only conditions considered in the following.61



7 Case Study: Standard Listening Room
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Figure 7.9: Comparison of measured and simulated pressure impulse responses at position R4 in the1 kHz octave band for the four conditions considered. Black lines depict the measured pressure impulseresponse (same in all plots). Red lines depict the simulated pressure impulse responses.The most accurate predictions seem to be found for the octave bands of 250 and 500 Hz,followed by those of 1 kHz. Furthermore, early parts of the impulse responses presenthigher accuracy than late parts.So far, �gures 7.6, 7.7, 7.8 and 7.9 show fractions of impulse responses whose time lengthsdisplayed depend on the frequency, thus enabling a more precise comparison. Next, anevaluation based on a more overall impression is performed by showing the completesimulated pressure impulse responses at position R4. It should be noted that the signalsplotted next are the same as before, but this time responses up to 200 ms are presented.They can be seen for the octave bands of 125, 250, 500 and 1k Hz in �gures 7.10, 7.11,7.12 and 7.13 respectively.62



7.5 Evaluation
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Figure 7.10: Comparison of measured and simulated pressure impulse responses at position R4 in the125 Hz octave band for conditions 1 and 2.
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7 Case Study: Standard Listening Room
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Figure 7.11: Comparison of measured and simulated pressure impulse responses at position R4 in the250 Hz octave band for conditions 1 and 2.
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Figure 7.12: Comparison of measured and simulated pressure impulse responses at position R4 in the500 Hz octave band for conditions 1 and 2.
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7 Case Study: Standard Listening Room
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Figure 7.13: Comparison of measured and simulated pressure impulse responses at position R4 in the1 kHz octave band for conditions 1 and 2.Simulated impulse responses in condition 1 seem to present the most accurate results inall the considered octave bands as can be seen in �gures 7.10, 7.11, 7.12 and 7.13. Howeverthe di�erence with respect to simulated data in condition 2 is not that large. As a generaltrend for all considered bands, early parts of impulse responses are better predictedwhereas simulations fail to model properly the decay present in the measurements. Thisfact can be noticed especially in the simulated data in condition 1.As an example, �gure 7.8 showed an excellent agreement between the measured andsimulated impulse response in the 500 Hz octave band for condition 1. It must be notedhowever that the impulse response length displayed is 50 ms. It can be seen in �gure 7.12for the same band and condition that e�ectively the early part of the impulse responseresembles the measurement to a large extent. On the contrary, the late part of the impulseresponse show deviations from the measurement.66



7.5 EvaluationAnother approach for displaying time domain results is by showing the energy impulseresponses computed from the previous pressure impulse responses. It has the advantagethat allows comparing results from both the PISM and the conventional ISM. The latteris based on energy addition and thus is unable to provide pressure impulse responses. Dueto time limitations, results from the conventional ISM are not shown here. In light ofprevious work by Suh and Nelson [1999], energy impulse responses from the conventionalISM are expected to show a quasi monotonic decay, providing less accurate predictionsthan those by the PISM, which are included next.Figures 7.14, 7.15, 7.16 and 7.17 show the measured and simulated energy impulse re-sponses at position R4 for conditions 1 and 2 in the octave bands of 125, 250, 500 and1k Hz respectively. The results displayed are supported by the accuracies of the simulatedenergy impulse responses, given by the error measure of equation 7.2. The error measuresare listed in table 7.2.
0 0.02 0.04 0.06 0.08 0.1

0

5

10

(a) Measurement

Time [s]

E
ne

rg
y 

im
pu

ls
e 

re
sp

on
se

0 0.02 0.04 0.06 0.08 0.1
0

5

10

(b) Condition 1

Time [s]

E
ne

rg
y 

im
pu

ls
e 

re
sp

on
se

0 0.02 0.04 0.06 0.08 0.1
0

5

10

(c) Condition 2

Time [s]

E
ne

rg
y 

im
pu

ls
e 

re
sp

on
se

Figure 7.14: Comparison of measured and simulated energy impulse responses at position R4 in the125 Hz octave band for conditions 1 and 2. 67
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Figure 7.15: Comparison of measured and simulated energy impulse responses at position R4 in the250 Hz octave band for conditions 1 and 2.
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Figure 7.16: Comparison of measured and simulated energy impulse responses at position R4 in the500 Hz octave band for conditions 1 and 2.
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Figure 7.17: Comparison of measured and simulated energy impulse responses at position R4 in the1 kHz octave band for conditions 1 and 2. Error measure E [%]Band Condition 1 Condition 2125 Hz 65 134250 Hz 49 95500 Hz 53 841 kHz 63 74Table 7.2: Error measures E of the simulated energy impulse responses at position 4 in conditions 1and 2 for the octave bands of 125, 250, 500 and 1k Hz. Computation performed over the initial 50 ms ofimpulse response.In light of the results gathered in table 7.2, the implemented model works better with thede�nition of re�ection coe�cients as done in condition 1, especially in the octave bandsof 250 and 500 Hz.70



7.6 Discussion7.6 DiscussionIt has been shown that simulations in condition 1 yield the most accurate results. Thissuggests that all the materials present in the room should be regarded as acousticallyhard when de�ning the angle independent real-valued re�ection coe�cient of equation5.6. Simulations in the rest of conditions lead to less accurate predictions since there�ection coe�cients try to model some of the materials or all of them as acousticallysoft.In order to draw solid conclusions based on conditions 2 and 3, materials providing higherabsorption should be used. Current materials have absorption values that could be easilycomparable to the order of magnitude of the uncertainty due to their characterization.Best results in the time domain were found for the medium frequency range, namely theoctave bands of 250 and 500 Hz. Regarding the errors in the 125 Hz octave band, theycould be related to the fact that it is in the low frequency range where the interferencephenomena are more noticeable. It may be that the angle independent real-valued re�ec-tion coe�cient is a too rough approximation of the actual phase shift at each re�ectionin this frequency range. Furthermore, the errors in this octave band may be partiallyrelated to the frequency displacement seen in the frequency responses in �gures 7.4 and7.5, which was localized in this range.Since the standard listening room is not completely rectangular (whereas that of thesimulation is), there exists certain error due to a number of wrongly computed imagesources. One could think that the incorrect arrival times of the contributions comingfrom those wrongly computed image sources could lead to shifted maxima and minimain a frequency response. However that is not believed to be the cause of the frequencydisplacement since the location of the image sources is frequency independent whereas thedisplacement seems to be localized within a determined frequency region. On the otherhand, the fact that the frequency displacement is shown only for some of the consideredconditions suggests that it is related to a wrong modelling of the phase shift by there�ection coe�cient.De Geest and Patzold [1996] reached accurate predictions of frequency responses withtheir phase RTM in rectangular rooms. On the contrary they observed errors in thefrequency responses when attempting to simulate more irregularly shaped rooms. Theseerrors, which appeared especially in the low frequencies (up to around 190 Hz), wereattributed to sound di�raction. According to the authors, when not all image sources arevisible di�racted energy propagating from visible zones to shadow zones becomes signi�-cant, mainly at low frequencies. This suggests that the perceived frequency displacementcould be partially due to the di�raction present in the room.Regarding the representation of peaks and dips in the frequency domain, it has beenshown that the implemented model fails to properly represent the dips when no phaseshift at re�ection is allowed. Conversely, when there is a 180 ◦ phase shift at re�ection thedips are better predicted. Furthermore, higher frequency resolutions for the computation71



7 Case Study: Standard Listening Roomof the simulated transfer functions are expected to provide more accuracy in this respect,in light of the results found in [Jeong and Ih, 2009].With respect to the pressure impulse responses, early parts were found to be betterpredicted than late parts, i.e. the transient components due to the early or low orderre�ections are more accurately simulated. This fact suggests that there is an error existentin the phase shift that a sound wave undergoes in every re�ection. This error accumulatesas the order of re�ection increases, leading to less accuracy in the late part of the simulatedimpulse responses. In order to prove this, the error measures of the simulated energyimpulse responses at point R4 for condition 1 are calculated now for the initial 100 ms.The results are listed in table 7.3 together with those previously listed in table 7.2, whichwere computed based on the initial 50 ms of the impulse responses.Error measure E [%]Band Initial 50 ms Initial 100 ms125 Hz 65 81250 Hz 49 54500 Hz 53 661 kHz 63 83Table 7.3: Error measures E of the simulated energy impulse responses at position 4 in condition 1 forthe octave bands of 125, 250, 500 and 1k Hz. Computations performed over the initial 50 and 100 ms ofimpulse response.By comparing both columns in table 7.3, it can be noticed that the error measures increasefor all bands when a longer duration of impulse response is considered for the calculations.These results agree with previous �ndings by Dance et al. [1995]. They showed that theassumption of no phase shift at re�ection may be suitable for early re�ections from hardsurfaces whereas it seems to lead to increasing inaccuracy the greater the contribution ofhigher order re�ections.The angle independent real-valued re�ection coe�cient is a rough assumption that cannotfully represent the correct phase shift at each re�ection. Taking this into consideration,the implemented model consisting of the PISM with the aforementioned re�ection methodwas found to provide reasonable agreement with measured data in a room presentingacoustically hard surfaces. This fact was also pointed out by Lam [2005], who obtainedaccurate predictions when using real re�ection coe�cients with the PISM for a room withlow absorptive surfaces.The performance of the implemented model was shown to be more appropriate at themedium frequency range and particularly in the early part of the impulse responses. Thisagrees with previous work by Jeong et al. [2008], where similar results were obtained basedon a phase BTM using as well the angle independent real-valued re�ection coe�cient.The low frequency range can be analysed by means of numerical methods. On thecontrary, the high frequency range can be modelled by conventional geometrical acoustic72



7.6 Discussionmodels. The results presented here suggest that the studied model could be a solutionfor the medium frequency range, corresponding to the octave bands of 250 and 500 Hz.One advantage of the implemented model is that the only required information from thematerials is the absorption data, which is generally easier to obtain than the impedance.Furthermore, since neither complex re�ection nor angular dependence is included, thecomputation time is still a�ordable for the prediction of early parts of impulse responses.It would be however interesting to study others of the di�erent methods described insection 5.2 for the modelling of the re�ection coe�cient. In this way conclusions could bedrawn by comparing the results to those found in the present work. In addition, furtherstudies are required with more absorptive enclosures in order to test the re�ection methodswith di�erent types of materials.
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Chapter 8Conclusion
The sound �eld in a quasi rectangular room with acoustically hard surfaces has beensimulated by means of a model consisting of the PISM with angle independent real-valuedre�ection coe�cients. The performance of the implemented model has been assessed bycomparing the simulation results with measurements carried out in the aforementionedroom.The angle independent real-valued re�ection coe�cient provides a rough approximationof the actual phase shift that is usually produced at the re�ection of a sound wave with awall, allowing either in phase or out of phase re�ections. Taking this into consideration,the implemented model was shown to provide reasonable agreement with measured data.Most accurate predictions were found when re�ections are modelled in phase. Henceit can be stated that for the considered scenario the phase shift on re�ection can bediscarded if some error can be accepted.The performance of the implemented model was shown to be more appropriate at themedium frequency range, namely the octave bands of 250 and 500 Hz. Furthermore,it seems that the assumption of no phase shift on re�ection is suitable particularly forthe early part of the impulse responses when dealing with re�ections from hard surfaces.Conversely, the error was found to increase in the late part of the simulated impulseresponses. Therefore more accurate information of the phase shift on re�ection is requiredin order to correctly predict entire impulse responses.The implemented model presents the advantage of requiring only absorption data fromthe surface materials, i.e. no impedance information is needed. In addition, it resultscomputationally simple due to the fact that neither complex re�ection nor angular de-pendence is involved.To conclude, this work has shown that incorporating phase information into the ISM interms of complex sound pressure propagation and real re�ection already provides reason-able predictions of the complex sound �eld in the considered scenario, notwithstandingthe fact that real re�ection coe�cients cannot fully represent the correct phase shift onre�ection. If the accuracy of the results is to be enhanced, more accurate modelling ofthe phase shift on re�ection is required. 74



8.1 Future Work8.1 Future WorkFurther comparisons of simulations based on di�erent methods of modelling the re�ectioncoe�cients can lead to interesting results. This means including angular dependence andcomplex re�ections. As well, considering a more realistic scenario in terms of geometryand materials would be an extension of the implemented model.Computing objective parameters, e.g. reverberation time, out of the simulated impulseresponses for a subsequent comparison with measurements can be another approach forthe evaluation of the implemented model or a variation thereof. Furthermore, auraliza-tions based on the measured and simulated impulse responses could be performed in orderto assess their perceptual di�erences. The suggested studies could reveal the importanceof the phase information in the respective tasks.
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Appendix AMeasurement of Surface Impedance
This appendix gives a brief insight of di�erent methods of obtaining the impedance ofsurfaces.Impedance TubeThe measurement of surface impedance is traditionally made using an impedance tubeas described in ISO 10534†. However this technique presents several limitations. Theworking frequency range of the results is limited due to the tube dimensions. It hasbeen stated in [Kuttru�, 2000] that to cover the range from 100 to 5000 Hz two tubes ofdi�erent dimensions are generally required. On the other hand, the results seem to besensitive to the mounting of the material under test [Garai, 1993] and last but not least,it can happen that there is no material sample available to be mounted into the tube.In Situ TechniquesThe latter suggests the consideration of in situ techniques. The complex re�ection coef-�cient can be measured in situ by means of the so-called re�ection method, by detectingthe signal impinging on and re�ecting from the surface under test.A setup consisting of a loudspeaker facing a microphone in front of the surface undertest is arranged. The impulse response is measured and shall contain direct sound,re�ection from the surface under test and eventually other parasitic re�ections fromother surfaces. The re�ection coming from the surface under test must be isolated fromthe global response. There are several ways of performing this task. For instance, there�ected impulse may be selected by multiplication with an adequate window in thetime domain [Garai, 1993]. A more sophisticated approach is to cancel the direct soundout by subtraction [Mommertz, 1995]. This involves that the incident impulse must beexactly known. Normally it is measured in pseudo-free-�eld conditions by locating theloudspeaker-microphone arrangement far from re�ecting surfaces. Next, the parasiticre�ections must be gated out by multiplication of the re�ected impulse with a suitablewindow.

†There are also other techniques based on impedance tube apart from that described in ISO 10534.83



A Measurement of Surface ImpedanceBy Fourier transforming the isolated re�ection, the complex frequency dependent re�ec-tion coe�cient of the surface under test is obtained. Hence the surface impedance canbe deduced. Both methods present certain advantages and limitations. In both of themthe response of the transmission system, mainly the loudspeaker, must be accounted for.As well, it must be noted that both methods assume plane wave propagation. While thisis true for the impedance tube based methods, spherical wave fronts are present insteadwhen measuring in situ. Therefore it must be considered whether the wave fronts can beregarded as plane.In the subtraction method the microphone can be positioned very close to the surface.This fact should increase the delay between the re�ected impulse and the parasitic re-�ections, thus allowing the usage of a larger window length to isolate the former, whichis advantageous. On the other hand, non complete cancellation of the direct sound maya�ect the results at high frequencies. There are several other considerations that must betaken into account when applying the aforementioned methods that will not be describedhere.Other ApproachesAnother possibility to substitute complex impedance measurements is gathering those val-ues from empirical relations, for instance those developed by Delany and Bazley [1970].In that study, the acoustical characteristics of a number of �brous absorptive materialscovering a wide range of �ow-resistance, σ, values were measured by the impedance tubemethod. These data were normalised in terms of the variable frequency/�ow-resistanceand subsequently represented as empirical relations. The relations require solely knowl-edge of the �ow-resistance of the material under consideration. Should such a parameternot be available, an estimation of its order of magnitude can be found in the aforemen-tioned study for a number of materials.
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Appendix BMeasurement Report: RIRs at theStandard Listening Room
PurposeThis measurement report describes the procedure followed to obtain the RIRs at thestandard listening room. Such a room is used as case study and the measurements carriedout in it are to be compared with the simulation results, thus allowing an evaluation ofthe implemented algorithms.Measurements described were conducted with inspiration on the guidelines in the ISO3382 standard [ISO 3382, 1997].Measurement SetupMeasurements took place in a standard listening room which conforms with the IEC60268-13 standard, that describes an average living room acoustically [AAU Acoustics,2009]. It is located at Aalborg University, Fredrik Bajers Vej 7 B4-207, 9220 Aalborg,Denmark. The measurements were carried out on the 14th of May, 2009.Room OverviewThe dimensions of the standard listening room are 7.8 m long, by 4.14 m wide, by 2.76 mhigh yielding a volume of 89 m3 and the room can be seen in several pictures in �gure 7.1,showing the details pointed out in the following. The walls are concrete made, except alittle window of around 0.34 m2 at wall y = 0 (see �gure B.1) and an area made of plasterof around 2.15 m2 in the centre of wall y = 7.8. Furthermore, there is a double doorwith metallic coverage from the inside located at wall x = 4.14. There are also severalconnection panels and plastic ducts with rectangular section housing wires inside.The �oor is wooden made, except for a little area of glazed tile at the end of the dimension
y with a surface of around 3 m2, occupying the whole room width. For the measurementshowever the �oor was covered with carpet. Most of the �oor surface was covered withone carpet, but there was an area of around 6.2 m2 that had to be covered with othertypes of carpet. 85



B Measurement Report: RIRs at the Standard Listening RoomThe ceiling is made of chip wood boards located at a height of 2.76 m above the �oor,which are suspended from a concrete ceiling at 3.05 m above the �oor. Originally theseries of boards next to the walls x = 0, x = 4.14 and y = 0 were located obliquely. Forthe measurements, those parts were arranged so that the boards were located horizontally.It must be noted that the structure for the holding of the former oblique boards was stillpresent when the measurements were carried out.The room presents thus a shoebox shape, except for an oblique chip wood surface ofaround 2 m2 hiding a pipe from the ventilation system, which is located at the top ofwall x = 4.14 and occupies half of its length.Room ConditionsDuring the measurements the room was unoccupied. Nothing out of the normal waspresent in the room apart from the aforementioned details.The temperature at the beginning of the measurements was 22◦ C and the humidity 27%.Source and Microphone PositionsThe measurement setup considered is based on a source located at position S1 and amicrophone located at positions R1-R6. The scale sketch plan of the room includingsource and microphone positions is depicted in �gure B.1 and the coordinates of everyposition are listed in table B.1.Position x [m] y [m] z [m]S1 3.00 1.50 1.50R1 1.50 1.50 1.27R2 1.50 6.30 1.27R3 3.00 6.30 1.27R4 1.00 3.90 1.27R5 2.07 5.00 1.27R6 2.65 3.00 1.27Table B.1: Source and microphone position coordinates (see �gure B.1 for origin of coordinates). Themagnitude z corresponds to the height above the �oor.Regarding source position S1, the height z is given for the centre of the loudspeaker.With respect to microphone positions (R1-R6), the height z is given for the top of themicrophone.These positions were selected to have some meaning. One-dimensional re�ections takingplace along x and y direction are expected to be dominant at positions R1 and R3respectively. R6 and mainly R2 which is in a diagonal way from S1 should not be86



(0,0) x

y

Figure B.1: Sketch plan of the room with source and microphone positions.strongly a�ected by them. Lastly R4 and R5 are located at half the length and width ofthe room respectively. Hence it is expected they are in�uenced to a great extent by axialroom modes parallel to directions y and x respectively. Furthermore, the height of themicrophone was determined as 1.27 m so as to emulate a sitting posture [Jeong et al.,2008].Based on the aforementioned setup, six RIRs were acquired.EquipmentThe equipment used is listed in table B.2.B&K 4134 is the omnidirectional measurement microphone used to acquire the RIRs.Since it is a pressure �eld microphone, it must be placed vertically (90◦ with respect tosource horizontal axis).The sound source B&K 4296 is an omnidirectional source made of twelve loudspeakers87



B Measurement Report: RIRs at the Standard Listening RoomItem Type AAU LBNRMeasurement microphone B&K 4134 08130-00Mic. preampli�er B&K 2619 07797-00Microphone power supply B&K 2804 06998-00Microphone calibrator B&K 4230 08155-00Loudspeaker B&K 4296 33950Power ampli�er Rotel RB-976 Mk II 33975-00Measurement system 01 dB Harmonie 56524-00Laptop Fujitsu 47220-00Temperature/Humidity Sensor Kane May 8004 33192-00Table B.2: Measurement equipment.in a dodecahedral con�guration that radiates sound evenly with a spherical distribution[B&K, 1989].Measurement MethodExcitation SignalRIRs were measured by means of the maximum-length sequence (MLS) technique. Theexcitation signal consists of a binary sequence whose spectrum can be considered white.White spectrum signals allow using cross-correlation function to obtain the impulse re-sponse of the system. This signal is deterministic and periodic, meaning that it can beexactly repeated and used in analysis.Analysis TechniqueThe idea is to apply an MLS signal to the system. The sought broadband impulse responseis computed by cross-correlating the measured response with the excitation signal. Thistechnique is proved to be highly e�cient compared to others such as TDS and dualchannel FFT systems. Good results are obtained in terms of computation e�ciency aswell as improved signal to noise ratio [Douglas, 1989].Measurement System: 01 dB HarmonieThe measurement system consists of a data acquisition unit which transfers data inreal time to a computer via a PCCard (former PCMCIA) interface. The acquisitionunit provides connections for four input channels, two dual channel outputs and digitalinput/outputs. The computer is the host of the acquisition unit. The system is controlled88



and con�gured by means of software. For the measurements of this report, the softwareused was dBBATI32 which is a building acoustics analyser. Following considerations inthe setup were taken into account.
• Acquisition order: The MLS signal order m, can be chosen to be up to 18, leadingto a sequence period of 262144 samples. The sampling frequency determines thelength of those periods in time. This length must be longer than the expectedduration of the impulse response in order to avoid time aliasing phenomena.
• Sampling frequency: The system allows sampling frequencies up to 51.2 kHz.
• Number of averages: The system averages up to 2048 acquisition periods beforecomputing cross-correlation. This operation increases the signal to noise ratio. Apre-average of 16 MLS periods leads to a signal to noise ratio improvement of 12 dB.Measurement ProcedureEquipment SetupThe signal �ow diagram is shown in �gure B.2.

01dB Harmonie
Microphone power 

supply

Computer

Power amplifier

Figure B.2: Signal �ow diagram among equipment during measurements.
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B Measurement Report: RIRs at the Standard Listening Room01 dB HarmonieThe microphone and calibrator were speci�ed in the hardware con�guration and thesystem was set as shown in table B.3 following previous considerations for its setup.Parameter ValueAcquisition order 17Sampling frequency 51.2 kHzNumber of averages 16Frequency range 20 kHzTable B.3: 01 dB Harmonie setup.For the MLS signal a 17 acquisition order was selected, leading to a period of 131072samples (2560 ms for a sampling frequency of 51.2 kHz).Procedure1. Connection of all the equipment as shown in �gure B.2.2. Setup Harmonie according to table B.3.3. Arrangement of setup according to �gure B.1 and table B.1.4. Microphone calibration.5. Measurement of temperature and humidity.6. Measurement of RIRs at positions R1-R6.ResultsBased on the setup described above, six RIRs were acquired. As an example, RIRobtained at the position R3 is shown in �gure B.3.
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Figure B.3: RIR measured at position R3 at the standard listening room.
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Enclosure: CD
A CD-ROM is attached as enclosure. This CD-ROM contains information to be studiedif the reader desires additional insight into the di�erent topics of the report.Contents of the CD:

• Project Report (PDF & PS format).
• Internet bibliography.
• Matlab scripts.
• Measurements at the standard listening room.
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