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ABSTRACT:

Numerical investigation with detailed chemistry of CO

High CO emissions are often a challenge for
biomass boilers combusting moist fuel. The

emission limits for CO are restrictive and th
presents an incentive to reduce CO emissig
Much research has been directed to improv.

mixing. This study was concerned with cop-

is
ns.
ng

trol of temperature and addition of water as
possible methods for reducing CO emissiops.

The chemical kinetics of the combustion we
analyzed, showing some potential for CO I

duction by temperature control and minor po-

tential with steam injection.

Four CFD simulations implementing detailed

chemistry were carried out; A reference case,

a case with steam injection and two cases

different parts of the furnace walls insulated.

Steam injection resulted in 50 % increased
CO emissions. A reduction in CO emissions

of 33 % was observed when 19 % of the fu
nace walls were insulated.
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Preface

This master thesis was written by Thomas Hartman Meldgaatti® 4th semester of
the Master programme in Thermal Energy and Process Engigeatr Aalborg Uni-
versity. The work was carried out in the period between 2nBeifruary and 3rd of
June 2009. The purpose of the thesis was

"...to contribute to students documentation of his/her iobth skills and the level at
which he/she is able to exploit these skills in solving a dgpttask.” (N-studyboard
Study regulations, 2009)

This was carried out on the subject of analyzing the procéssadon monoxide
burnout in biomass boilers.

After an introduction and problem statement, the precamubt for the analysis are
described in Chaptefs 1 aht 2. Subsequently, results arenpeelsand discussed in
Chapterd B t016. References are cited by author and year, ardhiiegraphy is
found after the conclusion. A nomenclature is found after téible of contents. In
the appendices supporting information is found regardigigits on CFD simulation
setup in AppendiXx_A, CFD convergence histories in Appefndixl aupplementary
theory in AppendiX_C. The standard CFD simulation case andtseisuincluded on
the enclosed CD-ROM (in a zip-file).

Concerning the software used, Cantera [Cantera, 2008] wasarseddelling chemi-
cal kinetics through Python programming language [PytR608]. Both programs are
open source software under the General Public License. QiRDlations were car-
ried out in the commercial software FLUENT under the Aalbidrgversity academic
License.
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Project summary

The use of biomass power plants for energy generation igiyaén terms of CQ
emissions, but is often connected with high levels of ott@lupants because of for
example incomplete combustion. For smaller grate fireceb®dombusting high mois-
ture fuel, high emissions of CO are often a challenge. Becatuge@nvironmental
impact of CO and the additional species associated with tteztien of CO, the emis-
sion limits are restrictive and are expected to be tightdogtier in the future. Con-
cerning new plants, the emission limits are often in the eamigl50 to 200 mg/Nrh
at 6% Q. Much research has been directed to improving the combystostly fo-
cussed on mixing and air staging. Appropriate control offtlreace temperature or
injection of species could possibly be useful in reducirg@® emissions. This is the
concern of this report.

Numerical models of the detailed chemical kinetics in a caostibn process was used
to study this in a basic manner, through simulations in Cantefrhis was based
on a representative high moisture fuel. The kinetics weserilged by a chemical
mechanism, GRI-1.2, with 177 reactions. Studying the aftédifferent tempera-
tures through simulations it was found that an appropretgperature interval for CO
burnout was 1300 K to 1800 K. Through investigation of theetfion the kinetics by
adding different species, it was found that injection ohstecould possibly increase
the burnout rate of CO by increasing the amount of OH radicetlse combustion gas.
Also, the effect of injecting steam with secondary air is cdqtical interest, as moist
air, for example from a drying process, is used in some plants

Both subjects were investigated further through CFD simutatof a simplified biomass
furnace. The detailed chemical kinetics were succesfaltpiiporated into the CFD
simulations using the Eddy Dissipation Concept (EDC) modetbililence was mod-
elled using the:-¢ approach, and simulations were carried out in FLUENT. Fafur d
ferent cases were simulated, a reference case, a case wathinyaction and two cases
with different parts of the furnace walls insulated.

Vil



In the case where water was injected together with the secgrair, the outlet mass
fraction of CO was increased by 50 %. This originated from llepats of low tem-
peratures caused by the presence of water.

The two cases where areas of the furnace wall were insuleddced CO emissions
were obtained. The reductions was most significant in the vdmere 60 i (19%)
of the wall was insulated, where CO emissions were reducedi®.3In practice,
the CO reductions obtained by insulating furnace walls areeraignificant. This was
not fully resolved by the model used. Most likely, the pheeawn causing high CO
emissions in practice, are cold regions near the walls, whgtter resolution of the
boundary layer had been needed.

In general, the effects of different temperatures, thetmeaf radicals etc. was excel-
lent modelled using a detailed kinetic mechanism with theCEf@atures that cannot
be resolved with simple chemistry models.
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Nomenclature

Pre-exponential factor.

Specific heat.

Fine scale time scale constant.

Fine scale volume fraction constant.
Damkdhler number.

Activation energy.

Gibbs free energy.

Specific enthalpy.

Turbulent kinetic energy.

Arrhenius rate constant.

Equilibrium constant based on partial pressures.
Reverse Arrhenius rate konstant.

Mass.

Temperature exponent.

Pressure.

Heat.

Equi Angle Skewness.

Species reaction source ter('ﬁq'éi_s) or gas constant.

Universal gas constant = 8314.5

Xiii

(various units)

()

(various units)

(various units)

(kg)




Nomenclature

S Source term. (various units)
T Temperature. (K)
t Time. (s)
t1 CO reduction time. ()
u,  Friction velocity. (7)

Yy Mass fraction. -
y* Mass fraction of a species after reacting over the tithe -

yt Dimensionless wall distance. -

[A] Molar concentration of species A. . (‘kmel)
U Mean velocity. (7)
u Velocity vector with X, y, z components v, w respectively. (%)
U Fluctuating velocity. (7)

div  Divergence of a vector fiela.g.: div(u) = 9“ + g—; + du, -

J  Species diffusion flux. ()
; MJ
LHV Lower heating value. (k—g)

M Arbitrary molecule participating in a third body or terneglular reaction.
Nm? Normal cubic meter.e.at 1 atm pressure and 5.

Greek letters

€ Surface emissivity (-) or Eddy dissipation rate. (%)

Vi Mass fraction of species i in wet fuel (unless denoted ‘DAF’) -

i Dynamic viscosity. (;—gs)
[t Turbulent viscosity. (rf]—gs)

vV Thedeloperatori +j2 +kZ. -

v Kinematic viscosity. (m_2>
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Nomenclature

p Density.

T* Fine scale time scale.
Tw Wall shear stress.
Tehem  Chemical timescale.
Ty Turbulence timescale.

& Fine scale length fraction.

Subscripts
i species.
Jj Mixture.

vol  Volatile part of fuel
Abbreviations
DAF Dry ash free.

PA  Primary air.

PAH Poly Aromatic Hydrocarbons.g.Pyrene.

ppm Parts per millon by mass.
SA  Secondary air.
TA  Tertiary air.

vppm Parts per millon by volume.

XV

—

>

- 3
~ ~—



Nomenclature

XVi



Introduction

Biomass power plants are today widely used on an industrgdé $or generating elec-
trical and thermal energy. Politically, these plants hasedme popular during recent
years, due to the fact, that the energy generated is @Dtral. However, the com-
bustion of biomass produces smaller amounts of other poitst Some of the major
pollutants are N, SO, particles €.g.soot), carbon monoxide (CO), unburned hy-
drocarbons (including PAH) and char, as well as differentganic species present in
the fuel [Yin et al.; 2008]. Different well-known methodsarsed to decrease or cap-
ture the various pollutant®.g.particles are removed using cyclones, bag filters and
electrostatic filters, whereas N@missions are decreased by injecting urea or ammo-
nia [Zevenhoven & Kilpinen, 2004]. However, no practicaspoombustion process
exists to decrease the amount of CO which is primarily a resuticomplete combus-
tion. This is in particular a challenge for grate combusttompared to for example
Fluidized Bed Combustion [Yin et al., 2008].

This study was carried out in cooperation with Aalborg Erefechnik (AET) who

is a producer of industrial scale biomass grate boilersirihterest in proposing the
idea of the control of CO is primarily to encourage researcthis subject. AET’s

proposal of this project does not pre-suppose any signtfic@hemissions in any of
the plants they have been involved with.

1.1 Motivation

The CO content in the exiting flue gas varies between diffepéantits and depends
primarily on firing conditions, from almost zero to as muctb@880 ppm (for an exam-
ple, seel[Yang et al., 2007]), with normal values around 400-ppm mass for grate
boilers. Emission limits differ according to fuel type amd#l authorities, but are also
governed by EU directives. The limits are generally quisdrretive. Concerning new
plants, the emission limits are often in the range of 150 @ @2@/Nn¥ at 6% G (ap-
proximately 130-180 ppm mass). This is most likely a chgleem smaller plants or
in plants combusting wet fuel.

For the industry the emission limits present an economierntiee for reducing CO
levels. Emission limits have to be fulfilled as a conditiorthe granting of a licence
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to run the plant. If emission limits are not fulfilled, expesmsretrofitting or, as worst
case, decommissioning of a plant could be necessary. Whilgfiteéng a plant, the
temporary loss of production (and possible contractudhtimns) is expensive.

The CO level is an indicator of the incompleteness of the catitau and the cor-
responding loss of efficiency. As an example, the loss due @®aevel of 2000

ppm mass of wet flue gas in plant combusting wet fuel (50% m@$tcorresponds
to approximately 1 % of fuel heat input. Both the emission t&n@nd the loss of ef-
ficiency imply a clear economic incentive for reducing the Gfiissions. Therefore,
appropriate design of new plants and development of efiecttrofitting methods are
important.

The global environmental impact of CO emissions is small, emission limits are

mainly due to concerns for local environmental pressure. Rdrzardous impact of CO
results from its ability to occupy blood cells and inhibitygeen from being absorbed
into the blood. High concentrations (> 1000 ppm) of CO are atthg for humans,

and deadly if exposed through longer periods. However, thee@@sions from a

power plant will rarely result in high average concentnagian the local environment
(unless you put your head into the stack!).

However, other species resulting from incomplete combusire hydrocarbons, PAH
and tar particles of which many cause human health problemdsaee undesirable.
The CO level is a good indicator of the amount of these speaselspth hydrocarbons
and CO burnout depend on reactions with OH-radicals. For Gxghction with OH
given in equation(1]1), is the dominating path for CO oxidlatij\Westbrook & Dryer,
1984], [Turns, 2000]/[Glassman, 1996], [Zevenhoven & Kign, 2004].

CO+0OH=CO,+H (1.2)

Most hydrocarbons consume OH radicals faster than CO, tntgbihe oxidation of

CO until hydrocarbon level is highly reduced [Westbrook & Biry1984], [Glassman,
1996]. An example of reactions and their Arrhenius rate980K is seen in Table 1.1
emphasizing that the rate of the CO reaction is generally oderof magnitude

smaller than the hydrocarbon reactions. In this way, eveadlsamounts of hydrocar-
bons inhibit the oxidation of CO, and furthermore produce QOubh their oxidation.

Therefore, from an economical as well as environmentaltpdigiew, there are good
reasons for reducing the CO levels.

Throughout this report the subject of matter is the redactibCO in grate fired fur-
naces combusting high moisture fuel.
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Reaction Rate at 1000 K<m )
CO+OH— CO,+H 1.8- 101
H,+OH — H,O+H 1.7 - 102
CH,0O+OH — HCO+H,0O 6.9 - 10'2
CH,+OH — CH3+H-,0 2.2-10"2
CH;0OH+OH — CH,OH+H,0O 1.5 - 10"2
C,Hg+OH — CyH5+H,0 3.3-10"2
CyHy+OH — CyH3+H,0O 2.6 - 10'2
Cy;H;+OH — CH3+CH;0 1.2 - 1012

Table 1.1: Arrhenius rates for reactions between OH radicals and selk&pecies
[Westbrook & Dryer, 1984].

1.2 Efforts in improving combustion

In a combustion problem, the processes going on, are maomiralled by the three
parameters;

e Time - for how much time are the reactants brought togethezdot. This
controls to what extent a reaction will occur.

e Temperature - at what temperature are the reactants brtaggther. This is
important for the rate of most reactions.

e Species composition and their degree of mixing - which sgeare presentin
the reactor and how well are they mixed. This determines lwfeactions are
able to occur and the species concentrations influence dglooe rates.

These principles are also seen from the general expressiomodelling reaction rates
in equation[(1.R) [Turns, 2000].

d[A]

n EA
— = AT"exp (ﬁ> [AI[B] ... (1.2)

Some of these principles is also expressed in the above onedtiEU-directivel [EU,
2000], by its demand, that all combustion gasses should &aesidence time of at
least two seconds at temperature of minimum°8 he following refer some efforts
from the literature in improving the combustion in grateditboilers.
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1.2.1 Mixing

Improvements could be obtained by optimisation of furnaaengetry and the injection
of secondary and tertiary air as in a study on a travellingegpailer, where improved
mixing was obtained by changing the direction of secondary@ezzles, forming a

stronger swirling flow|[Scharler & Obernberger, 2000]. Inady by Dong & Blasiak

[2001] the secondary injection was improved by a systenedaiCO tube, where
additional tubes were placed in the radiation pass to igecbndary air, in the middle
of the freeboard and not only from the wall. This caused betiging and resulted in

lower CO emissions.

1.2.2 Residence time

Besides mixing, the flow situation resulting from the secopddr jets and the flow in

general, it is also important for the residence time of costibu gases. It is of course
desirable to achieve sufficient residence time for most effline gas, contrary to a
situation where some part of the flue gas has a residence firh@ seconds whilst

the rest of the flue gas has only 2 seconds of residence timis. wEs the focus of

an optimisation study by Goddard et al. [2005], where thdigaration of secondary
air nozzles was optimised to increase the residence timeeimaoiler radiation pass.
Another path to increase residence time is of course toaserboiler volume, but this
will increase the capital costs of the boiler.

The examples above mainly focus on the addition of secoralatg improve mixing
and residence time. This is also the case with recent effolit®rature on the subject
of improving combustion, which reflects the complexity oé timixing problem. The
secondary air jets are generally a rather complex probldnthamight be more or less
specific to boiler geometry and requires extensive modgftin satisfactory results.

1.2.3 Fuel properties and primary air

The fuel moisture level also seems to have a great influenteeo@O levels, as found
through modelling of straw combustion in a grate furnace byngret al. [[2007]. It
was also found, that the main reason for a rapidly increaGi@gevel, with increas-
ing fuel moisture, is due to reduced combustion temperatiregh moisture levels.
Experiments also indicate that CO levels could be reducediimpang sulphur to the
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biomass fuel, but the controlling mechanisms are not yetknand are therefore not
possible to model [Strand, 2007].

The part of the combustion air injected as primary air searassurprisingly, to af-
fect the CO level, according 1o Rogaume et al. [2002] land Zhali ¢2005]. In the
laboratory-scale experiment by Rogaume et al. [2002], CO waasored with vary-
ing stoichiometry and varying percentage of primary aigveing that keeping the
same total stoichiometry but increasing the primary airrel@ses the CO level. In
most grate furnaces, however, it is not desirable to have digh ratio of primary
air because it results in high peak temperatures, whicleasas the formation of
NOy [Glassman, 1996]. For the same reason, high excess ais fatiwot desirable
[Zevenhoven & Kilpinen| 2004]. Besides, high amounts of escair imply lower
overall plant efficiency.

1.3 Temperature and species control

Besides improving the mixing through the way of adding seeon@nd tertiary air,
temperature and species are useful parameters to corgrabthbustion. High tem-
peratures are not always desirable, due to the thermal fmmaf NO, which is why
temperatures in the primary combustion zone should notdreased. Instead, temper-
atures in the secondary combustion zone could be contratiddvour CO reduction.
Details on this area are hard to find in literature. Throughespondence with Prof.
Dr.-ing Uwe Schnell, see Appendix .1, who is chief of depeamt of combustion
simulation at the Institute of Process Engineering at §anttUniversity, | found that
neither him nor his colleagues had any recommendationssrréigard. This is sig-
nificant, because the emission limits in the new EU-direstis based on the German
emission limits, which has been German law for several years

The focus of this study is on the effect of temperature andispecomposition on
the CO burnout. CO levels could be reduced by controlling theperature in the
secondary combustion zone by maintaining it at a level wigh heaction rates of
CO reducing reactions, mainly equatidn {1.1), for sufficiamte. The temperature
should be at a level where the kinetics in general favour the€tiDction, but still at
temperatures low enough that the equilibrium fraction of @w. One task in this
study was then to investigate the burnout of CO at differempieratures, to decide a
suitable temperature to be (almost) maintained. This wesstigated through zero-
dimensional simulations of the chemical kinetics simuateCantera. A second task
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was to simulate a furnace and investigate the effect of obimy the temperature by
insulating the walls. This was done with the aid of Computald-luid Dynamics

(CFD) using the commercial code FLUENT. The method of insudathe walls has

been used in practice by Aalborg Energie Technick (AET).yTiave achieved good
results in cases with CO problems, like cases with high fuestage content, where
the combustion temperature is low [AET, 2009]. In this studgrious part of the
furnace wall were insulated, and the effect studied.

Species composition are related to the reaction given iatému(1.1). The question
here is if it is possible to increase the amount of OH radiaal$ thereby increase the
burnout rate by changing the combustion gas compositionis dduld for example
be by adding species with the secondary or tertiary air.duired an investigation of
the chemical kinetics to identify the species influencing @O destruction positive
by raising the level of OH radicals, which was studied thifoagnulations in Cantera.
One possibility could be water, but other species may aleance the reaction posi-
tive without reducing the combustion temperature as muatadsr addition probably
will. The addition of water is interesting in practice. Thespeated combustion air
could be received from for example an industrial drying pss; resulting in a high
moisture content. The addition of water was analyzed thi@ggo-dimensional simu-
lations of the chemical kinetics and equilibrium condigsarf the biomass combustion.
The addition of water was further studied through CFD simaoitest of a furnace. In
this study, water was injected together with the secondarty atudy the effect.
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1.4 Problem statement

Emission limits for CO are restrictive and therefore impieembustion in biomass
furnaces is desired. Not only mixing, but also temperatune the present species
influences the CO burnout in a furnace.

The objective of this study is to analyze the influence of terafure and addition of
species on the burnout of CO in biomass combustion.

The study should include a study of the kinetics of CO burnoebidmass combustion
gasses. Taking the kinetic study as starting point CFD sitiounis: should be carried
out on a simplified furnace. The CFD simulations should inocate the complex
chemistry to fully model the effects of varying temperatare species composition.
Four CFD simulations should be carried out:

e Areference case for comparison.

e Two cases with parts of the furnace walls insulated to mairgta appropriate
temperature of the mean flow.

e A case with injection of steam together with secondary aintoease the
amount of OH radicals.

1.4.1 Delimitations

The simulations in this study did not model a specific gratéebdout a furnace of a
more simple geometry with a combustion situation comparatkhe one found in a
grate furnace. Delimitations regarding the simulatiorsssarmmarized below.

e NOy chemistry was not considered and other N-species thamds not
included in the kinetics, as the subject of N@as not within the scope of this
report, and the resolution of many reactions can be avoigieginoring NOx.

e Heterogeneous chemistry was considered.

e CFD simulations was single phase flow with no patrticles.
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1.5 Method

To study the combustion process under varying conditioms,dategories of simula-
tions were carried out;

e Zero-dimensional simulations of the chemical kinetics ooastant pressure
Well Stirred Reactor (WSR) were carried out in Cantera. The mepdthese
simulations was to study the effect of varying temperatme species addition
on the kinetics.

e CFD simulations of a simple furnace with detailed chemicakkics carried out
in FLUENT. The purpose was to study the effect of water addind
insulation of the walls.

The experience from the WSR simulations was used to focus tli2 SdRulations
regarding what species was interesting to study furthet,vemere the furnace walls
should be insulated. An overview of the simulations cardatlis seen in Figurie 1.1.

WSR simulations

e = e

- -~

L7 ~ 7 Fem perature % N
| o s \
/ variation \
‘ [
\. {~ Various species /
~_ i addton ;.7
~ \'- " g
______________ CFD simulations
e (" Water addition ~~<
-~ H K i ~
P i together with TA ; ~a
/ By R, \
/ 40 m’ wall ) (" Standard
i . { P i
\ insulated Comparison case /
\ e MO /
AN ,."" 2 ..“~.‘ /7
N i 60m~wall s
S~ i insulated _-"

. -
T e —-—
e e — . ——— ——

Figure 1.1:0verview of the simulations carried out.

The chemical kinetics was modelled in detail using compneive mechanisms and
zero dimensional reactor simulations. The kinetic medrarapplied in this report,

8
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was the well known GRI mechanism [Frenklach etlal., 1994],cwhs further ex-

plained in Sectiof 3]1. Well Stirred Reactor (WSR) simulatidresed on the GRI
mechanism, was used as a tool to explore the kinetics of CQctiedubased on a
gas composition representing the species compositioreinpiper furnace in a wood
fired grate boiler. The zero dimensional WSR simulations ass time consuming
than CFD simulations, allowing extensive parameter vanegtin order to identify the
parameters that chemically facilitate CO reduction. Howethee WSR simulations
model only the chemical kinetics and in the idealized siturabf perfect mixing on

a molecular level. Regarding the parameters of interest, 1@ mmmplex modelling

was also needed to simulate the combustion in a situatiomengteysical aspects like
mixing, radiation etc. are included. To obtain results thaie more detailed, CFD
simulations were carried out on a simplified geometry, regméng the conditions in a
biomass furnace.

It is important to note that the aim of study was not to modepecstic furnace in
detail. The focus was on the general methods and tendentiesCFD models did
not model a specific boiler, but a general situation with ¢omas similar to those
found in biomass furnaces. The geometry used in this stusigen in Figuré 112.

Some important geometric features, like the throat, wisetormal in biomass furnace
geometries, was not included in this geometry, and thesdfor resulting flow pattern

will be different from a standard furnace. However, cormlis regarding temperature,
radiation, level of turbulence and the ratio of fuel inpufionace volume etc. were
comparable to a biomass furnace. Therefore, the quaétatisults were expected to
be comparable to a biomass furnace. The reason for usingeasimple geometry is

the benefit of a possibly higher grid quality.
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Front Side

SA inlets
M TA inlets

Figure 1.2: The simplified geometry used in this study to represent tondiin a
biomass furnace. (Note that some nozzles are inclined - seedf2.2 and Figuré 216).
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Models setup and physical
conditions

In this chapter the models and underlying assumptions ochwifie simulations are
based, are explained in more details. This includes the hmtkhdescribed in Sec-
tion[2.2), the CFD geometry and meshing presented in Secibarl the simulation
settings, which is presented and discussed in Selction. 2.4.2

2.1 Operating conditions

The fuel was assumed to be wood with the composition giveralielZ.1 and was
unchanged through the study. A fuel with relatively high stofe content was chosen,
as this often causes problems with high CO levels.

Wet Dry ash free

C (%)  25.10 50.7
H %) 297 6.0
o) %)  21.29 43.0
N %)  0.15 0.3
Ash %)  0.50 0.0
Moisture (%) 50.00 0.0
Total (%) 100.0 100.0
\Volatiles (%) 39.6 80.0
LHV (%) 8.00 18.65

Table 2.1:Fuel composition by mass and calorific value.

This fuel was used as input in the bed model, which specifeegdls composition at the
inlet at the bottom of the lower furnace. Generally, the bedehwas based on the fuel
given in Tablé 2.1 added the primary air. By assuming a contipasif species present
in the gaseous product and applying mass and energy cotisaruhie composition
of the gaseous grate combustion products was estimated.oddrating conditions
considered throughout the study are given in Table 2.2. Bhditions presented here
served as a constant basis for the simulations throughesttialy.

11



2 Models setup and physical conditions

Property Value
Fuel feed kg/s 6.24
Total stoichiometric coefficient A 1.15
Preheated temperature °C 270
Primary air kg/s 8.5
Secondary air kg/ls 11.6
Tertiary air kg/s 1.15

Table 2.2:0Operating conditions used throughout the study.

2.2 Bed model and assumed species

The output from the grate consists of primary air, evapaor&iel moisture, volatiles
and the gaseous products of char combustion, which takee pla the grate. As
presented in Table 2.1 the amount of volatiles for the dry,feee fuel was 80% (by
mass) and 20% was char.

The fuel conversion on the grate is normally assumed to sboséithree processes:
moisture evaporation, pyrolysis and char burnout. The mgsis first evaporated
using heat from the primary air and the incident radiatianfrthe lower furnace.
Next, the volatiles are released from the fuel, also as amwtbednic process, and
finally the remaining char is burned through reaction witlygen. [Yin et al.; 2008],
[Tillman, 1987].

Grate combustion

-

H,0 - =~ products
:0(8) / Volatiles S~
T \ CO, CO,, CHy, GHy, S
C2H4, H,, H,0, O3, N, \\\
Wetwood =¥ Dry wood —> AN
\
T \\ CO COz H2O 02 N, \'
Char =~ + Heat _s
Heat from Heat frorn S m———
PA PA

PA

Figure 2.1:Schematic of the model for fuel conversion on the grate sgtudy.

In the following, the bed model used in this study is expldinEhe bed model was rela-
tively simple as interaction between the grate and the fiegmeas not considered. This
means that the heat of evaporation was only supplied by tivapy air. A schematic of
the process considered in the bed model is seen in Higur&edarding fuel moisture

12



2 Models setup and physical conditions

evaporation, as well as the endothermic release of vadatiee primary air delivered
the necessary heat.

The volatiles released as a product of wood pyrolysis cgnisigractice, of a large
number of species. The species considered in the volatlepasition in this study is
seen in Table 213 with their respective lower heating valié®se species are normal
products of wood pyrolysis as described by [Dupont et alQ92@&nd [Zanzi et &l.,
1996].

Specie Formula LHV [MJ/kg]
Carbon dioxide Co 0.0
Carbon monoxide CcoO 10.1
Methane CH 50.0
Acetylene GH, 48.2
Ethylene GH,4 47.2
Hydrogen H 120.0
Water HO 0.0
Nitrogen N, 0.0
Oxygen Q 0.0

Table 2.3:Volatile products of wood pyrolysis and their lower heatindues.

The char reacted to some extent with oxygen, to release pt®dnd heat. The char
composition was assumed to be 80.7% C, 3.3% H, and 16% O by imassd on
Tillman [1987]. From the char combustion on the grate, equads fractions of CO to
CO, were assumed to be produced, yco = yco,-

The bed model was based on the above considerations, applsérvation of mass
and energy. The continuity equation applied is seen in égu.1), where m denotes
relative mass (kg/kg fuel (wet)).

Mgas = 1 = Yashpy +MpPa = Z my (2.1)

ith product

13



2 Models setup and physical conditions

Elemental mass balance was applied for the four elements; O,ahd N, as seen in
equation[(2.R) to equatioh (2.5); denotes the mass fraction of species wet fuel,
and of Dry Ash Free (DAF) fuel if specified;, is mass fraction of speciésn mixture

7.
Yo

Yo,DAF = 1 = Yool,DAF * YCyoy + (1 = Yool) YCpar (2.2)
— YH20 — Yash
YH
VHDAF = 7 = Yool,DAF * YH,p + (1 = Yool) Yipar  (2.3)
— YH20 — Yash
o
YO,DAF = i = Yool,DAF * Y0, + (1 = Yool) YOupar (2.4)

1 - YH>O — Yash

YN,DAF = 1 N = Yvol,DAF * YN, (2.5)
— YH20 — Yash

The overall energy conservation is seen in equafion (2.8) wmt mass fuel basis.

mgashgas + ﬁ)/ashhash

= hfuel - ’YHQOAhevap,HgO - ’YvolAhpyrolysis + (]— - Vvol) Ahcharcombu5151‘07(2'6)

To determine the nine species unknown mass fractions makgrargy conserva-
tion equations were applied. However, the conservatiorataps only provide five
equations of the nine required. The remaining four equatwas provided by assum-
ing mass fraction of ¢H,, C;H, and Q in pyrolysis products as given in Talle 2.4.

In the pyrolysis process, the only oxygen present is fromftieé which is why the
product mass fraction of QOwvas assumed zero. The assumed pyrolysis mass fraction
of ethylene, acetylene and water was based on pyrolysigiexgpats and models in
[Dupont et al., 2009]. The resulting species compositicgesn in Tablé 2]5.

¢ \olatiles, which is the product of wood pyrolysis.

e Grate combustion products, which consist of the volatiles,char combustion
products and the primary air.

e Basis mixture, which consist of the grate combustion prazlant the
secondary and tertiary air. (A convenient definition foetaise).
These compositions are referred to throughout the repdtidgorresponding names.

In practice, the released combustion products from are méanmly distributed over
the grate. The fuel is combusted as it is moved along the ,grasalting in chang-
ing product compositions along the line of movement [Yinlet2008]. This could
be modelled using empirical models or by developing nuraénwodels for the fuel

14



2 Models setup and physical conditions

Species Mass fraction (%)

CoH, 4.2
CoHy 5.0
H,O 10.0

O, 0.0

Table 2.4:Assumed mass fraction of selected species in wood pyrolgsiagis.

Specie Volatiles Grate combustion products Basis mixture
Carbon dioxide 21.8 9.8 3.21
Carbon monoxide 43.8 11.3 3.68
Methane 13.8 2.3 0.76
Acetylene 4.2 0.7 0.23
Ethylene 5.0 0.8 0.27
Hydrogen 1.0 0.2 0.06
Water 10.0 241 7.86
Nitrogen 0.4 44.6 66.31
Oxygen 0.0 6.2 17.62
Total 100.0 100.0 100.0

Table 2.5:Products %-mass fraction in the mixtures.

conversion based on mass and energy conservation as fopkxdome by Kaer [2004,
2005]. In these models, the fuel bed is discretized and ddlvgether with the CFD
analysis. Numerical bed models could also be implementied tise commercial soft-
ware FLIC as done by Ryu etial. [2004]. In this study, howeves, distribution was
simplified, by assuming the grate combustion product toraméormly distributed
over the grate surface.

2.3 Chemical kinetics modelling

As mentioned in Sectidn 1.1, the primary path of CO oxidat®tihrough the reaction
with OH radicals equatior(1.1), as the reaction with oxymeaquation[(2.17) is slow.
If water is the primary hydrogen containing specie, as iscéme when the fuel mois-
ture content is 50%, OH is formed through the reaction eqod®.8) [Turns, 2000].
Besides the reaction with hydroxyl radicals, another pathCi® oxidation could be
through reaction with Hequation[(2.8), which is however not as important as the
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2 Models setup and physical conditions

hydroxyl reaction/[Glassman, 1996].

O, +CO=0+C0O (2.7)
O+H,O=0H+OH (2.8)
CO+HG, =C0O, + OH (2.9)

These reactions, and several others, are a part of the GRinE&: mechanism, which

was used for modelling the chemical kinetics in this studweifiklach et al;, 1994]. The
newer GRI mechanism, GRI-3.0 was not used, as it also contédnagen reactions

(about 150 reactions). According to experiments, [Dagaat £2003], the presence
of NO has a minor inhibiting effect on CO oxidation under dhidenetric conditions

above 1000 K, and a small promoting effect in fuel lean miesubelow 1000 K. The

effect however, is not significant and was not considereohfzact the results. All GRI

mechanisms is free for downloading, together with valoatlata [Frenklach et al.,
2000]. The GRI-1.2 mechanism contains 177 reactions and&2esp with ethane as
the highest order hydrocarbon. The species are listed ite a6

Species considered

H, H O 0O, H,O
HO, H,0O, C CH CH
CHy(s) CH; CH, CO CO
HCO CHO CH,OH CHO CH;OH
CyH CyH, CyH; CyH, CyH5
CH¢ HCCO CHCO HCCOH N
Ar

Table 2.6:Species considered in the GRI-1.2 mechanism.

In Chaptei B results are presented from zero-dimensionallafions of the chemical
kinetics of the reacting basis mixture (Tablel2.5) which waxdelled using the GRI
mechanism. In these simulations, a mixture was assumead¢o fiar a given time in
a Well Stirred Reactor (WSR). In a WSR, perfectly mixing is assun@hsequently,
temperature, reaction rates and concentrations has nioopasidependence, meaning
that the simulations are zero dimensional. The simulatwae carried out in Can-
tera, which is an open source tool for modelling chemica¢kos. Cantera and similar
tools, e.g.CHEMKIN, simulate the kinetics by solving the stiff system@DE’s for-
mulated by the reaction rates, as seen in general in equib).

A .. (2.10)
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2 Models setup and physical conditions

Where a, b, c... are rate exponents. In bimolecular and tecular reactions, as
mostly present in combustion, the rate exponents are niyrmiaé, but could be ad-
justed for some reactions in a mechanism to fit experimeratts, dr to model third
body influence.

In case of reversible reactions, both Cantera and FLUENTutsk the reverse reac-
tion &, from the expression equatidn (2111) using the equilibriemstant#’, and the
forward ratek;.

~AGY k
K,(T) = exp( - TT> = k—f (2.11)

2.3.1 Modelling of chemical kinetics in FLUENT

FLUENT enables modelling of volumetric reactions mainlytiwp concepts; "species
transport and reaction" or the "Probability Density FunttioFocus is here on the
species transport and reaction, as the PDF concept is masdly to generate initial
solutions, and is generally less accurate than the spearesport concept [FLUENT,
2006]. When the species transport and reaction model aréseh &b UENT calculates
the mass fraction of each species by the species transpatien [2.12) where;Js

the diffusion flux, R is the mass production rate of species i by chemical reaction
and S is the production rate from other sourcesy.condensation in multiphase flow.
The simulations in this study were with heterogeneous i@astbut single phase flow,
implying that the Sterm is zero. The Rerm was predicted by the chemistry model.

0 . .
o7 (Py) +div (puy;) = div (J;) + R, + 5, (2.12)

The effects of varying temperature and species concemtratie not well captured by
the Eddy Dissipation model, which is only suited for one oo tstep global mecha-
nisms and where the reaction rate is proportional to thesladgly mixing time scale
f (Similar to the eddy-breakup model [Spalding, 1970]). Beeaaf this, the GRI

mechanism was implemented in the simulations using the Edslyipation Concept
(EDC), developed by Magnussen [1981]

The EDC model is built to include detailed chemistry. It asss the reactions to
occur in small structures, called fine scales, that areddeas$ constant pressure WSR
(like Cantera simulations) and solves the finite rate cheynist these structures. The
source term Ris then calculated as seen in equation (2.13) whéiie the timescale
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2 Models setup and physical conditions

andy; is the mass fraction of speciéafter reacting over the time".

R = L)Qg (Wi — i) (2.13)
™ [1-(&)"]
The fine scale time scale® and length fractiort* is given by equation(2.14) and
equation[(2.15) respectively. The constafitsandC’. are adjustable in FLUENT.

rec (9" (2.14)
& = C; (g) (2.15)

As seen from equatiofn (2.14) and equation (P.15) botAnd¢* depend on the turbu-
lent kinetic energyk, and its rate of dissipatioa In this way equation (2.13) mod-
els the interaction between the turbulence and the detallethistry to calculate the
source term R[Magnussen, 1981].

The EDC model is computationally expensive due to the nurakmtegration of the
177 ODEs from the chemistry. In order to speed up the calonist the chemistry
was integrated using the ISAT algorithm, which generatesbéetof frequently used
solutions to speed up later iterations. See Appehdix A.3lé&tails on the use of the
ISAT algorithm and FLUENT|[2006] for further information.

2.4 CFD setup

The following section describes the setup of the CFD simuati Firstly, the ge-
ometry used for the simulations is explained and an overdgtihe mesh is given.
Secondly, the most important considerations and settiggrdeng turbulence and ra-
diation models are discussed. Lastly the boundary comditised in the standard case
CFD simulation is described. These boundary conditions wsee in all simulations,
unless other conditions are stated.

2.4.1 CFD geometry

The furnace geometry presented in Fidure 1.2 was used for @rildagions with pa-
rameter variation. It is seen in two dimensions in Figuré ZX&o significant modi-
fications make this geometry differ from a normal biomasdeboiFirstly, the throat
was removed to simplify the geometry. Most likely, the realoof the throat causes
an inferior mixing of the products from the lower furnacedgrerhaps bad mixing of
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2 Models setup and physical conditions

the flow adjacent to the walls. Secondly, the furnace outéet &t the top instead of at
the top of the rear wall to avoid a skewed flow, and a constrictvas added to prevent
recirculation at the outlet. Originally the constrictiorasvnot added, but was added
after about 3000 iterations as backflow was encountered.

YA

185m — —2.0m

-y

Outlet
16.0m - L

50m

Tertiary air jets

Figure 2.2:Geometry of furnace in 2D seen from right side (y-x plane}.j&s are

enlarged.

80m —+ = = = =
j.gm T === 15 1507@ jgm
SMTTIST s 300 L7 om
3.0m 1 Secondary 30m
air jets 20m
1.2m -
0.7m

N

Grate input U
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2 Models setup and physical conditions

In Figure[2.2 the secondary and tertiary air inlets are saémtheir positions given.
The inlets are slightly enlarged for the sake of readabil&g seen from the figure,
the furnace had several rows of air jets, as is the case in imdgstrial furnaces.
Secondary air jets were placed on the front and rear wallseofitrnace, while tertiary
air jets were placed on left and right walls of the furnacenaisciated in Figuré 212

The secondary air inlets are also seen in figured 2.8, 2.4awhe number of inlets in
each row is seen. The upper two rows were inclined as indldat&igured 2.2. This
geometry was selected to create a combustion situation a@bie to the one in a
industrial biomass furnace with regard to overall turbakelevel and mixing.

yA [E——] [ 1 [ ) Ay
-
i z
Figure 2.3: Furnace front wall Figure 2.4:Furnace rear wall with
with secondary air inlets. secondary air inlets.

The furnace geometry was meshed using 1,377,452 hexalzdrwelfs. Brief mesh
statistics is given in Table 2.7, showing the amount of catid the amount of cells in
intervals of equi angle skewne$3g 1s. The cell skewness was quite low, which indi-
cate a high mesh quality. This was possible because of thaesiitrnace geometry.
A part of the mesh is seen in Figure2.5.

Standard wall treatment was used in the simulations as datetasolution of the
viscous boundary layer was not supposed to be very impdiarte solution of the
mean flow. The thermal boundary layer has some importangatrding the near wall
temperature, but the standard wall treatment was suppasbkd tppropriate. The
resolution of the boundary layer is well analysed studyimgt™ value, defined in
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2 Models setup and physical conditions

Equi Angle skew range Percentage (%)

0 < Qgas <0.1 74.97
0.1< QEAS < 0.25 18.19
0.25 < QEAS < 0.56 6.84
0.56 < Qpas 0.0
100.0

Table 2.7:Mesh statistics.
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Figure 2.5:The mesh on a corner of the furnace with some secondary aisinle

equation[(Z.16).
yt+ =P (2.16)
0
" = (T—“’> : (2.17)
p

Using standard wall treatmeny,” values should be in the range 30-3@‘%1
]. The averagg' value was around 200. However, the value exceeded the appro-
priate range near inlets and in some areas near the gratpit®tss, the mesh was
generally considered of acceptable quality for this stueyrther figures illustrating

the mesh are found in AppendixA.1.

A mesh independency study was not carried out. A mesh whérgzes was doubled
was tried, but this resulted in a too crude mesh. A smalldrscad, which results in a
greater number of cells, was not possible due to the avaitahputational resources.
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However, the quantitative results depend most likely omtiesh used. In a study by
Yin et al. [2008], a grate fired biomass furnace was model&eagtwo different mesh,
a structured and an unstructured, each With- 10° cells. They found that the mesh
had even greater influence than the bed model on the resuksms of the overall
mixing and combustion patterns. All simulation in this stwdas based on the same
geometry and mesh, and should therefore be comparablehmésar.

2.4.2 CFD model setup

The CFD simulations were based on the commercial code FLUBMNSimulations
were steady state and the chemistry was modelled using tiera®ilel as described
in Section 2.311. The following describes the simulatiotugeegarding turbulence
and radiation models and boundary conditions for the stalhchkse, as well as consid-
erations on the choice of settings.

Essentially, the purpose of CFD is to model the motion of thigl flwith aspects of
radiation, chemistry etc. added to the problem. The fluidiomots described by the
Navier-Stokes equations. They are derived from Newtont®ise law, using con-
siderations on stress and strain in fluids and applying Stblgpothesis to yield the
three partial differential equations far, y- and z-momentum, as seen for the
momentum in equation (2.118), here for the case of incomjirlestow of a Newtonian
fluid [Schlichting, 1979].
2 2 2

% + div(puu) = —% + (g;j + g;j + ‘;;2‘) (2.18)
However, the Navier-Stokes equations are only analyjicalvable for a limited type
of problems and numerical solution are expensive in termsoofiputational time.
Therefore, different approaches on the Navier-Stokestemsaare used in CFD sim-
ulations. For turbulent flow, one commonly used approacihésReynolds average
Navier-Stokes (RANS), where the instantaneous velocitytilteons are time aver-
aged, making the problem less computationally expensigele. In this study, the
turbulence was modelled using the Realizable(rke) model, which is a modification
of the standard-¢ model.

The advantage of the-e model is that it is a simple model applicable to a wide range
of different flows. Thek-e approach avoid directly simulation of the turbulent scale
fluctuations by time averaging the instantaneous veloaitthe Navier-Stokes equa-
tions. This is done by introducing the turbulent kineticgyek, and the eddy dissipa-
tion rate,e. [Versteeg & Malalasekera, 2007]. In this way, the model, approaches
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the turbulence relatively cheaply, compared to more detaiiodelsi.e.the Reynolds
Stress Model (RSM) or Large Eddy Simulation (LES).

The standard-¢ has some drawbacks, why different improvements has bepoged.
Shih et al. [1995] introduced &< model with new equations for the dissipation rate
and the eddy viscosity called the "Realizalteé model exhibiting a better prediction
of the spreading rate of jet flows, rotation and recirculatid’ herefore the Realiz-
able k-e model was appropriate for modelling combustion in case is $tudy, and

is used in several studies modelling combustion in a biorhassce,e.g.[Yin et all,
2008]. Theory on turbulence and turbulence models is sumpthm AppendiX Cl1
and details are available in the literature.

Radiation is an important aspect in modelling combustiormast heat transfer from
the hot combustion gas to the furnace walls is radiant. Tlairtnge and cooling of

the combustion gas is also important for prediction of thenaistry. The radiation

was modelled using the Discrete Ordinates model (DO) impleed for gray radia-
tion. Some gasses, mostly® and CQ exhibit actually non-gray behaviour (with
absorption coefficient varying in spectral bands), but $suenption of gray radiation
was considered sufficient. To approach the gas absorptiefficdent, the cell based
Weighted Sum of Grey Gasses Model (wsggm) was used, as anegds@pproach.
Further theory on radiation and the DO model can be foundist¥eg & Malalasekera
[2007] orlFLUENT [2006].

2.4.3 Boundary conditions

An overview of the boundary conditions is seen at Figuré &bere the different
boundaries and their type is indicated. Essentially onlgettypes of boundaries were
used. Inlets, for the grate, secondary air and tertiaryoatfjow, in the top of the fur-
nace, and wall boundaries. All inlets were set to mass float,imb easily control the
amount of air and grate combustion products entering theafte. At the mass flow
inlet at the bottom of the furnace, the grate combustion getgifrom the bed model
entered. From the secondary and tertiary air inlets, a@redt distributed between the
inlets as given in Table 2.8. At the outlet, the flue gas ledtftirnace.

The walls were supposed to be water tube membrane walls etagpwater at a
temperature of 2AT (corresponding saturation pressure of 55 bar). The teatyrer
difference between water temperature and surface tenyperat the tubes at the face
inside the furnace, was approached by 60 K constant differer@sulting in a inner
surface temperature of the walls of 380 The surface emissivity was set to 0.6 as an
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T=330°C ; P )
£=0.0 o
M Mass flow inlet
TA
HE X N KX 1 Outflow
T=330°C B Wall
£=0.6 N\
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SA, SA;
SA, SAs
SA;
SA¢ I
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N e e S N S S

Grate products (Basis mixture )

Figure 2.6:Boundaries of the furnace. View in 2D seen from right sid& plane).
Not to scale.

approach for a metal surface with a thin layer of fouling opaigts, based on values
from|Cengel|[2006]

At the bottom of the furnace, the grate combustion producis fthe bed model en-

tered, which had the composition given in Tabl€ 2.5. Both ayproperties as well

as species composition were uniformly distributed overitihet surface. This was

rather simplified compared to the actual distribution intgpfred furnaces. Because
the bed model and the furnace were not coupled regardingeixeatinge, the grate
products entered at a temperature of 523 K. This impliedtth@atemperature in the
bottom section was rather low until the gas was heated aniddyn
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Frontwall (%) Rearwall (%) Tertiary (%)

SA, 150 SA 3.0 TA.: 45
SA, 35 SA 125 TA,u 45
SA, 110 SA 125
SAs 110  SA 9.0

SA, 135

Total 40.5 Total 50.5 Total 9.0

Table 2.8: Distribution of secondary and tertiary air in percentage sgcondary +
tertiary air (12.8 (*9)).

Details on the settings used in the simulations are foundgpeidix’A and further
theory on turbulence is found in Appendik C.
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CO chemistry and WSR
simulations

The following chapter first describes the general charesties of CO oxidation and
the chemical behaviour of the basis mixture is analyzeds rfdludes details on the
equilibrium level of CO at varying temperature, and analgs$ithe kinetic behaviour
of the mixture with focus on the CO burnout. Throughout thigatler, the "grate com-
bustion products" refer to the composition in Tabld 2.5 afegais species calculated
using the bed model described in Secfion 2.2. The "basis meiktefers to the grate
combustion products added secondary and tertiary air. Tioees presented in this
chapter are based on a large number of data point, and thetb®data points are not
shown, but only the curve through them.

3.1 CO equilibrium level

Before analyzing the kinetics of the reactions between timebtstion products from
the grate, it is convenient to present a brief descriptiothefequilibrium conditions
of the basis mixture. The equilibrium level of CO will, modtdly, never be reached
in a boiler, due to limitations on mixing and residence tiirea Well Stirred Reactor
(WSR), however, equilibrium is almost reached in a few midseds. Due to disso-
ciation, the equilibrium level of CO increases with incregsiemperature, as seen in
Figure[3.1. The figure shows the equilibrium CO mass fractiompgm) of the basis
mixture. Even though the CO consuming reactions occur mquidlyaat higher tem-
peratures, the minimum mass fraction that can be achieeeddares with temperature.

Equilibrium conditions of the basis mixture with minor \aions in the species com-
position is seen in Figufe 3.2 for a constant temperature6601K. The mixture in
Figure[3.2 was based on the basis mixture, but the massodingatif selected species
were varied separately, relative to its mass fraction inbgis mixture. Each graph
indicates the equilibrium dry mass fraction of CO (ppm) atyiray mass fraction of
the specie given by the legend. As seen from the figure, thatiar of the initial
fraction of the selected species in the given range did riettthe equilibrium level
of CO significantly. Lower amounts of oxygen would, of coursgke the mixture
sub-stoichiometric, resulting in much higher CO levels.
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120

CO mass fraction (ppm)
D (]
(e (e

N
e
T

[\
(e
T

0

1300 1400 1500 1600 1700 1800 1900
Temperature (K)

Figure 3.1:Equilibrium dry mass fraction of CO in ppm, as a function of pemature.
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Figure 3.2:Equilibrium dry mass fraction of CO at 1600 K as a function céaps
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values (y-axis) when the initial amount of the specie spégibg the curve label, is
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28
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3.2 CO kinetics

To study the kinetics of the mixture in a basic manner, a @rdemperature WSR
simulation was made on the basis mixture. In a furnace, theéyats are not perfectly
mixed as in the WSR simulations, but the simulations are lige&iudying the kinet-
ics. Studying an arbitrary small volume of gas in a boilee domposition of gasses
is approximately constant throughout the volume, why it attnost like a WSR if the
effective diffusion is sufficient. This is also the prin@plsed in the Eddy Dissipation
Concept (EDC) as described in Section] 2.3. Although it is aalid&uation, WSR
simulations should still indicate relevant tendenciesnwerying parameters.

Some results are seen in Figlrel 3.3, where the constant tetupeeis 1523 K. Itis seen
that the CO was initially steady for a short time, althoughdkggen level peaked at
initiation. The CO fraction increased shortly and startedl¢crease after a time of
about 0.12 ms. This is also the time where OH radicals masidrawas just about
to peak, which supports the statement, that OH radicals fanmportance for CO
reduction. The importance of reactionl1.1 is also indichtedomparing the timescales
of selected reactions as seen in Figuré 3.4.

0.6 ‘
— OH 10?
— HO, 10°
0.5 — CO10 |]
: : : : e 02
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[ : : : : :
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Figure 3.3: Scaled mass fraction of selected species as a function efwinen the
basis mixture reacts in a WSR at a constant temperature & K52
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3 CO chemistry and WSR simulations

As seen in Figure 313 the basis mixture reacted quite fasteaxhed almost equilib-
rium in a few milliseconds, when reacting in a WSR. This makeseiar that the gas
in a boiler is far from being well mixed, as the residence tohsay 3 seconds is not
enough to reach equilibrium in a boiler.

HO, + CO=0H + CO,
OH+ CO=H + CO;,

0, +CO=0+CO,
10 10° 10 102 102 10" 10°  Tehem(s)

Figure 3.4:Chemical timescale of selected CO consuming reactions at T23 kb

3.3 Parameter study of kinetics

The primary combustion occurs at relatively high tempeegusay 1900 K, and high
CO mass fractions (4 %) and therefore most CO is easily conmbusthe primary

zone. Assuming that the CO level is easily reduced to 1.0 %whss the starting
point for the following parameter study through WSR simalas. In other words;
the initial species composition in these simulations, demdlix, ..., was the resulting
composition from letting the basis mixture react at 1900 igjluhe CO mass fraction
was yo = 1.0 %. In the simulations, the mixture, Mjx continued to react, with
different parameters varied as listed below.

e Temperature variation: The temperature of Mjxwas varied, and the mixture
reacted at these constant temperatures. (Figure 3.6)

e Species variation: The mass fractions of selected spexiasreased at
different constant temperatures: 1300 K (Figure 3.7), kK4@gure[3.8) and
1500K (Figuré 3.D).

The effect on CO reduction of varying a parameter is here coaaptarough the re-
duction time t, which is the time necessary for the CO mass fraction to becestito
1.0 % of the initial CO mass fraction.

The mixture reacted at constant temperature, both whenggdgecies and when vary-
ing the constant temperature, because the purpose was fmoethe CO reduction
in different temperature regimes of the furnace. Basictily,cross sectional average
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3 CO chemistry and WSR simulations

temperature of a furnace was expected to behave like in &@8r Through the pri-
mary combustion zone, most heat from the combustion issetgand the temperature
rises. Although the gas reacts further in the secondary ostidm zone, less heat is
released and the cross sectional average temperatur@sesi@s heat is absorbed by
the walls. In the parameter variations described below tjeative was to simulate
the kinetics in different regimes in the secondary zone,revtiemperature is slowly
decreasing, and for this reason the temperature in the afiong was kept constant.

A

Temperature

Primary Secondary
zone zone

\

Height above grate

Figure 3.5:Schematic of expected progress of cross sectional aveeageerature as
a function of height above the grate in a furnace.

3.3.1 Temperature variation

At various temperatures, a number of WSR simulations wertopeed at constant
pressure and different constant temperatures with, Mi&s the initial composition,
and the reduction time tvas recorded. The reduction time as a function of the remactio
temperature is seen in Figurel3.6. Studying the figure, ieenghat relatively low
values of { were obtained at temperatures between 1300 and 1800 K, widates
that CO reduction occurs relatively faster in this intenainpared to lower or higher
temperature regimes. At lower temperatures)dreases probably because the reaction
rate of the involved reactions has decreased, as seen bgtéheanstants temperature
dependence in the improved Arrhenius expression, equ@idin [Turns| 2000].

ki (T) = AT"exp ( Ea ) (3.1)

R, T
At higher temperatures, tlso increases, even though the Arrhenius rate is increased
This is because the reverse reaction rate increases asttitibragn level of CO in-
creases with temperatures.the equilibrium constant X changes with temperature,
as expressed in equation (2.11).
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Figure 3.6:Reduction time,t at varying temperatures.

3.3.2 Species variation

For a series of simulations, the temperature was kept ugeubwhilst the mass frac-
tions of selected species were separately increased. Téeiob was to model that an
amount of a species is added, for example with the second&eytary air, to increase
its mass fraction. The selected species whose mass fracdisnaried was Cl H,O,
H,, Oy, CO,, HO, and OH. The addition of OH and HOs not possible in practice,
but was simulated for comparison. The fraction giCHwas expected to have some
influence on the CO reduction, although the water fractioriresady high, due to the
high moisture content of the fuel. The influence of water &oidé was expected to
increase with temperature due to increasing dissociatiten®H radicals.

The t, reduction time is seen as a function of species addition urdig3.7[ 318 and
[3.9, modelling the species variation in the temperatureeg 1300 K, 1400 K and
1500 K respectively. At 1600 K the picture is almost similathe one at 1500 K. In
the figures, the addition of a specie is varied in the rangetof0026 kg/kg fuel. This
correspond in absolute values from 0 to 0.(§) for a fuel feeding 06.24 (*9)

32



3 CO chemistry and WSR simulations

7.84
7.82
7.80

g 7178

g 1776

& 1774

2

g 172

~
7.70
7.68
7.66

0.000 0.005 0.010 0.015 0.020 0.025 0.030
Species addition (kg/kg fuel)
Figure 3.7:Reduction time,t at varying addition of species at 1300 K. A curve val-

ues show the CO mass fraction values (y-axis) when the addedramithe specie,
specified by curve label, is varied in the interval on the isax

Studying the simulations results in Figlrel3.7, it is see the addition of HO had

a minor influence on the reduction time, while the (acadesuic)ition of OH radicals
had a slightly higher influence. It appears that the adddid#, in smaller amounts has

a positive influence on CO reduction, until approximatelyl@.8g/kg fuel, after which
the positive influence disappeared. The positive effectpaéitlition also disappears
at higher temperatures, as seen in figlre$ 3.8[add 3.9. Agharthe (academic)
addition of HQ had no positive influence at a temperature of 1300 K. At teatpess

of 1400 K and 1500 K, the addition of HOhad almost the same influence as adding
oxygen. This is different from the expectation discusse8entior 3.2 on basis of the
time scales in Figurle 3.4.

At temperatures of 1400 K and 1500 K, it is seen that the langekiction in { was
obtained by adding OH, which is in line with the expectatiomsSection[3.2. The
positive influence of adding water increased slightly wémperature, as did the in-
fluence of oxygen, hydroxide and hydroperoxyl. Performimglar simulations in an
adiabatic reactor resulted in an improved reduction byt water addition. The neg-
ative influence of adding methane and hydrogen were furtr@mqunced however;
probably because they caused the temperature to rise tdoimtiee adiabatic reactor.
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Figure 3.8:Reduction time,t at varying addition of species at 1400 K. A curve val-
ues show the CO mass fraction values (y-axis) when the addedramiothe specie,
specified by curve label, is varied in the interval on the isax

Among the investigated species, only® CO,, CH, and H, are possible in practice
and could be injected for example together with secondatgrtary air.

e Hs is rather unpractical in a biomass furnace because of itsftagimability,
high cost and the difficult storage.

e CH, has a negative influence on the reduction time, even whendsnyg the
temperature rise. If using methane to maintain a flue gasdeatyre of 1500 K
- 1700 K in the furnace, the influence on reduction time coualsisibly be
positive.

e O, has of course a positive influence on the reduction time, ddihg more air
is not wanted due to the formation of NO

e CO, has, not surprisingly, a negative influence.

e H,O is easy to add and is wonderfully cheap(QHhad kinetically a positive
influence on the reduction time, which increased with temafee. This was
expected, because the increasing fraction gD lhcreases the fraction of OH
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Figure 3.9:Reduction time,;t at varying addition of species at 1500 K. A curve val-
ues show the CO mass fraction values (y-axis) when the addedramithe specie,
specified by curve label, is varied in the interval on the isax

radicals due to dissociation for example through the revefsermolecular
reactions like equation _(3.2). As the equilibrium constaranges with
temperature, the level of OH radicals increases with teatpes.

H+OH+M& H,O+M (3.2)

A practical way of adding water is to inject it as steam togethith the secondary air.

3.4 Summary

In this chapter different aspects of the combustion cheynadtthe basis mixture de-
fined in Tabld 2.6 was analysed and described. It was expéwae®H and perhaps
HO, would prove important in the oxidation of CO as well as the terapure.

To study the CO burnout, simulations were carried out withateam of temperature
and selected species. The basis mixture was assumed tangihet mass fraction of
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1% CO was reached after the primary combustion zone. Thenfimigpcombustion
was simulated with separate variation of temperature addiad of the species O,
CGO,, CHy, Oy, OH, HO, and H, and results was compared through their resulting
reduction time t, which is the necessary time to reduce CO level to 100 ppm.

It was found, that the temperature has a major influence o€@durnout, and that
the appropriate temperature regime for CO burnout is fronD14@o 1800 K. The

highest temperatures are not likely to occur in the upper @lathe furnace whilst
combusting high moisture fuel. The challenge is more likelynaintain a appropriate
gas temperature for a increased part of the gas residence.

Studying the influence of the selected species, it was foateiddition of HO has a
positive influence on the speed of burnout. OH has also aiyp®sifluence and HQ
has some positive influence at higher temperatures. How®trand HQ are not
realistic additives. Relative to the influence of varying thmperature the influence
from water addition was smaller, but quite cheap and easyaictice. However, water
addition will cause the temperature to decrease. Althobglatdition of water kinet-
ically favours CO burnout, the temperature loss might havaduerse influence. The
combined effect was not possible to predict from the aboatyars but was studied in
the CFD simulations.
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CFD Simulation overview

This chapter gives an overview of the different CFD simuladicthe differences be-
tween the cases and the expectations to the results. Sevglythe simulation pro-

cedure, which is important in simulations with detailedroigry, is presented. There-
after, the convergence history of the cases is discussed.

4.1 Cases overview

An overview of the four simulation cases is given in Tdblé 4Tlhe standard case
served as a basis of comparison of results for the other caséshe boundary condi-
tions in the standard case were as described in Secfion 2.4.2

Case name  Case characteristics Expectation to results
Standard Settings were as describegdlonditions comparable to a biomass
in Sectio 2.4 furnace.
Ins40 40 n of the furnace wall CO emissions was expected to de-
was insulated crease because of increased gas tem-
perature in
Ins60 60 m of the furnace wall the mean flow.

was insulated

Water injection 0.3%r was injected to- CO emissions was expected either to
gether with the secondarydecrease, due to an increased amount
air in the rows SA and of OH, or to increase because of re-

SA. duced temperature.

Table 4.1:CFD simulation cases and expectations to case results

In the cases Ins40 and Ins60 were 40and 60 M of the furnace wall insulated re-
spectively. The areas insulated is indicated in Figurke #tiese areas were insulated
to maintain an average temperature above 1300 K, as was fapprpriate in the
WSR analysis in Chaptér 3. Studying the average temperattihe istandard case, it
was found that insulation should be placed in the shown dogdke gas to maintain
an appropriate average temperature for a longer time cadgarthe standard case.
As discussed in Chapter 3 the CO reduction is sensitive to thpdeture, and there-
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4 CFD Simulation overview

fore, CO emissions were expected to be decreased. At theiedudreas, the wall
temperature was assumed to be 903 K and the emissivity wis @&

= =

]
Case Ins40 Case Ins60 Insulated wall
9m — 4:7 4:7
gm — 4\7 |
S — Ziﬁ
N v N e

Figure 4.1:Indication of the furnace wall areas that was insulated in thses Ins40
and Ins60.

In the case of water injectiorfn,3’“ggwg‘itrer was injected together with the air in the two

upper rows of secondary air jets, SAnd SA (see Figuré 2]6). From the analysis
in Chaptef B it is seen that a temperature of about 1400 K wamppate for water
injection. The injection point was decided upon the basithefaverage temperatures
in the standard case, and a height of 4.5 meter was found @gea The injection
of water was expected to increase the amount of OH radicdleinegion of tertiary
air injection, which favours CO reduction. However, the wat@s also expected to
decrease the temperature, giving the opposite effect.

The average temperature decreases because the wateed bg#te combustion gas
from its injection temperatur€l, = 543K) to the gas temperatuf&,,; ~ 1400K).
With a mass flow rate of watei,, , the rate of heat energ@w to the water is estimated
in equation[(4.11). The amount of water injected was the sanetae standard case, to
maintain the same stoichiometry. As a rough estimate catiedlin equatiori (412), this
was only expected to decrease the average gas temperataeulnyl 9 K compared to
the standard case.

Qu = [MTyas) = W(Tw)] - 1iv

= {4961 (:—;> — 3013 (:—;ﬂ -0.3-1.15 (k—f)
)

= 670 (KW (4.1)
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. Qu
Ayas
KJ
_ 670 () =19 (K) (4.2)
275 ()13 (%)

However, the local temperature decreases were expectediéoder. A local temper-
ature decrease in the order of 100 K could have a more signifiogact on the CO
burnout.

4.2 Solution procedure

When simulating combustion with detailed chemistry, obtagna solution needed
some care, especially on decreasing the computational as¢he chemistry inte-
gration has excessive computational costs. The proced@ctto obtain a solution is
summarized below.

e Setup case and initialize all values.
e Solve flow field without chemical reactions

e Enable chemical reactions, patch the domain temperatopedy and solve
flow with chemical reactions.

¢ Increase quality of the solution of the chemistry and cargiiterations.

When the case setup was complete and all values were iretialcold flow iterations
(without reactions) were computed. If reactions were ezdblom the beginning, the
solution would diverge. Later on, chemical reactions werabded, and temperature
distribution in the furnace was properly set in order toigmihe combustion. The EDC
time scale constant, see equation (P.14), was initiallfs6t04, as the default value
of 0.4082 could result in divergence in the initial chenyisterations.

As simulation proceeded, the quality of the kinetics inddigin was increased, first by
setting the time scale constant to a value of 0.3082, to eeldr appropriate integra-
tion time. At the early stages, chemistry was only solvecefary 15th flow iteration.
Later, chemistry was solved at every flow iteration. Due ss¢bmplex chemistry, it-
eration time was about 1.5 to 3 minutes per iteration, whevoa §SAT table had been
build up. Building a good ISAT table took about one day of itenas. A new table
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4 CFD Simulation overview

had to be built occasionally, as the simulation progressedhen the time scale con-
stant was changed in order to clear out old values. Detatlseoprocedure to obtain a
solution is given in Appendix Al3.

The convergence of a solution was evaluated based on tetuper&0O mass frac-
tion and residuals. For a solution to be converged the raBd&hould be converged,
i.e.not decrease further. Temperature and CO mass fraction waisomeal in horizon-
tal planes as seen in Figurel4.2. In this and following chraptesults are often given
for horizontal planes in a given height above the grate ohéwertical cross section
in the middle of the furnace as seen in Figure 4.2.

Horizontal
Cross section

Height
above grate

Figure 4.2:Horizontal and vertical planes.

Average values from a cross section can be calculated imradevays in FLUENT.
Here, the average temperature is calculated as the arehtegigverage, whilst av-
erage mass fraction of CO is calculated as the mass weighézdge; see FLUENT
[2006] for definitions.
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4.3 Simulation convergence |

The average temperature was monitored for each iteratiamaorizontal cross section
at heights of 7 or 10 meters. The monitored temperature dhmilconverged for a
solution to be converged. Similarly, the CO mass fraction masitored in a horizon-

tal cross section at 16 meters height and at the outlet, amaddhe converged for a
simulation to be converged.

The flow was, in general, able to converge acceptably. Reyamsiduals, seen in
Figurel4.B, flow valuese(g.velocities, . etc.) was not decreasing further. This was
similar for the residuals in the cases with insulated watlld #ne case with water in-
jection, of which figures can be found in Appenfik B.

le-03
VV\WM — continuity
x-velocity
y-velocity
— z-velocity
le-04 _V\/ energy
. k
epsilon
— do-intensity
le-05

5500 6000 6500 7000 7500 8000 8500 9000
Iterations

Figure 4.3:Residuals history for flow variables for the standard case.

The iteration history of average temperature in horizoortass sections in 7 or 10 me-
ters height is seen in Figure 4.4 for all cases. These shawthtbaverage temperature
in the planes has converged acceptably. Together with Hiduas, this indicates that
the flow has converged acceptably.

However, the simulation encountered problems with fullynargence of the mass
fraction of CO. This is seen from Figure 4.5, showing the tierahistory of average
CO mass fraction in the 16 meter cross section. As seen frorigine, the fluctua-
tions of the CO mass fraction are in the order of 200 ppm. Ths avaroblem as the
CO values were supposed to be compared the cases in between.
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Figure 4.4:lteration history of average temperature in horizontal €scsections at 7
or 10 meters height.
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Figure 4.5:Iteration history of average CO mass fraction in a horizora&lss section
at 16 meters height.

42



4 CFD Simulation overview

In the attempt to obtain convergence, different optionsavieed regarding:

e Under relaxation factors for species and energy.
e EDC time constant.

Discretization schemes.

Decreasing error tolerance on the ISAT table and chemistegration.

Varying the "acceleration factor” (Feature in FLUENT) foo#-chemistry
interaction.

Bjarn Hjertager, who worked together with Bjgrn Magnussen@retbping the EDC
model, was also contacted for advice, see Appendix D.2. Thiza from Hjertager
was to use an upwind scheme on all species equations. Thegen@eonvergence
problems in the numerical solution of the kinetics. The floasvalso converged ac-
ceptably, so it is most liable that the chemistry converggmoblems was caused by
small variations in the flow.

4.3.1 System stiffness

Therefore, the convergence problem of the chemistry wasgty due to the model
combination of flow and chemistry and the nature of that sitma The system of
flow and chemistry is a highly stiff system of differentialuagions. A stiff system
is a system of differential equations whose matrix has egiees of very different
magnitudel[Kreyszig, 2006]. For the chemistry as well astmabination of chemistry
and flow, this happens when the different time scales arergfdiferent magnitude.
The chemical timescales vary by several orders of magnitlide smallest time scales
are typically found in reactions with radicals, for examble OH reaction in Figurie 3.4
with a timescale in the order of,,.,, = 107°. Some time scales of the turbulenge
are much larger. For example, a large recirculation coule lzatimescale of say 1 s.
The condition of the system is well expressed by the ratioveen these timescales,
named the Damkdhler number, as seen in equdiioh (4.3) [i;@1e6].

Tt 1s
Tchem 10~ 5 S

Da = =10° (4.3)

The very high Damkdéhler numbéiDa >> 1) indicate that the chemistry is much
faster than the flow, and that the system is very stiff. Whenisgla stiff system
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numerically, an implicit method, for example the backwandde method, is to be
preferred |[Kreyszig, 2006]. Using a pressure-based satvELUENT it is possible
to solve the flow implicitly, but the species and energy eguat have to be solved
segregated from the flow. In this case, this implied convesgdifficulties, for the
combined solution of flow and chemistry. Perhaps better e@mance could have been
achieved using the implicit density based solver, whereggnand species is solved
implicitly simultaneously with the flow [FLUENT, 2006]. Theensity-based solver
requires more available memory than the pressure basedprsvalues have to be
stored in the memory while solving the implicit equationgr Ehe models described
in this study, about 13 GB of memory was required for the dg+sased solver, which
exceeded the available memory on the system used.

4.3.2 Further efforts to obtain convergence

The fluctuations in the CO mass fraction did not have majorizagpbns on the flow.

The fluctuations in the CO were in the order of 200 ppm. Considdhe heat energy
in 200 ppm, it would not affect the flow significantly whethewias combusted or not.
This can be seen from the estimate in equafion (4.4), of @ a&the heat energy in
200 ppm CO to the heat release from the fuel in total.

200-107-27.5 (¥9) - 10.1 (w

yCOmgasLHVC’O o g

Q fuel N 50 (MW)

) = 0.00011 (4.4)

As seen from equation (4.4), the heat energy in 200 ppm COgqwnels to only 0.1%
of the fuel heat release. Therefore, the impact of the fluicma in CO mass fraction
on the flow was most likely not at all significant.

To obtain a better convergence of the chemistry, when the Waw converged, the
flow equations were disabled for the solutioe.the flow field was held constant) and
the chemistry and energy were solved until convergences Was done for all the
simulations. This method is also proposed in the FLUENT raafftLUENT, 2006].
After chemistry and energy convergence, the flow equatibosld be enabled again,
to let the flow finally settle down. This was not done becauseoilld have required
one to two additional weeks of iterations.
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4.4 Simulation convergence Il

Keeping the flow field constant for the last 3-4000 iteratjdhe chemistry was able
to converge. Residuals history for the standard case is se€igure 4.6, where the
residuals for selected species are seen. Residuals histaityef three other cases are
found in AppendiXZBB. The convergence of species residualsaeceptably. The

1e-02 1
] — energy
— do-intensity
1e-03 - oh
] —h2o0
ch4
—co
le-04 -
1e-05 -
le-06 T . . . . . . . . :
12000 13000 14000 15000 16000 17000

Iterations

Figure 4.6:lteration history of average temperature in horizontal €scsections at 7
or 10 meters height.

iteration history of average temperatures is seen in Figutéor all four cases. For all
simulations the average temperature was almost constatiiddast 2000 iterations,
and was considered to be converged. Note that the tempetaiory of Ins60 has
some fluctuations at about 14000 iterations. All other casae continued from the
standard case. In case Ins60 the flame position is sligHtgreint from the other case
(as will be shown in Section 7). This possibly explains thetflations, as this were
the iterations where the flame position changed.
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Figure 4.7:Iteration history of cross sectional average temperature.
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Figure 4.8:Iteration history of average CO mass fraction in a horizordi&ss section
at 16 meters height.

The average mass fraction of CO was also constant for the 2Q@0O iteration in all
cases, and were considered to be converged. This is seerdomahorizontal cross
section in Figuré 418 and for the outlet in Figlrel4.9.
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Figure 4.9:Iteration history of average CO mass fraction at the outlet.

4.5 Summary

Despite convergence difficulties, all simulations wereeptably converged, with the
average CO mass fraction at the outlet being constant fort&fi0 iterations. In
cross sections inside the furnace, average temperatude€@mmass fractions were
monitored, and these were constant for the last 2000 ibersiti

To obtain convergence of the chemistry and energy, the flaht@ulence equations
were disabled for the latter iterations. If further time Hkn available for the study,
these should have been enabled again after chemistry gamas to get a final so-
lution. However, the present results are considered agbielin showing the right
tendencies. The quantitative results could however batyfidifferent in a final solu-
tion.

Chapter§ 5,17 arid 6 are concerned with the CFD simulation sestdremost, results
from the standard case are presented. The results in a pivtwee are discussed and
compared to the expectations. The general resutf$lame position, ignition front
and flow pattern, do not differ much between the differenesasTherefore, these
are mostly presented for the standard case, unless signitidéerences exist. Sub-
sequently, the results from the cases with insulated wedlgpeesented and discussed
in comparison with the standard case. Lastly, the resutts fthe case with water
injection is presented and discussed.
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Standard case results

In the standard case, all boundary conditions were set asibed in Sectiofi 2]4. In
this section the results are discussed in general with degarow they differ from, or
are similar to what was expected.

5.1 General results

As mentioned in Sectidn 2.4 the temperature right above tifie gvas expected to be
rather low, but the condition in the upper furnace, whichfiswr primary concern, was
expected to be comparable to a general biomass furnace.rd$® sectional average
temperature as a function of height above the grate is sdeigime[5.1. As expected,
the bottom region was rather cold until the gas was ignitediatvo meters above the
grate.

T (K)
1700 5o

1500 -\

1300 Lo TS
| | | | I f —
oo/

900 | fiooooo o == Stndad

00 L[

500 ;
0 2 4 6 8 10 12 14 16 18 20
Height (m)

Figure 5.1:Cross sectional average temperature in the furnace.

Contours plot of temperature and logarithmig i@ass fraction in a vertical cross sec-
tion is seen in Figures 5.2 ahd b.3 respectively. As seéndrhe temperature was
generally higher in the front part of the furnace.
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y02
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Figure 5.2: Temperature in verti- Figure 5.3: Mass fraction of @
cal cross section. in vertical cross section. Logarith-
mic scale.

As described in Sectidn 2.4.2, 40% of the secondary air wjasted from the front
wall, while 60% was injected from the rear wall. The combustproducts from the
grate entered uniformly distributed over the grate areaerdfore, the rear part of
the furnace was generally more oxygen rich than the frortt parseen in Figuiie 8.3.
Because of this, the volatiles were combusted relativelydhapn the rear part, but
more slowly in the front part. Also, combustion productsirthe grate was pushed to
the front part of the furnace as seen in Figuré 5.4, by thetgrealume of secondary
air injected from the rear wall. As more volatiles are contedsn the front part,
the temperature is also higher in this region. In contrasttentold air was injected
into the rear part, and consequently the temperature irregisn is relatively lower.
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This results also in an oxygen deficit zone along the front iwahe upper part of the
furnace, as indicated in Figure 5.3.

t residence ()
20.6
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17.5
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7.2
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4.1
3.1
2.1
1.0

0.0 \l\\l {.'/l/f

Figure 5.4:Path lines of gas released from the grate, coloured by residd¢ime.

As seen in FigurE5l4, a large vertical recirculation zons feamed in the rear part
of the furnace, resulting in a larger residence time for thgig this region. Gas from
the front part of the furnace had residence times of apprateip 3 to 6 seconds,
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5 Standard case results

whilst gas from the recirculation zone had a residence tife@proximately 12 to 20
seconds.

The low mass fraction of oxygen, and the short residence itintige front part of the
furnace, resulted in high CO mass fractions in this regioepnahough the tempera-
ture was quite high. Conversely, the high fraction of oxyged the relatively long
residence time resulted in low CO mass fractions in the redrgbahe furnace. As
seen in Figurehl5, a band of high CO mass fraction was form#ifront part of the
furnace.
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Figure 5.5:Mass fraction of CO in vertical cross section and three hartab cross
sections. Logarithmic scale.
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5 Standard case results

In the upper part of the furnace, the band of CO was most signifin the middle of
the front part, as seen from the 12 m horizontal cross secfiba traces from the band
of CO are also seen in the outlet, in 18.5 meters height, wher€©O mass fractions
in the front side of the outlet are slightly higher than in tkar side and the middle.
Right above the primary combustion zone, at a height of 5 metiee mass fractions
of CO are relatively high in both the front part and the reat pathe furnace as seen
from the 5 m horizontal cross section.

The conditions in the upper furnace were generally compatalthe conditions found
in many biomass furnaces. The temperatures were relatoe)ywhich of course was
due to the high moisture content in the fuel. Bands of CO withatfigctions of this
order, are often found in biomass furnaces, see for exarfplegrler & Obernberger,
2000], [Dong & Blasiak, 2001] and [Yang et al., 2007]. Thesedsts also show a
band of high CO fraction in a band of high temperature. In thag,vthe results in a
general picture were as expected and the conditions in therdprnace comparable
to a biomass furnace. The first two meters are not comparalalgtate fired furnace,
because the temperatures are lower than normally obsefegatperatures right above
the grate are often in the range of 800 K to 1000 K, for exampil@aéasurements by
Lans [1993].

5.2 Jetresolution

An adequate resolution of the secondary and tertiary argset important in order to

model the overall turbulence and flow field as well as the gmtdiin species compo-
sition and temperature. The entrance surface of the aimjete modelled relatively

simple, as they did not extend much outside the furnace, ard anly meshed by

16 faces. However, the effect of the jets in the freeboardheffirnace seemed to be
reasonably modelled. In figures 5.6 5.7, contours oftitglonagnitude and tem-

perature respectively, are seen in a 3 m horizontal crog®seatear a secondary jet
entrance. Note that the effects of nearby jets are seen Imedoundaries of the fig-

ures. The jet seen in the figures is from row;SAs seen from the figure both velocity
and temperature are reasonably resolved around the janestr The velocity profile

is as expected for a free jet, and the gradients in velocityeweasonable resolved.
Similarly, the temperature gradients are reasonablevegol

In the region around the air jet, high mass fractions of OHcald were found, as seen
in Figure[5.9. OH radicals are formed because oxygen froraithere mixed with the
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5 Standard case results

Figure 5.6:Velocity magnitude in Figure 5.7: Temperature in 3 m
3 m horizontal cross section. horizontal cross section.

hot combustion gas. Moreover, it is seen from Fiduré 5.8hludt rates of reduction of
CO are found in this same area (the reduction rate are theiveegéthe creation rate).

This supports the expectation of OH radicals being impaértanthe combustion of

CO also under the combustion conditions in the primary comntrugone in a furnace.

The resolution of the phenomenon of the chemistry arounérjgance which is seen
in Figured 5.B and 59 are well captured by the model.

d[CO]

dt
0.0

1. |
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0.8
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Figure 5.8: Net creation rate of Figure 5.9:Mass fraction of OH in
CO in 3 m horizontal cross sec- 3 m horizontal cross section.
tion.

Due to the jets, local circulation were also formed, as seéigure[5.10, which shows
velocity vectors in a 5 m horizontal cross section (proj@adato the cross section
plane).
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5 Standard case results
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Figure 5.10:Velocity vectors in a 5 m horizontal cross section.

5.3 Summary

Despite of the simplified geometry, many important phenamneof grate fired fur-
naces were well modelled. The entrance region of the secpraiiajets was well
resolved, and local circulations were formed by the jetssasften the case, for an
example see Yin et al. [2008].

The overall flow pattern in the upper furnace was, that a lamggécal recirculation

zones was formed in the rear side of the furnace, causing #aa riow to be pushed
towards the front side. Consequently, more of the combustiok place in the front
part of the furnace, causing a deficit of oxygen in this regibherefore, a band with
high CO mass fractions was formed in the front part of the ufyerace, as is often
the case in biomass furnaces.

In general, the conditions in the furnace were, in severpéets, comparable to a
normal biomass furnace, except for the region right abogegtate. Concerning both
the overall and local flow patterns, the results were realistemperatures were as
expected, and the chemistry was satisfactory solved. Téxage mass fraction of CO
in the outlet was however, not as high as expected.
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5 Standard case results
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Water injection case

In the case with water injection, water was injected togethi¢h air from the two

upper rows of secondary air jets, SAnd SA. O.Bkg;”:itfr was injected, corresponding

to a total injection of 0.35 kg water per second.

6.1 General results

The addition of water did not cause significant changes iratleeage temperature. At
the outlet, the difference in average temperature was 6 kghwh below the expected
19 K but in the same order.

However, the difference in mass fraction of CO was more sicanifi, with a difference

of 112 ppm at the outlet. This corresponds to an increase in @ssrimaction at the

outlet of about 50 % in the case of water compared to the stdrmese. This is also
seen in Figuré6l1, which shows the average CO mass fractitredfvo cases as a
function of height above the grate.

Yeo Injection
10° point
10" — Standard

— Water injection

107

107

10-4 T T T T E T T T T T T T T T T T T T T T 1

Height (m)

Figure 6.1:Horizontal cross sectional average mass fraction of CO asnatfan of
height above grate.
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6 Water injection case

In Figurel6.1 it is seen, that the difference in average CO ifrasson became signif-
icant at the height of the water injection point (4.5 m) adgdated on the figure. This
indicates that the difference in CO mass fraction was caugekedinjection of water
from the upper secondary air jets, Sand SA).

In Figurel6.2 temperature contours are seen for the stamdaeland the water injec-
tion case in the vertical cross section. In the case of wajection, the flame seems to
be broader, and with slightly lower peak temperatures altioyeipper secondary air
jets.
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Figure 6.2:Temperature in vertical cross section.
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6 Water injection case

6.2 Near jetregion

Path lines for the air injected from the two rows of jets,sSa#d SA), is seen in
Figurel6.8 and Figurle 8.4 for the two cases. From the Figu@sued 6.4, a differ-
ence between the two cases in the jet penetration depth eme Beie to the addition
of water, the mass injected from the inlets, &S#nd SA), was increased, causing an
increased jet velocity compared to the standard case. Hrerfigures, it is also seen
that the oxygen in the secondary air are rapidly consumed.

The inlets were inclined P5downward. Therefore, if local temperature decreases
existed, they should be located just below the inlets, inightef about 4.3 to 4.5 m
above the grate.
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Figure 6.3: Standard case: Path Figure 6.4: Water injection case:

lines from secondary air jets A Path lines from secondary air jets

and SA coloured by oxygen mass SA and SA coloured by oxygen
fraction. mass fraction.

SA6 SA / 445m
Q. ... DB ./ 440m
L . 435

4.30 m

Figure 6.5:Location of three horizontal cross sections.

Four horizontal cross section located just below the irde¢ssketched in Figufe 6.5.
In Figurel6.6 the temperature in horizontal the four crostises are seen for both the
standard case and the case with water injection. Studymfjdghre, attention should
be given to the local temperature decreases, which is caygbs SA and SA jets.
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6 Water injection case

Comparing the cross sections located in the same heightsaeis, that stronger tem-
perature decreases were generally present in the case af wjgiction. In the 4.45

m cross section, cold spots are seen in front of the inletoth bases. In the cross
sections 4.30 m and 4.35 m, a greater number of cold spotsareis the case of
water injection. The temperature in the cold spots was alser in the water injection

case, which is most pronounced in the 4.40 m cross section.

These local cold spots were most likely the origin of the @ased mass fractions of
CO in the water injection case. It was however hard to locateesponding spots of
poor CO reduction. In Figufe 8.7 three of the planes from F&gub are seen, coloured
by net creation rate of CO. CO reduction spots. iegative values) are located in the
region between oxygen rich air jets and hot combustion gagngaang the cross
sections, no significant differences are seen.
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6 Water injection case
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Figure 6.6:Temperature in horizontal cross sections.
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6 Water injection case
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Figure 6.7:Net creation rate of CO in horizontal cross sections.

The average rate of reduction of CO differ most significarmbnf approximately 4.5

to 6 meters height as could be seen by studying Figufe 6.1h€as/erage net creation
rate of CO are proportional to the curve gradient). Above tihets, in a height of 5.5

m, the differences in CO creation rates were more significasean from comparing
the cross sections in Figure 6.8.
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6 Water injection case
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Figure 6.8:Net creation rate of CO in a 5.5 m horizontal cross sections.

The level of turbulence are also important for the reductate of CO. When solv-
ing chemistry with the EDC, both the turbulent kinetic eneagyl its dissipation rate
influence the calculation of the species source term, asileddn Section 2.3]1. In-
creasingk decrease the species source term, while increasingrease the source
term. Studying the equations one would find, thaffect the source term is strongest.
The eddy dissipation rate for the 5.5 m horizontal cross@eé$ seen in Figure 6.9.
The eddy dissipation rate is clearly increased in the casatdr injection. Therefore,
the differences in the turbulence were most likely not theseaof the decreased CO
reduction rate.
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6 Water injection case

Y
i €
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Figure 6.9:Eddy dissipation rate in a 5.5 m horizontal cross section.

6.3 Summary

The injection of steam together with the secondary air inugyger rows of secondary
air jets was modelled. The addition of steam did not causgrafgiant decrease in
the cross sectional average temperature. Still, the reatuot CO was inhibited ex-
actly from the water injection point. The average CO masdifraat the outlet was
increased by 50% compared to the standard case.

Local "cold spots™, where the temperature was largely daseel, was observed near
the injection point. This caused possibly the inhibited @@ reduction, although no
corresponding spots with significantly reduced rate of COibut were observed.
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Insulated walls cases

In the two cases where parts of the furnace wall were insilil&tereased temperature
were, of course, expected in this region of the furnace. Tbalated sections were
both warmer and had a lower emissivity than the standardsysathich reduces the
radiative and convective heat transfer.

7.1 General results

In Figure[Z.1 the average temperature is seen for the stdnoeae, case Ins40 and case
Ins60.
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1100 4
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— Ins40
700 4 Ins60
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0 2 4 6 8 10 12 14 16 18 20

Height (m)

Figure 7.1:Average temperature (K) as a function of furnace height (m).

The effect of the insulation is seen in the average temperaliptice that the average
temperatures in case Ins60 are different at a height of gbmdters. The temperature
differences in the region of insulation are more easily sed¢hgure[7.2.
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7 Insulated walls cases
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Figure 7.2:Average temperature (K) as a function of furnace height (m).

As seen from the figure, increased average temperature upihesr furnace were ob-
tained in both cases.

e In case Ins40, the walls were insulated from 5 to 7 metershheighich
resulted in a temperature increase in the order of 70 K ingg®n from 5 to
10 meters height.

e In case Ins60, the insulation area was from 6 to 9 meters hdigthis case the
temperature increase was in the order of 50 K in the regian B8do 14 meters
height.

The average temperature increase was highest in case lesé0de the insulation
was placed near the high temperature region in the furnaceth®other hand, the
temperature increased only for about 5 meters. In case |tis&hsulation was placed
higher in the furnace. The insulation area was larger aneftbie the temperature was
increased for a larger region of the furnace. This refle@®Kpectations to the results.
The temperature differences between the cases could alszdgnized in Figure 7.3
if studying the figure with attention. What is more clear, iattthe flame position
in the lower furnace in case Ins60 is different from the otteses as marked by the
arrow.
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7 Insulated walls cases

T (K)

Standard Ins40 Ins60

Figure 7.3:Temperature in vertical cross sections.

The increased temperature was expected to improve the C@uiurifihe cross sec-
tional average mass fraction of CO is seen in Fifure 7.4 fosthedard case and the
cases with insulation. For case Ins40, the average mag®frasf CO was slightly
higher, compared to the standard case, but decreasesyrapttle upper two meters
of the furnace and is slightly lower at the outlet.

Concerning case Ins60, the reduction of CO was improved froeighhof 6 meters,
which was the starting point of the insulation. However, dlerage temperature was
increased, compared to the standard case, from a height etéysn This could indi-
cate, that not only the average temperature, but also thenadletemperature are was
important.
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7 Insulated walls cases

At the outlet, the average mass fraction of CO in the gas exitie furnace were as
given in Tablé_71.

Case Mass fraction (ppm) Improvement compared to
standard case (%)

Standard 231 -

Ins40 213 8

Ins60 155 33

Table 7.1:Mass-weighted average mass fraction of CO in outlet.

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, —— Standard
——Ins40
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Figure 7.4:Average CO mass fraction as a function of height. Logarithsnaled.

7.2 Thermal boundary layer

One thing to note is, that the CO level in the standard case alasvely low, but
also that the difference between the standard case andshlated cases was small.
However, AET have experienced a more significant differempeactice [AET, 2009].
The reason for this could be that the phenomenon that canedsgh CO levels in
practice was not well captured by the model. One explanatiahd be that the high
CO levels in practice is not in the mean flow but is created inttieemal boundary
layer near the cold walls. In this case the grid resoluticar tiee walls was too crude
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7 Insulated walls cases

to capture the chemical effect of the cold walls. In Fidufgthe temperature contour
in a corner of a horizontal cross section in 12 m height is se&s seen from the
figure, the resolution of the temperature gradient near théswas acceptable, and
the resolution was sufficient for the walls effect on the miéan. However, the EDC
model models the chemistry based on a fine scale temperatuich is based on
the cell values and does not take into account the gradidrdsntour of the fine scale
temperature is seen in Figurel7.6 for the same plane as F{diire
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Figure 7.5:Temperature?C) con- Figure 7.6:Fine scale temperature
tour of a corner of a horizontal (°C) contour of a corner of a hori-
cross section in 12 m height. zontal cross section in 12 m height.

This suggests that the high CO levels when combusting wetfeatiue to convective
interaction with the cold walls rather than due to a low terapge in the mean flow.
This phenomenon was not modelled well by the model used.rii@ans that to capture
the phenomenon causing high CO levels in CFD simulations, ladeigolution mesh
near the walls boundaries is important. Moreover, if thengineenon of convection
with walls cause the high CO emissions, the chemistry need® tmodelled by a
method like the EDC model, where temperature influencesitiedigs.

7.3 Summary

The effect of insulating the walls was clearly seen in thessrgectional average tem-
perature in the furnace. A reduced mass fraction of CO at thletovas observed in
both cases. In case Ins40, the reduction was not signifidantase Ins60, the CO
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7 Insulated walls cases

mass fraction at the outlet was decreased by 33% comparéeé &tdandard case. In
this case, it was clear, that the reduction in outlet CO foactvas caused by the insula-
tion. Perhaps the CO reduction was not only due to an incremsgdge temperature,
but also due to local phenomenon near the walls.

In practice, the CO reductions obtained by insulating fuenaalls are more significant
than found in these cases. The near wall convective coolinigeogas was not well
captured by the model used. This was probably the reasoth&irthe outlet fraction
of CO in the standard case was not as high as is often obsergethd=same reason,
the CO reduction obtained by insulating the walls was notgsfstant as experienced
in practice [AET, 2009].
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Conclusion

In this study, CO burnout in biomass furnaces was investigdt®ugh several numer-
ically based studies. The kinetics of the combustion weundist with an extensive
parameter variation and four CFD simulations with detailbdmical kinetics were
carried out.

In the study of the combustion kinetics it was found that terapure plays an important
role in the burnout of carbon monoxide. For improved CO reidacthe temperatures
in the upper furnace should be maintained above 1300 K fan@eased part of the to-
tal residence time. At temperature temperatures belowtdl#f0 K the CO reduction
process was significantly inhibited.

Extensive variation of species composition showed thasicemning the kinetics only,
addition of water had a positive influence on CO reduction. &ffect was, however,
not as significant as the influence of temperature.

The CFD simulations of a simplified furnace exhibited ovecalhditions comparable
to normal biomass furnaces. Overall flow and temperatute etwere well captured
by the model, and results were realistic. The resolutiorhefdffects of air jets was
excellent regarding both chemistry and flow patterns.

Average values at the furnace outlet are summarized in Bablr all four simulation
cases.

Case Mass fraction (ppm) Outlet temperature (K)
Standard 231 1250
Water injection 343 1244
40 n¥ insulated 213 1289
60 n? insulated 155 1264

Table 8.1:Average values at furnace outlet.

In the case where water was injected the outlet mass fracti@Q®O was increased by
50 %. This originated from local spots of low temperaturassea by the presence of
water. Although the amount of OH radicals was significamigreased by the water
injection, cold spots inhibited the CO burnout.
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8 Conclusion

The two cases where areas of the furnace wall was insulate&n@€kions were re-
duced. The reductions were most significant in the case ws@m¥ (19%) of the
wall was insulated. Due to the insulation, the cross seatiaverage temperature was
increased. The improved CO burnout was a consequence ofdieaged mean tem-
perature. In practice differences that are more signifiea@tobserved by insulating
the walls.

The practical phenomenon, which was not well resolved byrtbdel used, was con-
vection in the thermal boundary layer. Convective heat feargetween the gas and the
cold wall could create cold regions with poor CO burnout. Boiee this phenomenon
an improved resolution of the wall boundary layers wouldehbgen necessary. To re-
solve the phenomenon, finite rate chemistry have to be imgiéea, for example by
using the EDC model. This should be considered in numericadats of biomass
furnaces, where estimation of the CO emissions is desired.

In general, the effects of different temperatures, thetmeaf radicals etc. was very
satisfactory modelled using a detailed kinetic mechanisth thie EDC, features that
cannot be resolved with and Eddy Break Up model or similarngysne Eddy Dissi-

pation Concept, extensive information on the chemistry waained. However, the
simulations were computationally expensive. In numestadiies of full biomass fur-
naces, it would be convenient to identify amenable reducechamisms with about 20
reactions. Implementing a reduced mechanism with EDC medetter results than
the widely used choice of EBU or similar models with regar€ emissions.
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CFD setup

A.1 Meshing details

Through this appendix further meshing details is given od gsed in the CFD sim-
ulations. All parts of the grid is structured and meshed \mgtxahedronal cells. In
FigurelA.1 the grid at and around the tertiary air inlets isrseThese are meshed by
only 9 faces to keep down the number of cells and avoid biggéam cell sizes.
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Figure A.1:Mesh on left wall with tertiary air inlets.

The grid on the rear side of the lower furnace is seen in FiguZe showing the grid

around the secondary air inlets an the backside of the farnglost inlets is meshed
by 16 faces to give an acceptable resolution. A further imgnoent of the inlets had
been to model the last one meter of the inlet pipes beforgirgido let the velocity

profile develop. However, for simplicity the pipes are aleotangular, while they are
normally circular. Modelling of the last one meter pipe befentering, would only be
beneficial if the pipe shape was not simplified.
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Figure A.2:Meshed on rear wall with secondary air inlets.

A.2 FLUENT settings

In the following the standard case setup in the CFD simulatiofrfLUENT is summa-
rized. The general and most important settings is discussBdctiof 2.4.2. Here, all

relevant settings are summarized in a number of tables, swizing turbulence set-
tings Tabld A.2, radiation settings Table A.3, speciesspant settings Table’A.4 and

boundary settings Section A.2.1 and solution proceduressribed in Section Al3

Choice
Pressure based
Implicit
Steady

Dormulation

Solver
Time

Option

Table A.1:Solver settings.
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A CFD setup

Option Choice

Turbulence model Realizable— ¢
Near wall treatment Standard wall function
Other options Default

Table A.2:Turbulence settings.

Option Choice

Radiation model Discrete Ordinates (DO)
DOl/energy coupling none

Solar radiation none

Gas emmision model Gray radiation

Table A.3:Radiation settings.

Option Choice

Species model Species transport and reaction
Turbulence-Chemistry interaction Eddy dissipation Con¢EptC)
Volume fraction constant 2.1377 (default)

Time scale constant 0.4082 (0.05 in initial solutions)
Reactions \Volumetric

Chemistry Heterogenous

Kinetic mechanism GRI-1.2

Table A.4:Species transport and chemistry settings.

A.2.1 Boundary and operating conditions

Gravity was enabled, with a gravitaional acceleratiof.st (g)

Option Choice

Inlet type Mass flow inlet

Mass flow rate 14.73 kgls

Turbulence (intensity/lengthscale) 5% /50 mm
Temperature 523K

Radiative emmisivity 0.0

Species composition Basis mixture Tablg 2.5

Table A.5:Grate boundary setttings.
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Option Choice

Inlet type Mass flow inlet

Mass flow rates Given in Table 2.8

Turbulence intensity (hydraulic diameter) 10%

Temperature 543 K

Radiative emmisivity 0.0

Species composition (by mass) 2:Q23.14%, N: 76.76%, Ar: 0.1%

Table A.6:SA+TA inlets boundary setttings.

Option Choice

Outlet type Outflow
Radiative emmisivity 0.0

Table A.7:Outlet boundary setttings.

Wall section Temperature (K) Emmisivity Roughness height (rm)
Side walls 603 0.6 5

Walls in topsection 603 0.0 5

(16-18.5 m)

Insulated walls 903 0.3 5

Table A.8:Wall boundary settings. Roughness height based on Normdn[2087]

A.3 CFD Solution procedure

Obtaining a solution of a combustion simulation with detdichemistry requires some
care. Firstly, the initially iterations need to be perfochwithout chemical reactions,
otherwise divergence will probably be the result. About g@€ations is in this case
enough for the mean flow to develop. Secondly, the settinggrdéng chemistry inte-

gration is important.

Integration of the chemistry is computationally expensivet the use of the ISAT
algorithm decreases the integration time by several ordemagnitude (i.e. 10 -
100 fold reduction in time) compared to direct integratidritee ODE system. The
ISAT algorithm maps the result of the direct integration®tigh the initial iterations
in a ISAT table. Using mapping gradients and interpolatibtable values, the result
in later iterations is found as a query in the table, if theiahiconditions agree to a
specified tolerance. In this way, most direct integratianavioided and replaced by
queries[FLUENT, 2006]. Iteration time, even when usingI®AT algorithm, varied
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A CFD setup

from 2 to 45 minutes per iteration depending on the specifieat éolerance and the
allowable table size. The bigger the table, the better padioce, so the computer
memory was the limiting factor.

Through most iterations, chemistry iteration is only regdifor every 10th flow itera-
tion. However, in the latter phases of the simulation, clstyiteration is required for
every flow iteration. The steps of the solution procedurelpyase seen below.

e Simulation conditions was set, and all variables initiedizvith appropiate
values. Underrelaxation factors was set as given in Tal¥e A.

e Cold flow iterations were carried out until the flow began tovage
(500-1000 iterations)

e \olumetric reactions was enabled, with one chemistry iiengper every 10
flow iteration. The time scale constant was sef'to= 0.04. About 300
iterations were carried out.

e The time scale constant was increased’to= 0.3082 which give a sufficient
integration time in the present case. Several thousarsatites was carried out
until no progress was observed.

e Chemistry iteration frequency was set to solve the chemistrgvery flow
iteration. Iterations were carried out until no further gmess is observed
(several thousand).

e Flow and turbulence field equations were disabledhe flow and turbulence

field were held constant. Chemistry was solved until convesge

If more time had been available, the appropriate proceduredntinuing had been
[FLUENT, 2006]:

e After chemistry convergence, enable flow and turbulencagu, to let the
flow finaly setle down.

e Decrease ISAT error tolerance from the default0—2 to 3 - 10~%. Increase
allowable ISAT table size if possible. Iterate to convegers reached.

e Decrease ISAT error tolerance further if necessary andtédgo convergence.
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These three steps was however NOT used, due to lack of time.

Simulation time with the used procedure was about 1.7-3 tegper iteration on a 3
x 3 GHz Linux cluster, when a good ISAT table has been buildbditd a good ISAT
table, some hundred iterations with chemistry were neeflsdhe table was not build
yet, this took a couple of days. For iterations without chetngiiteration time were
about 0.6 minutes per iteration. The number of necessagtiid@s could probably be
reduced with more efficient use. However no better guidshmas found searching the
FLUENT manual [FLUENT), 2006] or the well known online CFD fonyCED Online
[2009].

Parameter Factor

Pressure 0.8
Density 1.0
Body forces 1.0
Momentum 0.3
k 0.3
€ 0.3
It 0.7
Species 0.5
Energy 0.7
Radiation 0.8

Table A.9:Underrelaxation factors.
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Residuals histories

The iteration history of scaled residuals is seen in Figidskto[B.6. In Figuré B,
Figure[B.2 and Figure Bl1 residuals are seen for the iterabef@re flow equations
were disabled. The big peak in residuals occuring in alklugEses, are the point where
the outlet type was changed from pressure outlet to outflaws Was done because
backflow was encountered in about 30 faces (out of 2000) aiutiet boundary.

In Figure[B.4, Figur€ Bl5 and Figure B.6, residuals are seerhboitérations after the
flow equations had been disabled.

le-01
] — continuity
x-velocity
y-velocity
— z-velocity
energy
—k

epsilon
le-03 _M/f\m — do-intensity
- __w

1 e-OS T T T T T T T T T 1
7000 8000 9000 10000 11000 12000
Iterations

1e-02 -

Figure B.1:History of scaled residuals for flow variables, case with watgction.
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Figure B.2:History of scaled residuals for flow variables, case Ins40.
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Figure B.3:History of scaled residuals for flow variables, case Ins60.
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Figure B.4:History of scaled residuals for flow variables, case with waiggction.

After flow equations were disabled.
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Figure B.5: History of scaled residuals for flow variables,

equations were disabled.
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B Residuals histories
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Figure B.6: History of scaled residuals for flow variables, case Ins6dteAflow
equations were disabled.
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Theory

This appendix contain fundamental theory on the som toglesant to the report. In
Section_C.Il fundamental theory on turbulence is descriteg@rding N-S equations,
RANS approach and the realizaldle model.

C.1 Turbulence and Realizable k-e model

As described in Section_2.4.2 Navier-Stokes equations dfamocould be derived
from Newtons second law, referinglto Schlichting [1979] details on the derivaiton.
Navier-Stokes equations for incompressibel flow of a Nevaofluid is seen in Equa-
tions[C.1 td CB [Schlichting, 1979].

a(pu) | op | (0w  Pu O
] : __9p A
r-momentum ot + le(puU) or + (8%2 + 8y2 + 822> (C )

. : _Op Pu  *u  Ou
y-momentum: o1 + div(puu) = ~ + (8:52 + oy + 822> (C.2)

~9(pu) _Op Pu  Pu  Pu
z-momentum: o div(puu) = oz T \a2 T Iy + 9. (C.3)

The Navier-Stokes equations form a set of three coupledaPBitferential Equations
(PDE’s). As is the nature of many PDE’s, Naver-Stokes equnatare only analytical
solvable for distinct cases, e.g. Couette flow, see Schiighfi979] for further details.
Direct numerical solution of is very computational expgasidifferent approaches
have been developed to make the equations tractable. A wanynon and widely
used approach is the Reynold Average Navier-Stokes (RANS).RANS approach
assumes the instantaneous velocity to be described by d@lowe@omponent), and
a fluctuating component, as seen in vectornotation in equation (C.4).

u=U+u (C.4)

The timeaveraging of the instantaneous velocity imply atloinal stresses (Reynold
stresses) appearing in the RANS momentum equation, whigeisfer x-momentum
in equation[(C.b) (compressible flow).

a(pU)
ot

N ) R d(pu?) o(pu'v) O(pu'w
+ div(pU0) = 5 + div(uV D) + —(gz)— %%“)— %;w) (C.5)
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C Theory

Different models is available for modelling this extra sg¢erm, among which thee
[Launder & Spalding, 1974] model is well known. The model defines the turbulent
kinetic energyk, see equatior_(C.6) and its dissipation rgtsee equatiorl (C.7) to
calculate the turbulent viscosity; in equation[(C.B). This is used in the Boussinesq
relationship to determine the Reynold stress terms’2, —pu'v’ and—pu'w’.

11— -
k :§(u'2 + 02 +w'?) (C.6)
€ =2Us;; - 5 (C.7)
k2
e =pCp— (C.8)

One of the major improvements in the realizabkie model is a new expression 6f,
connecting it to the mean flow instead of being constant dsisase in the standard
k-e model, thus making it applyable to a wider range of flows.
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D.1 Uwe Schnell

The following contain the coorespondance between the aditthris report and Prof.
Dr.-Ing Uwe Schnell

Stellvertreter des Institutsdirektors und

Leiter der Abteilung Feuerungs- und Dampferzeugersinanat

Institut fur Verfahrenstechnik und Dampfkesselwesen

in Stuttgard.

Fra: Uwe Schnell [mailto:Uwe.Schnell@ivd.uni-stuttgart.de]
Sendt: 2. april 2009 15:59

Til: "'Thomas Meldgaard’

Emne: AW: Literature recommendations?

Dear Mr. Meldgaard,

unfortunately, | cannot recommend any literature sourcgoln. | asked several of
my colleagues dealing with wood/biomass combustion, buenaf them could tell
me anything about injection of agents for the generation ldfr@dicals, and by thus,
enhancing CO oxidation.

Hope you will find any other sources.

Wish you good luck with your master thesis, and please giveaggrds to Tom Con-
dra!

Best wishes, Uwe Schnell.
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Von: Thomas Meldgaard [mailto:meldgaard.thomas@gmail.com]
Gesendet:Dienstag, 31. Marz 2009 10:37

An: Uwe Schnell

Cc: 'Thomas Condra’

Betreff: Literature recommendations?

Dear Uwe Schnell

| am a master student at Aalborg University writing to youhallest regards from my
supervisors, prof. Tom Condra and prof. Lasse Rosendahl.

I am working at my master thesis in the subject of CO reductidbiomass furnaces,
and was recommended to contact you by Tom Condra. | know yohtrogbusy, but
| would be very grateful if you would spend some minutes on me.

I my master thesis | am investigating reduction of the CO lévddiomass furnaces
fired with very wet fuel, where CO is often a problem. | am noking at mixing, but
at controlling the furnace temperature to reduce CO, andgpsrto inject methane or
other species to produce OH radicals. | am investigatingptbelem using Cantera
and CFD simulations with detailed chemistry.

| was thinking, that perhaps, you could recommend someaatditerature regarding
CO reduction by controlling the temperature or by injectipg@es? Both English and
German literature are welcome. Thank you very much if youlditake a look on it.

With best regards

Thomas Hartman Meldgaard

Master student

Thermal Energy and Process Engineering
Aalborg University
Meldgaard.thomas@gmail.com
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The following contain the correspondence the autor of thort and Prof. Dr.-Ing
Bjorn Hjertager, who is the co-developer of the EDC model tissdlve the chemistry
in the CFD simulations in this study.

<bjorn.hjertager@uis.no>

12.05.2009 13:26 To <meldgaard.thomas@gmail.com>
cc "Thomas Condra™ <tc@iet.aau.dk>

Subject Re: EDC hjaelp

Hej,

Det sveert at komme med nogle gode /nye forslag til hva du kag. dieg ville foresla
at bruge "upwind diffrecing" pa alle konsentrationsligrénge. Selve ISAT algoritmen
kender jeg ikke noget saelig om. Du kan jo ogsa spgrge Flugntdesk (du har maske
gjort det allerede).

mvh

Bjorn Helge

Professor Bjorn H. Hjertager, Dr.ing.

Head of Department

Dept. of Mathematics and Natural Sciences
University of Stavanger

N-4036 Stavanger

Norway

E-mail: bjorn.hjertager@uis.no
Tel.: +47 51 83 18 07 (direct)
Mob.: +47 467 90 916

Fax:: +47 518317 50
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"Thomas Hartman Meldgaard" <meldgaard.thomas@gmail.com>
12.05.2009 12:59 To <bjorn.hjertager@uis.no>

cc "Thomas Condra™ <tc@iet.aau.dk>

Subject EDC hjaelp

Hej Bjarn

Jeg er kandidatstuderende pa Aalborg universitet og skrieel bedste hilsner fra min
vejleder, Thomas Condra.

Tom haber at det gar godt oppe mellem de norske fjelde :)

Jeg haber du lige har et par minutter til at se pa mit spgrgsmal

Jeg arbejder pa CFD simulering af forbraending i en biomasseké@LUENT med
detaljeret kemi som jeg implementerer vha. EDC modellenleMeér at se pa CO
reduktion ved at variere fyrrums temperaturen.

Kemien er 177 volumetriske reaktioner (GRI 1.2 mekanismapjpirteret fra Chemkin
og det gar langt hen ad vejen godt med at Igse det. Desveertepmaeratur, flow osv.
nogenlunde er konvergeret har kemien sveert ved helt at kgeresifx: Gennemsnitlig
CO i udlgbet fluktuerer tilsyneladende tilfaeldigt mellem 5@076€0 ppm.

For at fa det til at konvergere har jeg pravet en del forsiellForskellige underre-
laxationer justering af EDC "time constant”, forskellig dis#tsering (1st order, 2nd
order, QUICK), og forskellig tolerance pa ISAT tabellen sobdJENT bruger til at
lose kemien. Indtil videre uden held. (og jeg er desveerret sidapresset da jeg
afleverer specialet om tre uger :)

Har du en hurtig ide til hvad jeg ellers kunne prgve, og somkeksinne hjaelpe til
konvergens?

Tom siger: "a quick answer is better than no answer".

Med venlig hilsen
Thomas Meldgaard
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