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Abstract:

The goal of this project is to determine

the e�ect of an imperfect channel esti-

mation on the pre-processing schemes

e�ciency. Pre-processing is an un-

avoidable concern in MIMO transmis-

sion, especially on the pre-processing

techniques investigated: Eigenmode-

transmission, Water-�ling, and Adap-

tive modulation and coding. The im-

pact of noise and Doppler CSI imper-

fection on MIMO systems are investi-

gated using mathematical models and

computer simulations. The results are

showing that the quality of the esti-

mation channel is crucial for multi-

antenna systems.
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Chapter 1
Introduction

Current wireless systems operate with a centralized structure: a central ac-
cess point (base station for cellular wireless systems) communicates informa-
tion to the user located within its coverage area. To do so, they sometimes
use information acquired from the users. This information takes on many
forms and is commonly referred to as channel state information (CSI). CSI
relates to the quality of the channel, e.g. the Signal to Noise Ratio (SNR).
However, such a structure has drawbacks: CSI is acquired with a process
that is naturally impaired by noise and this only happens periodically so it is
not always up to date because of user mobility. The purpose of our project
is to investigate how detrimental this noisy and outdated CSI is on the e�-
ciency of pre-processing schemes. Two types of channel estimation error are
investigated: noise during the channel estimation process and the Doppler
e�ect due to receiver mobility.

The project is focused on Multiple-Input Multiple-Output (MIMO) com-
munication systems. MIMO wireless channel promises signi�cant gain per-
formance over that o�ered by the conventional single-antenna systems. Un-
fortunately, for such systems, the CSI is indispensable. The study is based on
three pre-processing schemes : Eigenmode-transmission which is speci�c to
multi-antenna systems and vital for MIMO, and two other techniques called
Adaptive Modulation and Coding (AMC), and Water-�lling. The impact of
the imperfect CSI on pre-processing schemes is evaluated using computer
simulations.



The �rst chapter states our project delimitations where are mentioned the
assumptions we made and the directions we chose. Then, important notions
regarding the signal's propagation, the various communication systems and
CSI and their estimation are reviewed. In a third chapter are present the
pre-processing schemes we used and, lastly, their results as they are tested
with a di�erent knowledge of the CSI in the simulations chapter.
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Chapter 2
Project delimitations

The goal of our project is to show the impact of a misestimated channel on
pre-processing schemes. We had carte blanche concerning the method(s) we
would use to introduce errors. A tremendous amount of systems could have
been studied. However, as our project was limited to a period of six months,
we decided to focus our investigation on what seemed the most interesting
with respect to our basic knowledge. The following sections present and
explain our choices in details.

2.1 System con�guration

The system con�guration is determined by the number of antennas. The
system chosen is a MIMO, a structure composed of multiple antennas at
each transceiver. MIMO drew our attention due to the variety of processing
methods which have been recently developed in this domain, allowing new
communications perspectives, such as increasing the coverage (beamforming),
increase the capacity or improve the link quality.

2.2 Pre-processing

Another aspect making MIMO interesting is the di�erence in the use of pro-
cessing schemes from a Single Input Single Output (SISO) case. Classical
schemes are also used but some more advanced schemes are essential to per-
form multi-antenna transmission. Each application enumerated below uses
a di�erent scheme which unfortunately cannot be simultaneously used with
any other one. Consequently, we have decided to focus our work on a speci�c
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application of MIMO prone to increase the capacity.

One of the technique used to multiplex various streams over several anten-
nas is the Eigenmode-Transmission. As most of the pre-processing schemes,
it requires the knowledge of the channel at the transmitter. In order to
increase the capacity as a function of the SNR, we have also coupled the
Eigen-transmission with a mechanism called AMC. AMC is a pre-processing
technique which uses the measured values of instantaneous SNR of each link
to choose the modulation to use for each stream. Instantaneous SNR is re-
trieved from the channel estimated.

An intelligent way to improve AMC is to use another technique of pre-
processing named Water-�lling. It also uses the SNR measured to decide
how to allocate power over links. More power is allocated to strong links and
if the quality of the link is really poor, there is no power allocated at all.
Water-�lling is really interesting for AMC because it allows to obtain better
SNR and consequently to use higher modulation orders.

As explained before, our goal is to maximize the capacity, but we also
have to take into account the quality of the transmission. To achieve a good
adaptive modulation, a Bit Error Rate (BER) threshold has to be set. In or-
der to respect this threshold, we have decided not to transmit streams below
a certain level of SNR. Indeed, even with the lowest modulation order, we
can not achieve such a low BER for low values of SNR. This non-transmission
can also be considered as a pre-processing.

Thus, the pre-processing techniques used are :

� Eigenmode transmission

� AMC (with no transmission under a certain SNR)

� Water-�lling

12



2.3 Modulation

A large variety of modulations can be used. The main goal of the project is
to study preprocessing schemes; the modulations used are not the main con-
cern. Therefore, PSK (Phase Shift Keying) modulation has been chosen for
convenience. The PSK constellation is uniquely based on phase components,
the amplitude of the signal is not taken into account in the demodulation
decision.

2.4 Fading

The fading model chosen is Rayleigh fading, one of the most common in com-
munications domain. This model represents multipath transmissions without
any Line of Sight (LOS).

2.5 Wideband/Narrowband

A major decision is to de�ne the symbol time, in order to know in which con-
text the transmission is performed, according to the channel properties. For
convenience, the project is not taking into account Inter Symbol Interference
(ISI), thus we assume we are in a Narrowband context. The Wideband and
Narrowband situations are presented in details in Appendix A.1.

13



Chapter 3
Background

This aim of this chapter is to present the telecommunications context of the
project. The context in telecommunications is e�ectively important, since it
determines which model should be chosen to �t reality as good as possible.
Furthermore, knowing the context, some physical aspects can be voluntary
neglected for simpli�cation purposes as presented in the previous chapter.

The topics discussed are the theoretical basis of the project. The �rst
section deals with propagation phenomena. The second section covers SISO
and MIMO communication systems. Finally, the notion of channel state
information and its estimation are introduced.

3.1 Propagation

The propagation channel has a strong in�uence on the communication sys-
tem performance. The knowledge of its properties is fundamental to design
e�cient wireless systems. This section presents the main phenomena in-
volved in electromagnetic propagation and the mathematical representation
for such phenomena. The signal perturbations can be represented in the
spatial, temporal and frequency domain.

In wireless communications, the signal can be represented as an in�nite
number of rays propagating between the emitter and the receiver, using dif-
ferent paths. The receiver sees the signal as the sum of all the contributions
of the multipath components. Each ray is in�uenced by several electromag-
netic perturbations such as re�ection, di�raction and scattering, illustrated
in Figure 3.1.

14



Figure 3.1: Phenomena involved in radio communication multipath

3.1.1 Phenomena involved in radio communication

The wave propagation in a homogeneous medium is described by the plane
wave properties. The electromagnetic phenomena occurring at obstacles, as
well as the speed of the receiver, impact the frequency, the phase and the
strength of signal.

For a plane wave, the received signal can be written as the complex ex-
pression:

y(t) = A.ej(wt−φ(t)) (3.1)

or in baseband notation:

y(t) = A.ejφ(t) (3.2)

where A is the signal amplitude also called envelope, w the angular
frequency and φ(t) the signal phase.

Fading:

The environment of the receiver is not stationary; therefore, the phase
of the received multipath component changes, a�ecting the received ampli-
tude. The signal variation is often described according to two scales, the fast
fading (microscopic fading) and slow fading (or macroscopic fading).
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Doppler spread:

When the receiver is moving, the signal is subject to additional distor-
tions in the frequency domain due to the receiver speed. Those distortions
are called Doppler spread centered in the interval [Fc−Fd, Fc +Fd] where Fc
is the carrier frequency and Fd the maximum Doppler shift.

Delay spread:

The rays arriving at the receiver have followed di�erent paths. Conse-
quently, the propagation times also refer to delays and are related to the
total distance the rays traveled. Those propagation time di�erences generate
channel distortion called delay spread.

3.1.2 Fading

In the wireless context, destructive and constructive additions of multipath
components leads to a gain di�erence at the receiver. Two scales of fading
can be de�ned according to [2]:

Macroscopic fading

Macroscopic fading is caused by shadowing e�ects of buildings or natural
features and determines the local mean of power. The statistical distribution
of the local mean has been studied experimentally. The mean value of this
distribution is in�uenced by the antenna heights, the operating frequency
and the speci�c type of environment. However, it has been observed that
the received power averaged over microscopic fading approaches a normal
distribution when plotted on a logarithmic scale (i.e. in dB) and is called a
log-normal distribution described by the probability density function (PDF)

f(wdB) =
1√
2πσ

e−
(wdB−µ)2

2σ2 (3.3)

In the above equation wdB (in decibel) is a random variable representing
the long term signal power level �uctuation. µ and σ are respectively the
mean and the standard deviation of wdB. µ is equal to the distance dependent
path loss.

16



Microscopic fading

Microscopic fading refers to the rapid �uctuation of the received signal in
space, time and frequency, and is caused by the signal scattering o� objects
between the transmitter and receiver. If we assume that fading is caused by
the superposition of a large number of independent scattered components,
then the in-phase and quadrature components of the received signal can be
assumed to be zero mean Gaussian processes. The envelope of the signal has
a Rayleigh PDF given by:

f(x) =
2x

ω
e
x2

ω u(x) (3.4)

where ω is the average received power and u(x) is the unit step function
de�ned as :

{
u(x) = 1 if x ≥ 0 x ∈ <
u(x) = 0 if x < 0 x ∈ < (3.5)

If there is a direct (possibly LOS) path present between transmitter and
receiver, the signal envelope is no longer Rayleigh and the distribution of
the signal amplitude is Ricean. The Ricean distribution is often de�ned in
terms of the Ricean factor, K, which is the ratio of the power in the mean
component of the channel to the power in the scattered (varying) component.
The Ricean PDF of the envelope of the received signal is given by:

f(x) =
2x(K + 1)

ω
e
−K−((K+1)x2)

ω I0(x)2x

√
K(K + 1)

ω
u(x) (3.6)

where ω is the mean received power as de�ned earlier and I0(x) is the zero
order modi�ed Bessel function of the �rst kind de�ned as :

I0(x) =

∫ 2π

0

e−xcos(θ) dθ (3.7)

In absence of direct path (K=0), the Ricean PDF reduces to the Rayleigh
PDF since I0(x) = 1. There exists more sophisticated fading distributions
such as the Nagami distribution describing fading in high frequency channel.
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3.1.3 Delay spread

In the multipath context, the arrival time of rays rely on the traveled distance
of the electromagnetic wave. Usually, it is very complicated to identify the
main component among all the multipath components. Let us consider an
impulse equal to the symbol duration Ts. If the number of multipath com-
ponents is high, the impulse response at the receiver side is constituted by
a succession of impulses delayed and with di�erent amplitudes. The original
impulse has been spread over a time length that is expressed with σt and is
illustrated in Figure 3.2.The delay spread is usually measured or estimated
using the channel properties.

Figure 3.2: Pictorial representation of the delay spread

When the delay spread σt is negligible compared to the symbol time Ts,
we can consider that all multipath contributions are almost reaching the re-
ceiver at the same moment, in the time slot allocated for the symbol. On the
other hand, when the delay spread is higher, the received multipath com-
ponents arrive during but also after the time slot limit and interfere with
the next symbols. This spreading generates ISI which causes errors at the
demodulation process. To attenuate this unwanted e�ect, pre and post pro-
cessing techniques (discussed in Chapter 4) have been developed.

In Figure 3.2, we can see that the maximum delay spread is linked to the
obstacles position. In most cases, the delay spread is small when environment
obstacles are close to the receiver and high when obstacles are located far
away. However, as explained before, those values have to be compared with
the duration of the symbols.
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3.1.4 Spectral analysis: coherence bandwidth

The in�uence of the delay spread can also be analyzed in frequency domain
using the channel transfer function or the frequency response. The impulse
response is linked to the frequency response by a Fourier transform. If the
impulse response has a small delay spread compared to the symbol time, the
transfer function is approximately constant over the coherence bandwidth of
the considered system. The channel is then labeled frequency �at. Contrar-
ily, if the transfer function contains nulls in the frequency range considered,
the channel is frequency selective. The space between nulls is inversely pro-
portional to the maximum delay spread, as stated in the following expression:

∆Fzero =
1

σt
(3.8)

Figure 3.3 shows the frequency obtained respectively for a delay spread
of 0.1s (distance approx. 30m) and 1s (distance approx. 300m) for 2 paths:

Figure 3.3: Channel response in frequency domain for 2 paths

The frequency range for which the transfer function is slowly varying is
called the coherence bandwidth. All signal components in this range are
a�ected in the same way by the propagation channel. The coherence band-
width is usually de�ned according a frequency range where the correlation is
lower than a certain value. There is not direct relation between the coherence
bandwidth Bc and the delay spread. Nevertheless, those values are linked by
a proportional relation:

Bc ∝
1

σt
(3.9)

If W = 1
Ts

is the band used by the considered signal, the channel is
non-frequency selective when Bc > W .
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3.2 Communication Systems

This section describes SISO and MIMO communication systems and channel
models. In this section, lower case letter are used for functions in the time
domain, whereas upper case letters are used for functions in the frequency
domain. Vectors are written with an arrow, e.g. ~x, and matrices with capital
letters, e.g. H.

3.2.1 SISO

The SISO communication system can be described as a time-variant linear
system, associated to its transfer functions in either time or frequency do-
main.

We use two main functions to model the channel:

� The impulse response function h(t, τ)

� The transfer function H(f, t)

t being the time, τ the delay (with respect to a certain t) and f the fre-
quency.

Impulse response:

Concerning the impulse response [?], the input signal x(t) and output
signal y(t) are linked by a convolution product:

y(t) = h(t, τ)⊗ x(t) + n(t) (3.10)

where n(t) is the noise added at the receiver. This can also be written:

y(t) =

∫ +∞

−∞
h(t, τ).x(t− τ) dτ + n(t) (3.11)

A SISO communication system is represented on Figure 3.4.
The signal is sent from a transmitter (Tx) to a receiver (Rx). The impulse

response of the channel describes the radio channel in the time domain. We
can also express this function in a complex form (since we are dealing with
baseband), introduced when the emitted symbols are represented by delayed
impulses:

20



Figure 3.4: A SISO communication system

h(t, τ) =
∞∑
i=0

ai(t)e
jφi(t)δ(τ − τi) (3.12)

Where ai(t) is the amplitude associated to the delay τi and phase φi.
Generally, this form is used for small-scale signal variations. In this case, the
ai(t) or ai(t)e

jφi(t) coe�cients represent quick signal variations and follow a
Rayleigh or Rice distribution, depending on whether there is a main path or
not between Tx and Rx.

Transfer function:

Regarding the transfer function H(f, t), the channel can also be described
in the frequency domain through the time-variant frequency response. H(f, t)
corresponds to the channel response in frequency when excited at a moment
t by a sinusoidal wave of frequency f . We can link h and H by the Fourier
transform:

h(t, τ) =

∫ +∞

−∞
H(f, t)ej2πfτ df (3.13)

Let Y (f) and X(f) the Fourier transforms of, respectively, y(t) and x(t),
the equation linking received and emitted signals in the frequency domain is:

Y (f) = H(f, t).X(f) +N(f) (3.14)

In the temporal domain:

y(t) =

∫ +∞

−∞
Y (f).ej2πft df
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3.2.2 MIMO

In this section is introduced the MIMO communication system and its as-
sociated equations. Then, some of the various MIMO techniques along with
important notions are presented.

Introduction to MIMO

MIMO techniques introduce the use of multiple antennas at both ends of
the communication system. An application is the combination of signals, at
the transmitter or at the receiver, increasing the robustness of the link when
the channel is undergoing multipath or su�ering from interference. MIMO
uses beam-forming and spatial diversity amongst other methods increasing
e�ectiveness (in terms of SNR, capacity...) over a SISO link.

Based on a communication system using NTx antennas at the transmitter
and NRx antennas at the receiver, the MIMO system can be seen in Figure
3.5.

Pre-

processing

Tx

Channel

 
 

 

 

.  

.

.  

.

Post-

processing

Rx

.  

.

.  

.

  

 

 

 

   
 

Figure 3.5: A MIMO communication system

The general expressions of the input and received signals along with the
ones of the noise and the channel can be given in a matrix or vector form.
Indeed, the signals ~x(t), ~y(t) and the noise ~n(t) are here vectors containing
all the sent signals, received signals and noises. The channel H is a matrix
containing all the links between each Tx and Rx, as:
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~y(t) =



y1(t)
y2(t)
...

yj(t)
...

yNRx(t)


H =


h11 ... h1j ... h1NRx

. . .
... hij

...
. . .

hNTx1 ... hNTxj ... hNTxNRx



~x(t) =



x1(t)
x2(t)
...

xi(t)
...

xNTx(t)


~n(t) =



n1(t)
n2(t)
...

nj(t)
...

nNRx(t)



(3.15)

where xi(t) is the sent signal at the ith antenna, yj(t) the received signal
at the jth antenna. Equation 3.10 then becomes:

~y(t) = H~x(t) + ~n(t) (3.16)

where H is the channel matrix of NTx x NRx dimensions, ~x the input
signal, being the bit stream modulated (and then processed or not), and ~n
the added noise.

In a medium presenting a lot of multipath, the use of various antennas
at both the Tx and the Rx ends introduces several independent channels
that correspond to propagation modes called Eigenmodes. The number of
Eigenmodes corresponds to the rank of the channel matrix, complying to
the constraint rank(H) ≤ min(NTx, NRx). MIMO allows a greater spectral
e�ciency than SISO thanks to the signal processing techniques used, jointly
using temporal and spatial dimensions of the signal.
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MIMO techniques

Di�erent techniques are used depending on the objective (rate increase, ro-
bustness increase) but also on the information we have about the channel.
When the channel is invariant during the processing time in both time and
frequency, the techniques used concern coding schemes and adaptive modu-
lation. Among them, we can mention:

� Spatial multiplexing

� Space-time coding

In addition, when the useful bandwidth of the signal becomes greater than
the coherence bandwidth, the frequency selectivity of the channel introduces
inter-symbol-interference (ISI). Depending on the knowledge of the channel,
various techniques can be used. To name a few:

� MIMO techniques with CSI at the Tx (pre-processing):

� Pre-�ltering

� Power allocation

� Rate allocation

� MIMO techniques without CSI at the Tx:

� Space-time block coding

� Rate adjustment based on long-term average of SNR

These techniques introduce notions regarding diversity, array gain and
multiplexing gain that we are going to explain.

Diversity

Diversity (and more precisely, Microdiversity) is one of the best techniques
to mitigate the e�ects of multipath fading and improve energy e�ciency. In
a SIMO, MISO or MIMO communication system, it is very unlikely that in-
dependent signal paths experience the same deep fades simultaneously. The
idea behind diversity is to send the same bits over these paths. Thus, we
combine them in a way that the fading of the resultant signal is reduced.
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Di�erent types of diversity exist:

� Space diversity: uses multiple transmit or receive antennas where they
are separated in distance.

� Frequency diversity: transmits the same Narrowband signal at di�erent
carrier frequencies, where the carriers are separated by the coherence
bandwidth of the channel.

The performance advantage of a diversity system can be quanti�ed. In-
deed, the increase in SNR (due to diversity) leads to a decrease in error
probability and the resulting advantage in data rate is called diversity gain.
For MIMO systems, we talk about multiplexing gain, as there are multiple
antennas at both the transmitter and the receiver. The average probability
of symbol error for some diversity schemes can be expressed as [3]:

Psavg = c.SNRavg
−Nd (3.17)

where c is a constant that depends on the speci�c modulation and coding
and Nd the diversity order of the system.

The diversity order tells how the slope of the average probability of error as
a function of average SNR changes with diversity and can be derived from
the number of antennas of the system:

Nd = NTx.NRx (3.18)

Array gain

The array gain is de�ned as the increase in the SNR due to the coherent
combining of the diversity signals. This can take place either in an AWGN
channel or a channel su�ering from fading. It is expressed:

Ag =
SNRΣavg

SNRavg

(3.19)

where SNRΣavg is the average combined SNR and SNRavg is the average
SNR of a speci�c branch (that could be seen as a SISO link).

This allows a system with multiple transmit or receive antennas in a
fading channel to achieve better performance than a system without diversity
in an AWGN channel with the same average SNR.
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3.3 Channel State Information and Estimation

Errors

3.3.1 Channel State Information

Channel state information is the information about the current value of H.
At the receiver, the current value of H is necessary, in general to recover
the transmitted data. At the transmitter, the knowledge of the channel can
improve drastically the performance. This knowledge can be: the current
value of channel, the mean value (long term average), the covariance, the
distribution and so on. This type of information is generally referred as
CSI and is usually estimated. Besides, the current value of H is referred
to as short-term CSI, while the high order statistics of H are referred to as
long-term CSI.

3.3.2 Channel estimation

The estimation of the CSI of a channel is sorely perfect. However, CSI at
the Rx is easier to estimate than at the Tx because the Rx can perform
quasi-instantaneous estimation based on signals received. On the contrary,
the Tx needs the information to be fed back to it. The feedback introduces
the problem of delay. Indeed, it is performed periodically, so the information
of the channel may not �t anymore when it is used.
The TDD system uses, in general, the reciprocity properties of the channel,
which means it assumes the channel from the transmitter to the receiver is
approximately the same as the channel from the receiver to the transmitter.
This assumption allows to avoid the use of feedback mechanism.

Estimation techniques

Di�erent approaches are commonly used to estimate a channel :
- Training based
- Blind
- Semi-blind
- Hidden pilot

In the training-based approach, a sequence known to the receiver is
transmitted in the acquisition mode.
In blind approaches, no such sequence is available (or used) and the channel
is estimated based solely on the noisy received signal exploiting the statistical
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and other properties of the information sequence.
Semiblind approaches utilize a combination of training-based and blind ap-
proaches.
In the hidden pilot-based approaches, a periodic (non random) train-
ing sequence is arithmetically added (superimposed) at a low power to the
information sequence at the transmitter before modulation and transmission.

Our project is restricted to the training based approach.

Two kinds of channel state estimations are commonly used:

� Channel statistics:
This estimation begins with the description of the channel on a large
time scale. Here, we predict the most probable behavior.

� Channel instantaneous:
This method describes the channel instantaneous state. Here, we take
into account the short scale fading.

Most of actual commercial systems are often based on channel statistics.
Using the information of instantaneous channel require an higher computa-
tion load due to the swiftness of parameters values.

The Feedback mechanism

In order to understand how the feedback mechanism, used to acquire the
channel at the Tx, introduces error in the estimation, let us consider a clas-
sical communication system.
The Base Station (Tx) transmits a training sequence from each antenna. This
enables the Mobile Station (Rx) to recover all separate impulse responses.
It then usually feeds the information back to the Base Station on a separate
feedback channel.

The Channel instantaneous feedback has drawbacks:

� We have to make sure that the feedback occurs within a time that is
less than the coherence time of the channel.

� The feedback channel decreases the spectral e�ciency of the system.
Indeed, this information is not user data. The performance of the
system gets better with more feedback but a good compromise has to
be found between the feedback resources used and total performance.
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Figure 3.6: Outdated CSI in feedback context

Wireless channels are usually time variant. Feedback implies that the
information received describes an anterior state which might no longer be
realistic. Then, the CSI used to pre-process our signals are intrinsically
outdated. The feedback mechanism is obviously one of the error sources in
the estimation of the channel. The errors depend on how fast the channel
changes.

28



Chapter 4
Eigenmode-based pre-processing

schemes

4.1 Eigenmode Transmission

Eigenmode transmissions de�ne mathematically the channel properties (strength
of links); Eigenmodes are commonly used to perform post or pre-processing
in MIMO situation. They are extracted by a mathematical method named
Singular Value Decomposition (SVD).

Given the linear transformation A~x = y, the non-zero vector ~x is de�ned
as an eigenvector of this transformation if it satis�es the eigenvalues equation

A~x = λ~x

where λ is a scalar de�ned as an eigenvalue associated to the eigenvector ~x.

SVD is a technique usually used in wireless communication to extract
information from a channel. A channel matrix noted H can be decomposed
into a product of 3 matrices as follows:

H = UΛVH (4.1)

U and V are complex unitary matrices with sizes NTx x NTx and NRx

x NRx, respectively. Λ is a NTx x NRx matrix which elements are zeros
except for its main diagonal, which containsmin(NTx, NRx) real non-negative
singular values.

Figure 4.1 represents the MIMO communication system used for the
Eigenmode transmission technique.
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Figure 4.1: MIMO Eigenmode transmission system

In this case, we have 3 di�erent signals, s1, s2, s3, sent by 3 transmitters
to 3 receivers. Each signal is multiplexed and sent to all 3 receivers. In order
to demultiplex the signals at the receiver end, we introduce weights an, bn,
cn (n = 1, 2, 3 the signal's number), respectively the ones processing the �rst
signal, the second signal and the third signal.

The signals sent can then be expressed:
x1 = a1s1 + b1s2 + c1s3

x2 = a2s1 + b2s2 + c2s3

x3 = a3s1 + b3s2 + c3s3

(4.2)

These equations can be put in a matrix form. Thus,x1

x2

x3

 =

a1 b1 c1

a2 b2 c2

a3 b3 c3

 ×
s1

s2

s3

 (4.3)

Let the transmitted weight matrix be W, equation 4.3 becomes:

~x = W~s (4.4)

Now we have introduced weights for each signal, let us write the vector
of signals sent through the channel:

~y = H~x+ ~n (4.5)

Using equation 4.1, this becomes:

~y = UΛVHW~s+ ~n (4.6)

Let W = V. This way, VHW = I, and 4.6 becomes:
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~y = UΛ~s+ ~n (4.7)

On the receiver end, we receive the signals contained in ~Y , i.e. y1, y2,
y3 that we demultiplex with weights en, fn, gn to recover the signals z1, z2, z3.

Combined with weights, the received signals can then be expressed:
z1 = e1y1 + f1y2 + g1y3

z2 = e2y1 + f2y2 + g2y3

z3 = e3y1 + f3y2 + g3y3

(4.8)

These equations can be put in a matrix form. Thus,z1

z2

z3

 =

e1 f1 g1

e2 f2 g2

e3 f3 g3

 ×
y1

y2

y3

 (4.9)

Let the received weights matrix be J, equation 4.9 becomes:

~z = J~y (4.10)

Using 4.6, equation 4.10 becomes:

~z = JUΛ~s+ J~n (4.11)

Let J = UH , 4.11 becomes:

~z = Λ~s+ UH~n (4.12)

In a matrix form:

~z =

λ1 0 0
0 λ2 0
0 0 λ3

 ×
s1

s2

s3

 + ~̃n (4.13)

We simplify this expression:

~z =

λ1s1 + ñ1

λ2s2 + ñ2

λ3s3 + ñ3

 (4.14)

We notice here that only the components of each transmitted signal are
present in each received signal. There is no inter-stream interference. This
is due to the use of weights that guarantees the reception of only the desired
signal at the receiver end.
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Moreover, if we are using the power allocation algorithm (Water-�lling)
discussed in Section 4.3, we can reallocate the powers among the remaining
streams (complying with the BER threshold constraint stated in Section 4.2
on Table 4.1). Also, now we have obtained Λ, we can determine the post-
processing SNR, as:

SNRi =
λ2
kPk
σ2
n

(4.15)

λk and Pk being the eigenvalue and power of the kth link and σ2
n the noise

variance.

Once the post-processing is performed, the expression of the signal can
be written as on equation 4.16 with:

zn(t) = Pkλksn(t) + nn(t) (4.16)

where zn(t), sn(t) and nn(t) are related to the nth signal.
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4.2 Adaptive Modulation and Coding

The concept of AMC is to adjust the modulation and the coding to the
channel characteristics (e.g. path loss, interference... see section 3.1) in order
to improve performance (rate of transmission, BER, spectrum e�ciency...).
There are many parameters on which the adaptation can be performed, such
as data rate, power, coding, error probability. In our case, we only adjusted
the modulation with respect to a certain BER threshold. These systems
require some channel information at the transmitter that can be obtained
through the methods stated in Section 3.3.

The matching of the modulation to the most appropriate one occurs
throughout the whole transmission. The �rst step is to sketch a range of
SNRs that will help us identify the levels of modulation. From a SISO AWGN
channel, we draw the curves of the BER with respect to the SNR. The BER
threshold will determine the SNRs levels at which a higher modulation is
more appropriate to transmit the signal. The goal here is to keep the BER
under the target level (threshold) and maximize the throughput by increas-
ing the order of modulation used to send the signal. Figure 4.2 displays those
ranges:

Figure 4.2: BER versus SNR curves for a SISO AWGN channel

We have decided to set the BER threshold at 10−2, therefore, the ranges
will be as in Table 4.1:
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SNR range(dB) Under 4.3 4.3 to 7.3 7.3 to 12 12 to 17.4
Modulation No signal BPSK QPSK 8PSK

SNR range(dB) 17.4 to 23 23 to 28.6 28.6 and above
Modulation 16PSK 32PSK 64PSK

Table 4.1: Modulation used for AMC with respect to the SNR range for a
BER threshold of 10−2

There is a di�erence between the theoretical and simulated BER. The
theoretical BER is an approximation which is not accurate for low SNR and
high order modulations.

Moreover, the values of the BER for a SNR below 4.3 dB are higher than
10−2. This does not comply with the threshold we have set and therefore, in
this case, we decide not to send any signal. Even though the total throughput
will be substantially lower (0 until 4.3 dB), the BER is above the threshold
set.

Once the AMC thresholds are determined, we calculate the instantaneous
post-processing SNR at the receiver with equation 4.15.

We then compare these instantaneous SNRs with the previously obtained
AMC thresholds. This way, the best modulation order needed to transmit the
signal during this realization is known. If there is no transmission over one
or several streams (SNRinst < 4.3dB) and we are using the power-allocation
algorithm named Water-�lling (discussed in section 4.3), we re-allocate the
powers between the remaining streams. We then need to re-calculate the
instantaneous SNRs (as the number of transmitting streams has changed).
From those new SNRinst comes a new adaptation of the modulation. This
process is repeated until all the streams have a SNRinst > 4.3dB.

The goal here is to always remain under the BER threshold while maxi-
mizing the throughput.

As we mentioned before, AMC can be coupled with a Power-Allocation
technique, such as Water-�lling to increase all the more the performance, as
the available power will be divided proportionally amongst the best links in
a descending order. We are going to discuss this in the following section.
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4.3 Water-�lling

4.3.1 Main concept

The goal of the Water-�lling is to allocate the power over the streams to
maximize the capacity. Using the SVD to decompose the channel we can
express the channel H as :

H = UΛVH (4.17)

The Λ matrix contains the singular values which are used to express the
attenuations of the sub channels. The channel will be power �lled according
to those attenuations. The sum of all sub channels power has to be less than
a given total power :

n∑
k=1

Pk ≤ Pt (4.18)

Pt is the total power, Pk is the power of the kth sub channel.

In our case, we assume:

n∑
k=1

Pk = Pt (4.19)

The problem is to �nd the power allocation that maximize the capacity
under the transmit power constraint. Using the capacity formula, assuming
each stream is independent and consequently that the maximum throughput
of the system is equivalent to the sum of the throughput of each stream, the
problem could be written as :

max
n∑
k=1

log2

(
1 +

λ2
kPk
σ2
n

)
(4.20)

where λ2
k is the attenuation for the kth sub channel and σ2

n the noise
variance. This optimization problem is solved using the Lagrange multiplier
which gives us an equivalent:

max
Pk,v

n∑
k=1

log2

(
1 +

λ2
kPk
σ2
n

)
− v(

n∑
k=1

Pk − Pt

)
(4.21)

taking the derivative with respect to Pk, we obtain:
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Pk = (
1

v
− σ2

n

λ2
n

)+

(4.22)

where (.)+ means Pk > 0. Pk = 0 for negative values.

4.3.2 Graphical representation

This formula allows us to �nd the waterline, and �ll each sub channel. A
common graphical representation of water-�lling can be seen on �gure 4.3 :
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Figure 4.3: Water-�lling pictorially

This is an example of a transmission of 4 streams, the 4th one not receiving

any power because the ratio σ2
n

λ2
4
is over the waterline 1

v
.

4.3.3 AMC and Water-�lling

In order to stay below the AMC BER threshold, the AMC technique prevents
the transmission of some streams. Indeed, a too low instantaneous SNR will
lead to an undesirable BER. When some streams are removed, the Water-
�lling technique is impacted. It may happen that some power has been
allocated to a stream which is doomed to disappear. A new pass of Water-
�lling is required to spread the power over the remaining streams. The
process can be seen of Figure 4.4.

When an additional pass is required, a new waterline is de�ned.
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Chapter 5
CSI estimation errors and Modeling

In order to use processing techniques, CSI is needed. In general, the CSI
cannot be perfectly acquired at the transmitter. We can distinguish two
main type of estimation error for continuous fading channels :

� Error due to noise in the estimation process

� Error due to the temporal changes in the channel, which rely on Doppler.

5.1 Estimation with noise errors

The estimated channel Ĥ, taking into account only noise error, can be de-
scribed as :

Ĥno = H + σHerrorN (5.1)

where N is a matrix of dimensions NTx x NRx with zero-mean circularly
symmetric complex Gaussian (ZMCSCG) entries with a variance of 1.
σHerror is the standard deviation of the CSI error.

The simplest method to represent the noise due to errors is the following:
The error between the channel H and the estimation containing error Ĥ will
be proportional to the mean value of H, so we can set a given value of error
SNR :

SNRHest =
E[|H2|]

E[|(Ĥ−H)2|]
=

1

σ2
Herror

(5.2)
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A more advanced representation is to use the training based approach
which is widely used in TDD systems. The error is related to the quality of
the estimation directly in�uenced by the length of the training sequence :

SNRHest = SNRi + T =
1

σ2
Herror

(5.3)

where SNRi(dB) is the average channel SNR.
T (dB) is the quality of the estimation related to the length of the training
sequence :

10
T
10 ∝ 1

L
(5.4)

where L is the length of the training sequence.
T = inf means perfect estimation, with an in�nite training sequence.

5.2 Estimation with Doppler errors

A simpli�ed representation of the error induced by the Doppler e�ect can be
made using the parameter ρ which is the coe�cient of correlation between
Ĥ and H.

Ĥdo = ρH +
√

1− ρ2N (5.5)

The correlation coe�cient decreases as the feedback delays increases.

Data StreamTraining Sequence

1Ĥ 2Ĥ
),ˆ( HHcorr=ρ 1ρ 2ρ>

Figure 5.1: Example of a training sequence

The correlation coe�cient describes how the channel has changed between
two time samples. The correlation is linked to the speed of the receiver, which
can be described in terms of Doppler frequency. The correlation coe�cient
ρ is linked to the maximum Doppler frequency fdmax and to the delay τ
between the two samples. If angles of arrival are uniformly distributed, the
correlation can be written using the Bessel function Jo :
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ρ(τ) = Jo(2πfdmaxτ) (5.6)

Knowing that the maximum Doppler frequency can be express as:

fdmax = fc
u

c
(5.7)

where fc is the carrier frequency, u the receiver speed and c the speed of
light.

Then, the correlation can be expressed in function of the distance traveled
δl between two measures:

ρ(τ) = Jo(2πfdmaxτ) = Jo

(
2π
fc
c
uτ

)
= Jo

(
2π
uτ

λ

)
(5.8)

ρ(δl) = Jo

(
2π
δl
λ

)
(5.9)

For example at 3Ghz and at 5Ghz, for a correlation of 0.9 according to
the curves 5.2 and to the formula 5.9, the distance traveled by the receiver
in movement is respectively 1.76 cm and 1.05 cm.
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Figure 5.2: Correlation @ 3Ghz and 5Ghz
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Chapter 6
Simulations

The aim of this project is to study the in�uence of CSI imperfections on
Eigenmode-based pre-processing schemes. To do so, we conceived a simula-
tor of various system con�gurations allowing us, according to the parameters
of the simulation, to see how the presence of errors in the channel estima-
tion is detrimental to the pre-processing techniques used at the transmitter.
The project contributions are the simulations of the system performance. To
model the channels and run the simulations, we used the software Matlab.
We started from scratch and no outer sources were used to complete our
simulations.

This chapter is divided into three parts.

First, we will go through the simulations run for a SISO communication
system without CSI errors in section 6.1. Secondly, in section 6.2, we will
analyze the results for a MIMO communications system with perfect CSI.
And lastly, the case of a MIMO communications system with imperfect CSI
will be discussed and the results commented in section 6.3.
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6.1 SISO with perfect CSI

In this section, we will discuss the performance of a perfect SISO communi-
cation system (no CSI errors). Some of the code used for the simulations will
be presented and commented, including channel modeling, BER calculation
and result interpretation.

This section comprises two parts. First, we will discuss the Additive
White Gaussian Noise (AWGN) channel model, and secondly, the Rayleigh
fading model.

6.1.1 SISO AWGN channel

The SISO AWGN channel model is the simplest con�guration we have sim-
ulated. It is also the one we have used to determine the SNR ranges that
will be used for the AMC (see section 4.2). The channel model is the one
mentioned in section 3.2.1 in �gure 3.4. The block diagram of our code for a
SISO AWGN channel can be seen on Diagram 6.1.

Equation 6.1 corresponds to equation 3.10 for a PSK transmission through
a SISO AWGN channel:

y(t) = h.x(t) + n(t) (6.1)

The channel is time-invariant and therefore is not a function of time. The
SNR is determined according to equation 6.2.

SNR =
P.E[|H|]2

σ2
n

(6.2)

where P is the transmit power of the link, H is the expression of the
channel and σ2

n the noise variance.

For each order of modulation, we make the SNR vary (from 1 to 40 dB)
and we both calculate and simulate the BER. First, we determine the stan-
dard deviation of the noise σn from the value of the SNR with σn = 1√

SNR
.

We generate the channel (H = 1) and the noise that follows a Gaussian dis-
tribution of variance σ2

n and mean zero. We then modulate the bit stream,
send it through the channel (as in equation 4.5) and demodulate the signal
received. From the number of errors between the transmitted and received
bit streams, we determine the bit error probability.
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For each modulation order

For each value of SNR (1 to 40 dB)

Generation of the bit stream

Calculation of the standard 

deviation of the noise (1) Determination of the total 

number of errors

BER from Theory + Practical

Generation of the channel H = 1

Generation of the noise

Gaussian distribution Variance 1, 

mean 0

Bit to symbol conversion

modulation wrt modulation order

Transmission over 

the channel
Received signal (2)

Demodulation of the 

received signal

Symbol to bit conversion

Figure 6.1: Block diagram for a SISO AWGN channel

For BPSK and QPSK, the following equation is used [4]:

Pb = Q

(√
2
εb
N0

)
(6.3)

where N0 ≈ σ2
n and

εb
N0

is the Energy per bit to noise power spectral density
ratio, a normalized version of the SNR, also known as SNR per bit.

However, for QPSK, the symbol error probability di�ers:

PM = 2Q

√
2
εb
N0

(
1− 1

2
Q

√
2
εb
N0

)
(6.4)

Higher orders of PSK modulation introduce a symbol error probability
that can be calculated as follows:

PM = 2Q

√
2k

εb
N0

(
sin

π

M

)
(6.5)
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where k is the modulation order, or number of bits per symbol
(k = log2 (M)) and M the constellation size.

This is an approximation that works best for high values of SNR which is
the area we are interested in.

It is not always easy to �nd the equivalent bit error probability, since
it depends on the mapping of k-bit symbols into the corresponding signal
phases. However, when we use Gray code, two k-bit symbols corresponding
to adjacent signal phases di�er in only a single bit. Since the most probable
errors due to noise result in the erroneous selection of an adjacent phase
to the true phase, most k-bit symbol errors contain only a single-bit error.
Hence, the bit error probability can be approximated as (for M-ary PSK
modulation) [4]:

Pb ≈
1

k
PM (6.6)

Both the theoretical and simulated BER can be calculated, and com-
pared. From theory, the BER as a function of the SNR is determined by the
probability of error for each bit, as:

BER(SNR)theo = Pb (6.7)

From the simulations, we compare the received bit stream with the trans-
mitted one and calculate how many errors occurred. Then, we divide this
number by the total number of bits sent, again, for each value of the SNR:

BER(SNR)sim =

∑
(Errors)

Nbits

(6.8)

where
∑

(Errors) is the number of wrongly received bits and Nbits the total
number of sent bits.

Plotting the BER with respect to the SNR, we obtain Figure 6.2:
We notice that the simulated BER �ts almost perfectly with the the-

oretical one, except for low SNR at high order of modulation where the
approximation used in the theoretical formula becomes inaccurate.

To have a better understanding of the in�uence of the modulation on the
transmission, we have plotted both the probability of correctly receiving a
symbol and the bit throughput curves per symbol time with respect to the
SNR. Here, the time reference is the symbol time (presented in Section A.1)
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Figure 6.2: BER versus SNR for a SISO AWGN channel
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Figure 6.3: Probability of correctly receiving a symbol for a SISO AWGN
channel

and only one transmission takes place at a time (SISO). The symbol proba-
bility can be seen in Figure 6.3:
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We notice that for low modulation orders (BPSK and QPSK), the symbol
sent is well received with low values of SNR. The throughput, however, re-
mains low. With higher modulation orders, the number of symbols correctly
received in only one Ts increases signi�cantly.

For each SNR, we compute the throughput using Equation 6.9:

Throughput(SNR) =
Nbits −

∑
(Errors)

Nbits

(6.9)

Figure 6.4 displays the curves of the bit throughput for the same situation.
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Figure 6.4: Bit throughput for a SISO AWGN channel

These curves allow us to see the correspondence between modulation or-
ders and sent/correctly received data. From the �rst graph, the best case in
which the least errors were encountered was certainly the BPSK. However,
when it comes to rate of transmission, we notice that there are much better
compromises between BER and throughput.
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6.1.2 SISO Rayleigh Fading channel

Now, we are going to discuss the case where the channel su�ers from Rayleigh
fading. The di�erence between the preceding channel model and this one lies
in the creation of the channel. Here, it is no longer constant but instead,
is randomly generated and therefore introduces the phenomena mentioned
in section 3.1.1, such as fading. The block diagram of our code for a SISO
Rayleigh channel is presented on Diagram 6.5.

For each modulation order

For each value of SNR (1 to 40 dB)

Generation of the bit 

stream

Generation of a random 

Determination of the 

average BER (3)

For each realization (arbitrary number)

Calculation of 

instantaneous SNR (1)

Estimation of the channel

Generation of a random 

channel of average gain  1

Generation of noise

Transmission over 

the channel

Received signal (2)

Determination of the total 

number of errors

average BER (3)

Calculation of 

instantaneous BER (2)

Figure 6.5: Block diagram for a SISO Rayleigh channel

Therefore, we rely on the instantaneous SNR to determine the BER (both
simulated and theoretical). For each realization of the channel, and we obtain
a di�erent value of SNRi with the same equation as for a SISO AWGN link,
only here the channel varies:

SNRi =
Pt. E[|H |2]

σ2
n

(6.10)
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Matlab o�ers many useful functions that we have been using throughout
the simulations. One of these functions named berfading can plot the BER for
a certain modulation type, constellation size, diversity and symbol mapping.
This helped us checking our curves in addition to the formula introduced
earlier and the simulated results. Figure 6.6 shows the curves of theoretical
and simulated BER obtained with values of SNRi along with the curve of
BER obtained from Matlab's function berfading with respect to SNR.

Figure 6.6: Average BER versus average SNR for a SISO Rayleigh channel

We notice, �rst, that the simulated curves correspond to the theoretical
one perfectly. The variations we notice at high SNRs (from 25 to 40 using
BPSK/QPSK) are explained by the number of realizations of the channel
used to plot these curves. It requires a lot of realizations to get a smooth
curve but it also substantially increases the computational complexity. This
is due to the number of bits we send through the channel. Basically, the BER
is based on the probability that a bit is wrongly received. If we do not have
enough samples (bits) to base the calculation (or simulation) of the BER on,
we will not have accurate values when it comes to very low probability (lower
than 10−4). We have determined that we needed at least 20,000 realizations
to get a smooth curve �tting with the theory. The shape of the curve for
values of SNR between 30 and 40 using BPSK is shown in �gure 6.7.

Concerning the throughputs, the curves have similar slopes to the ones
presented for a SISO AWGN channel. Nevertheless, the fading the channel
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Figure 6.7: Shape of the BER curve at high values of SNR using 20,000
realizations (only BPSK)

is su�ering from requires higher values of SNR in order to match the same
BER level of an AWGN channel.
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6.2 MIMO with perfect CSI

In this section, we will discuss the results obtained with a perfect MIMO
communication system (no CSI errors). Some of the code used for the simu-
lations will be presented and commented, including channel modeling, BER
calculation and results interpretation. Moreover, some of the pre-processing
techniques that have been reviewed earlier in section 4 have been used in our
simulations. Concerning MIMO transmissions, we use for all our simulations
the Eigenmode transmission scheme as a basis.

Thus, we will begin with a MIMO system using the Eigenmode trans-
mission scheme. Then, we will deal with the case where we use Adaptive
Modulation and Coding in addition, and �nally, we will study the case where
we use both AMC and Water-�lling. The results will be presented and in-
terpreted for each case. Then, we will compare them when using di�erent
techniques and conclude on the simulations.

6.2.1 Simulations using Eigenmode Transmission scheme

From SISO to MIMO, the program's structure consequently changed. Dia-
gram 6.8 displays the block diagram of the structure of the code used for the
following simulations.

Basically, we have a certain number of signals that need to be transmitted
over a channel. The channel is composed of several Tx antennas and several
Rx antennas. In the simulations, both the size of the system and the number
of signals sent can be adjusted. The main di�erence here lies in the creation
of the channel, that here takes the shape of a matrix of dimensions NTx x
NRx. The creation of the noise also varies with the number of transmitting
and receiving antennas. Then, we do the singular value decomposition of the
channel and we pre-process the signal. The form of the received signal can
be expressed as a combination of equations 4.4 and 3.10 that can be written
as:

~y = HW~s+ ~n (6.11)

The next step is to post-process the signal to recover it rightfully (each
parallel stream being independent), as described in Section 4.1 through equa-
tions 4.10 to 4.16. From there on, we can determine the BER and the
throughputs the same way we did with SISO. Figure 6.9 represents the curve
of the BER versus the average SNR for a system with NTx = NRx = 5
sending �ve streams (fully-loaded).
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Eigenmodes post-

processing

Figure 6.8: Block diagram for a MIMO channel with perfect CSI using Eigen-
mode transmission scheme

We can see the curves are similar with the ones of a SISO system su�ering
from Rayleigh fading but there are more errors in the MIMO case. This is
due to the total transmit power that is the same for both cases. However,
concerning the MIMO, the power is split between the �ve streams sent over
the channel. Each of them has then only one �fth of the power, which results
in a higher BER for the whole transmission.

That does not mean a fully-loaded MIMO system is less e�cient than
a SISO one. Although we noticed it is the case in terms of BER, in terms
of throughput, the MIMO system has obviously much higher performances,
due to the multiplexing of the streams. We can see this on Figure 6.10.

In�uence of the number of streams sent

We are now going to see the in�uence on the BER of a large system compared
to the number of streams to be sent. This situation introduces the same 5-by-
5 MIMO system, but this time while sending only one, two and four streams
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Figure 6.9: Average BER vs. average SNR for a MIMO 5-by-5 system sending
5 streams using Eigenmode transmission
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Figure 6.10: Bit throughput for a MIMO 5-by-5 system sending 5 streams
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over the channel.
Figure 6.11 displays the average BER with respect to the average SNR

for the number of streams mentioned before with di�erent modulations.
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Figure 6.11: Average BER vs. average SNR for a MIMO 5-by-5 system
sending 1, 2, 4 and 5 streams using Eigenmode transmission

The red curves represent the BER curves for each case where we send 1,
2, 4 and 5 streams over the channel using 8PSK. The cyan and dark yellow
ones are respectively using 16PSK and 64PSK modulations. We easily notice
the di�erence between a fully-loaded system and a 5-by-5 system sending a
single stream. We use these higher modulations to do the comparison, since
BPSK and QPSK cases are not relevant for the comparison with other system
sizes when sending 1 or 2 streams. Indeed, the BER is so low (even at very
low SNR) that the curves are barely visible on the scale we are using.

Plain lines are used to display the curves for a single stream sent, dashed
lines for 2 streams, dotted lines for 4 streams and �nally dash-dotted lines
for 5 streams.

We can see that the less streams sent, the better the BER. However, we
have already discussed the performance in terms of throughput (available on
Figure 6.12) that vary a lot depending on the number of streams sent. Also,
in a practical context, the setting up of large systems is costly. Therefore,
they should be used in close accordance with the needs.
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Let us study the in�uence of the number of streams on the BER for a
�xed modulation. For a 16PSK modulation, when we only send 1 stream,
the BER reaches the threshold (10−2) for SNRavg = 6.45dB. The threshold
is reached for an average SNR of 11.25dB, 20.65dB and 32dB when sending
2, 4 and 5 streams respectively. For the �rst two curves (1 and 2 streams),
we notice the slopes are very similar. Nevertheless, the division of the power
amongst the transmitting antennas introduces a shift in the BER. Indeed,
the antennas all have one �fth of the power at their disposal but from one
case to the other, they need to send more or less streams over the channel,
but always with the same amount of power. There will obviously be more
errors (and the BER values will be shifted) when more streams need to be
sent because there is more data to send while the power is not increasing.

Concerning the curves displaying the 4 and 5 streams cases, we can see
that they are less steep in addition to the shift mentioned before. The diver-
sity gain (see Section 3.2.2) introduced by the large number of antennas in
comparison with the number of streams sent decreases when we start sending
a higher number of streams (from 4). Thus, the higher the SNR, the greater
the gap between the 1/2 streams and 4/5 streams curves. This is the main
point of the next study, the in�uence of the system size on the BER.

Figure 6.12 represents the throughput curves for the latter systems.
We can see on this �gure that, naturally, the more streams sent over

the channel, the higher the throughput (especially towards high SNR). Even
though the maximum throughput is reached faster (requires lower SNR) for
cases where 1 or 2 streams are sent, comparatively, it is less important than
for cases where 4 and 5 streams are sent. It is again a matter of how the
system should be loaded and what kind of SNR would be available for the
transmission. The more streams we send, the higher the throughput, but
also the higher the required SNR to reach full capacity (when the through-
put equals the maximum throughput for a given modulation order). As illus-
trated on Figure 6.12, using 8PSK, the maximum throughputs are reached at
values of SNRavg = 3dB, 9dB, 21dB and 35dB when 1, 2, 4 and 5 streams
are sent, respectively. The gap between those values remains constant when
using higher modulations as we can notice with 64PSK, reaching maximum
throughput at 21dB, 27dB, 39dB and a above 40dB for 5 streams sent.

We have seen that the number of streams sent over the channel has a
strong in�uence on the performances both in terms of BER and throughput.
Indeed, depending on the system size, a larger number of streams will reduce
the BER performance (nearing the SISO Rayleigh channel case) but the
throughput ones will be much higher. On the other hand, a smaller number
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Figure 6.12: Bit throughput for 5-by-5 MIMO systems sending 1, 2, 4 and 5
streams using Eigenmode Transmission

of streams will drastically increase the BER performances, but to the expense
of the throughput, along with the amount of data sent.

In�uence of the system size

We are now going to study the in�uence of the system size on overall per-
formances. The comparison will be led between SISO, MIMO 5-by-5 and
MIMO 8-by-8 fully-loaded systems.

Figure 6.13 displays the BER curves for those systems using BPSK,
16PSK and 64PSK.

The SISO case remains the best in terms of BER performance. Also,
this di�erence in BER barely varies with di�erent modulations. Indeed,
at SNRavg = 20dB, for a BPSK modulation in SISO, BERavg = 2.3.10−3

whereas in MIMO 8x8, BERavg = 1.4.10−2, so to say a di�erence of 1.17.10−2.
For 16PSK modulation at the same value of SNR, BERavg = 3.2.10−2 in
SISO and BERavg = 5.6.10−2 in MIMO 8x8, a di�erence of 2.4.10−2. And
�nally, concerning 64PSK, BERavg = 1.3.10−1 for SISO and BERavg =
1.5.10−1 for MIMO, a di�erence of 2.10−2. The curves are also rather par-
allel from one system to the other, it means these fully-loaded systems have
the same diversity order with respect to number of streams sent.
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Figure 6.13: Average BER vs. average SNR for SISO, MIMO 5x5 and MIMO
8x8 fully-loaded systems using Eigenmode Transmission

We can deduce that the system size has actually the same impact on the
di�erent modulations at a �xed SNR. However, the BER is generally lower
for a small system than for a large one, because of what we mentioned earlier
with the transmit power being divided among the antennas.

We will now discuss the in�uence of the system size on the throughput
curves, available on Figure 6.14.

As we have seen throughout this section, the throughput increases along
with the number of streams sent and the modulation order. The BER perfor-
mances being better for smaller systems, the maximum throughput for each
modulation is reached earlier than for larger systems.
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Figure 6.14: Bit throughputs for SISO, MIMO 5x5 and MIMO 8x8 fully-
loaded systems using Eigenmode Transmission
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6.2.2 Simulations using AMC pre-processing

As we discussed in the theoretical section 4.2, the AMC requires the setting
of a range of modulation levels to respect a �xed threshold. The range values
are obtained from the BER curves of a SISO AWGN channel with perfect
CSI. The goal of AMC pre-processing is to maximize the throughput while
obeying the BER constraint. The block diagram of our code for a MIMO
channel using AMC pre-processing can be seen on Diagram 6.15.

For each value of SNR

SVD of the channel

Random channel

Random noise

Determination of the 

average BER 

While there are bits to be sent

Calculation of 

instantaneous SNR

Transmission over 

the channel

Demodulation

Determination of the 

number of errors

Choice of modulation from 

the SNR range

Modulation of each stream

For each stream

Eigenmodes pre-processing

Eigenmodes post-

processing

instantaneous SNR

Determination of number 

of streams to be sent

Figure 6.15: Block diagram for a MIMO channel with perfect CSI using AMC

We have studied this pre-processing method for two di�erent BER thresh-
olds, 10−2 and 10−3. Figure 6.16 displays the average BER versus average
SNR curve for a fully-loaded 5-by-5 MIMO system using AMC (with both
thresholds) in addition to the Eigenmode transmission scheme.

We can see that the values of BER respect the thresholds that have been
set in both cases. The throughput curves (seen on Figure 6.17) allow us to see
that throughout the simulation, the number of bits sent increases while the
BER remains under the threshold. It emphasizes the choice of modulation
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Figure 6.16: Average BER vs. average SNR for a fully-loaded 5-by-5 MIMO
system using AMC

that occurs depending on the instantaneous SNR. Using higher modulations,
we send more bits during the same period of time.

We can notice that the throughput is higher for a BER target of 10−2.
This is due to the modulation ranges varying according to the threshold set.
Indeed, Table 4.1 from Section 4.2 displays those ranges for a BER threshold
of 10−2. Let us compare them with the ones for a threshold of 10−3, available
on Table 6.1.

SNR range(dB) Under 6.8 6.8 to 9.7 9.7 to 14.7 14.7 to 20.3
Modulation No signal BPSK QPSK 8PSK

SNR range(dB) 20.3 to 26.1 26.1 to 31.9 31.9 and above
Modulation 16PSK 32PSK 64PSK

Table 6.1: Modulation used for AMC with respect to the SNR range for a
BER threshold of 10−3

As we could expect, the minimum value of SNR required to obey the
BER threshold is higher for a threshold of 10−3 than 10−2.
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Figure 6.17: Bit throughputs for a fully-loaded 5-by-5 MIMO system using
AMC

On Figure 6.17 appear what we could call bumps at certain values of
SNR. Indeed, each time the SNR reaches a value used to set the levels of
modulation, there is a noticeable increase in the throughput. Also, those
bumps do not take place at the same values of SNR for the two thresholds
set, since the ranges used vary with respect to the threshold. This again
comes down to the in�uence of the threshold on the modulation ranges,
shifting the values from which we can increase the modulation orders. Next
section 6.2.3 discusses the use of AMC along with Water-�lling, in which
we study the in�uence of AMC with and without Water-�lling on di�erent
parameters such as modulation used, throughput and BER.
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6.2.3 Simulations using AMC andWater-�lling pre-processing

The Water-�lling processing is known to be really e�cient only when AMC is
also used. This is the reason why we are only focusing our results presentation
on Water-�lling coupled with AMC.

E�ect of the Water-�lling on a given modulation order

We have seen in Section 4.2 that AMC chooses the best modulation depend-
ing on the instantaneous SNR. Combined with Water-�lling, AMC leads to
an even greater increase of the system throughput. Indeed, the power is
allocated to the channels in a descending order of quality, which allows the
AMC to use higher orders of modulation. This mechanism can be perfectly
seen on Graph 6.18 representing the probability of using a given modulation
at a given average SNR.
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Figure 6.18: Probability of using a given modulation in AMC MIMO context

We can notice that Water-�lling decreases the probability of non-transmitting
streams for low average SNR (under 4.3dB) and increases the probability of
transmitting with higher modulation for a given average SNR. The 2PSK
modulation is less used at the expense of a higher modulation such as 4PSK.
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Nevertheless, this e�ect is not present above 32PSK, where the probability
of choosing a certain modulation is the same without Water-�lling.

E�ect of Water-�lling on throughput

The e�ect on the throughput is straightforward. We have seen on Figure
6.18 that the modulation is statistically increased for a given SNR and as
the AMC BER threshold is respected (here 10−2), the throughput is higher
with water-�lling for low SNR. These e�ects can be seen on Graph 6.19,
where each is represented.
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Figure 6.19: Average bits sent per symbol time per channel with MIMO
transmission using Water-�lling

As we have seen before, the SVD decomposition is sorting the Eigenvalues
in descending order, which means the �rst streams are much stronger. We
can see the e�ect of water-�lling on the 3 �rst streams for low average SNR :
the number of bits sent per symbol time per stream is higher, on the contrary,
the 4th one is using lower modulation due to the poor quality of the link.

The total throughput is displayed on graph 6.20. The e�ect of Water-
�lling is visible at low SNRs. We can deduce that it is interesting only for
low average SNR.
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Figure 6.20: Throughput of a MIMO 5x5 system sending 4 streams using
Eigenmode transmission with AMC and Water-�lling

E�ect of Water-�lling on BER

On Figure 6.22, with water-�lling, we still observe the waves due to the
modulation changes. SISO AWGN curves have been plotted to underline
the AMC e�ect. These are the curves that have been used to set the AMC
threshold. It can be noticed that the Water-�lling curve and normal curve
are woven. The nodes are the AMC BER thresholds.

Two theories can be drawn up to explain this woven phenomenon:
The graph 6.22 displays two possible situations in Water-�lling/AMC pro-
cessing. With Water-�lling, we increase the power on certain streams, we
increase the instantaneous SNR, AMC decision use higher modulation lead-
ing to a change of BER.

- 1st situation: The jump noticed in Water-�lling/AMC processing leads to
a transmission with a higher BER for a given SNR than without
Water-�lling.
- 2nd situation: The jump noticed in Water-�lling/AMC processing leads to
a transmission with a lower BER for a given SNR than without
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Figure 6.21: AMC results illustrated with SISO theoretical curves

Water-�lling.

Regarding the throughput (Figure 6.20), the performance is clearly re-
lated to the BER as we are not using the packet transmission mechanism.
The e�ect of the Water-�lling is not obvious, however, it is more e�cient for
low values of SNR.
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Figure 6.22: BER for AWGN fading : explanation of woven curves when
using AMC
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6.3 MIMO with imperfect CSI

The aim of the previous simulations was to establish a model of communica-
tion system. Using this basis, the notion of channel error can be implemented.
As discussed before, the simulation analysis is focused on noise and Doppler
estimation errors.

The most complex communication model simulated in the project is the
MIMO Eigenmode-transmission using AMC and Water-�lling. It is not
straightforward to study the impact of a misestimated channel. Some in-
termediate steps are necessary to reach a good analysis and interpretation
of the e�ects. Each type of error is simulated independently, looking at the
impact on a simple MIMO transmission with a di�erent �xed modulation,
without Water-�lling. Then AMC is introduced with and without Water-
�lling.

The simulation have been made with a MIMO 5x5 system sending 4
streams with CSI errors at both sides (Tx and Rx). The in�uence of CSI
errors at only one side is studied in the following sections. The estimation
model chosen is the training sequence approach (see section CSI 3.3).

The block diagram 6.23 explains the simulation process used to simulate
CSI errors in general (this is an example of CSI at both side, Tx and Rx).

6.3.1 Channel Noise Error

As seen in the theoretical section, the noise could be simulated using two
methods. The simple one describes the quality of the estimation as constant
even if we increase the quality of the transmission. On the contrary, the
advanced method is taking into account the SNR of the transmission.

Simple channel estimation undergoing noise

As seen in section 3.3,the misestimated channel Ĥ, taking into account only
noise error, can be described as :

Ĥno = H + σHerrorW (6.12)

W is a matrix of dimensions NTx x NRx with zero-mean circularly symmetric
complex Gaussian (ZMCSCG) entries and variance 1.
σHerror is the standard deviation of the CSI error.
We assume the reciprocity of the channel, which means it assumes the channel
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Figure 6.23: General block diagram of the transmission with imperfect CSI

from the transmitter to the receiver is approximately the same as the channel
from the receiver to the transmitter.

E�ect on modulation of channel estimation undergoing noise

A misestimated channel due to noise has a stronger e�ect on higher mod-
ulations. It can be explained by the intrinsic nature of modulation mech-
anisms. Indeed, since the symbols in the constellation size are closer, a
misestimation of the channel easily leads to a wrong interpretation of the
symbols.

On the graph 6.24, an irreducible BER can be observed. An irreducible
BER represents the lowest level of BER that can be reached. For example,
using 64PSK, the irreducible BER is 0.2 for a SNRHerr = 15dB.

It can be explained mathematically with a SISO simpli�cation. Indeed,
we can consider in our case that each stream is an independent SISO stream
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Figure 6.24: In�uence of a misestimated channel (noise only) on di�erent
modulations with CSI errors at Tx and Rx

because we are not taking into account ISI and each noise is independent.
Let us take the basic formula of transmission including misestimation of the
channel δhi.~x for one stream:

~yi = hi.~x+ δhi.~x+ ~ni (6.13)

The SNR is de�ned as :

if δhi = 0 SNR = ‖hi‖2.E(|x|2)
σ2
ni

if δhi 6= 0 SNR = ‖hi‖2.E(|x|2)
σ2
ni

+‖δhi‖2
(6.14)

If the number of realizations tends towards in�nity, ‖hi‖2 → 1 and E(|x|2)→
1 due to their Gaussian properties. So the SNR becomes :

if δhi = 0 SNR = 1
σ2
n

if δhi 6= 0 SNR = 1
σ2
n+‖δhi‖2

(6.15)
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On this graph, the SNR is increasing with a constant power which means σ2
ni

tends towards 0. The irreducible SNR for δhi 6= 0 is :

SNRirred =
1

‖δhi‖2
(6.16)

The irreducible SNR is linked to the degree of error made.

E�ect on AMC of channel estimation undergoing noise

The AMC is as expected impacted for high SNR as we are using high
modulations (Graph 6.25).
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Figure 6.25: In�uence on BER of a misestimated channel (simple noise only)
on AMC

A channel SNR above 30dB is necessary to maintain the BER below the
AMC threshold.
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Relative Noise Estimation

The relative noise estimation is a more advanced representation using the
training based approach. The error is related to the quality of the estimation
directly in�uenced by the length of the training sequence as expressed on
equation 6.17:

SNRHest = SNRi + T =
1

σ2
Herror

(6.17)

where SNRi(dB) is the average channel SNR,
T (dB) is the quality of the estimation related to the length of the training
sequence (T =∞ means perfect estimation).

E�ect on modulation of channel estimation undergoing relative

noise

The throughputs of �xed modulations are impacted at low SNR (graph
6.26) by relative noise errors but when the average SNR of the transmission
increases, the value in dB of the estimated channel T (see equation 6.17)
becomes high enough to cancel the e�ect of the noise error estimation. Also
we noticed that high modulations order are more impacted.

E�ect on AMC of channel estimation undergoing relative noise

We can see on graph 6.27, a MIMO system with CSI errors at Tx and
Rx that the e�ect of the relative noise above 10 dB is similar to the one
with simple noise. The e�ect of the relative noise on AMC is interesting.
Indeed, at low SNRs, throughputs of the transmission su�ering from Tx and
Rx estimation errors are higher than the perfect channel. However, above
10dB, the e�ect is similar to the simple noise error. Then, due to the relative
noise, the e�ect vanishes above 40dB (curves converge).

The e�ect below 10dB can be explained by the nature of the relative noise.
The value of σHerror is close to 1 at low SNRs, so the mean square value of
NσHerror is close to 1. As we have seen, the relative noise is expressed as :

SNRHest = SNRi + T =
1

σ2
Herror

(6.18)

We know that the mean square value of a rayleigh channel is 1.
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Figure 6.26: In�uence on throughput of a misestimated channel (relative
noise only) on di�erent modulations
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Figure 6.27: In�uence of a misestimated channel (relative noise only) on
AMC

So the mean square value of the misestimated channel with relative noise
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will be close to 2 at low SNR :

E[Herror
2] = E[Herror

2] + E[Wσr
2] = 1 + 1 = 2 (6.19)

As explained previously, the AMC is based on the instantaneous SNR,
which is based on the eigenvalues extracted from the channel estimated. As
the channel has a higher mean square value, the eigenvalues are greater and
the instantaneous SNR is overvalued. The AMC is based on SNR ranges
to determine the modulation. Due to the overvalued SNR, the algorithm is
choosing higher modulation orders than the ones it should usually choose.
So we can see on BER curves of SISO channel with imperfect CSI (graph
6.28) that the errors are greater, but the throughput (graph 6.29) is higher
due to the increase of the data rate.
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Figure 6.28: In�uence on throughput of a misestimated channel (relative
noise only) on SISO

This phenomenon can be explained in details, for example, for a SNR
around 7.3dB (value from which AMC switches to QPSK):

� For a high number of channel errors realization, the (post-processing)
SNR will be overestimated, so to say SNR (with CSI relative noise
error) > 7.3dB while the actual is less than 7.3 dB.

� When the SNR is underestimated and below 4.3dB, the throughput for
impefect CSI < throughput with perfect CSI. However the number of
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Figure 6.29: In�uence on BER of a misestimated channel (relative noise only)
on SISO

occurence of this case is lower than overestimation case when SNRavg

is 7.3dB. Only transmissions with CSI imperfection at Tx or at Tx and
Rx are impacted. The Rx only errors are not impacted, as the estima-
tion of the channel at the transmission is correct.

The overvalued instantaneous SNR theory is con�rmed by the graph 6.30
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6.3.2 Channel Doppler Error

As seen in the theoretical section, the simpli�ed representation of the error
induced by the Doppler e�ect can be done using the parameter ρ, the coef-
�cient of correlation between Ĥ and H. This representation supposes we are
using the training sequence approach. The mathematical representation can
be noted as :

Ĥdo = ρH +
√

1− ρ2W (6.20)

W is a matrix of dimensions NTx x NRx with zero-mean circularly symmetric
complex Gaussian (ZMCSCG) entries with variance 1.

As expressed previously, the correlation ρ can be expressed in function of
the distance traveled δl between two measures:

ρ(δl) = Jo

(
2π
δl
λ

)
(6.21)

For example at 3Ghz and at 5Ghz, for a correlation of 0.9 according to
the curves 5.2 and to the formula 5.9, the distance traveled by the receiver
in movement is respectively 1.76 cm and 1.05 cm.
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E�ect on modulation of Doppler error estimation

The misestimated channel due to Doppler errors has a similar e�ect on
BER performance as noise errors (see graph 6.31). We also notice the ir-
reducible BER with a certain �oor. Notwithstanding, the e�ect seems to
impact more the estimation for low SNR.
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Figure 6.31: In�uence of misestimated channel (relative noise only) on AMC

Regarding the throughputs, we can notice that at �xed modulation, even
at high SNR, the e�ect of the misestimation is visible. Moreover, high mod-
ulations are more impacted by the correlation: for example a correlation of
0.99 has a negligible e�ect for SNR higher than 20dB using 2PSK while the
e�ect cannot be neglected using 64PSK.
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Figure 6.32: In�uence of a misestimated channel (Doppler only) on �xed
modulations. On top, BPSK and on the bottom, 64PSK
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E�ect on modulation of Doppler error estimation

As seen previously, the e�ect on AMC (graph 6.33) is really similar as
simple noise e�ect. The correlation has a strong e�ect on high modulations.
The coe�cient has to be really close to 1 to achieve a correct AMC trans-
mission and reasonable throughput.
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Figure 6.33: In�uence of a misestimated channel (Doppler only) on AMC
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Chapter 7
Conclusion

MIMO is a very recent topic in the telecommunications domain. It can be
used with many di�erent applications but is still in a constant state of re-
search. Indeed, a wide range of researches are being led and publications
have been and will be released regarding this subject. The concept of pre-
processing is also very new and interesting, as MIMO pre-processing tech-
niques will shape the future of communication systems.

This project was a very rewarding experience in terms of knowledge ac-
quired and work completed. Indeed, we had very little background knowledge
to understand the concepts involved in the modeling of a channel and the
study of the in�uence of channel estimation errors on pre-processing mecha-
nisms. Moreover, we did not use any external sources in the writing of the
code that we performed using the software Matlab.

The learning of new concepts and their migration to code lines had us
learn a lot. We started from theoretical equations that we had to understand
and then input in the code, to later interpret the results and double-check
them according to the theory.

The results we have reached taught us the importance of a good estima-
tion of the channel in MIMO systems using Eigenmode transmission. Also,
the Doppler e�ect has a tremendous in�uence on the transmission quality,
especially at high frequencies. We were able to see how much resources the
pre-processing required, mainly due to the use of the Singular Value Decom-
position. Moreover, when it comes to interpreting the results, it is di�cult
to know how to present them, since anyone can choose a di�erent context
with system size, number of streams sent, modulations used...
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Also, we are glad we managed to overcome our lack of knowledge and set
a good working discipline that had us read through a lot of references and
take the essential out of them, to later put theory stated into practice.

As a future work, we intend to run more detailed simulations (since some
of them require a huge number of realizations to be accurate) and take a look
back on the results interpretation.
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Appendix A
Appendix

A.1 Narrowband versus Wideband models

A.1.1 Narrowband

Narrowband is the situation where the occupied bandwidth is small and the
symbol time is long. We can neglect Inter Symbol Interference (ISI) if the
symbol time is larger than the delay spread (approximately 10 times). It im-
plies that the channel is su�ciently narrow that its frequency response can
be considered �at. The message bandwidth will therefore be less than the
coherence bandwidth of the channel. Even though no channel has perfectly
�at fading, this assumption is very useful to simplify the analysis of wireless
communication system. The following �gure A.1 presents the transmission
of the information of the channel. Depending on the channel model, the ex-
pression of the channel will vary and with it, the expression of the received
signal accordingly.

Figure A.1: Block diagram of the signal's transmission

The expression of the received signal is here:

y(t) = x(t)⊗ h(t) + n(t) (A.1)
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In a narrowband model, we consider that the channel frequency response
is �at and the delays between each path are negligible. Thus, the channel
can be expressed as:

h(t) = hδ(t) (A.2)

Using this in (4.5) , we obtain:

y(t) = h.x(t) (A.3)

We have presented in Figure A.2 a binary sequence in a wideband situa-
tion and the consequence of multipath over the received stream. Frequency
responses of the channel and the signal, with a symbol time larger than the
delay spread are also displayed (2nd �gure to add).

Figure A.2: Binary sequence sent and received in narrowband with multipath

We notice that it is easy to decipher the stream at the receiver end. The
multipath e�ect is not that detrimental.

A.1.2 Wideband

A wideband transmission is at a higher bit rate than a narrowband one (i.e.
the symbol time is smaller than delay spread). In this case, the message
bandwidth is larger than the coherence bandwidth of the channel, and the
channel response becomes frequency-selective. Also, the signal is unlikely to
vanish completely in a deep fade, because its bandwidth is so wide that, no
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matter how bad the channel is at some frequencies, there will always be some
components present where the channel is good. However, this also introduces
the drawback of the wideband which is the presence of Inter Symbol Inter-
ference that needs to be handled. Indeed, the delayed paths here matter and
are overlapping. We need to take them into account in the wideband channel
equation. From the situation described in �gure A.1, we have:

h(t) = α1δ(t) + α2δ(t− T1) + α3δ(t− T2) + ...+ αnδ(t− Tn) (A.4)

h(t) =
n∑
i=1

αnδ(t− Tn) (A.5)

Using this in (4.5), we obtain:

y(t) = x(t)⊗
n∑
i=1

αnδ(t− Tn) (A.6)

We simplify:

y(t) =
n∑
i=1

x(t)⊗ δ(t− Tn)αn (A.7)

y(t) =
n∑
i=1

x(t− Tn)αn (A.8)

Developping the sum, (A.8) becomes:

y(t) = α1x(t) + α2δ(t− T1) + α3δ(t− T2) + ...+ αnδ(t− Tn) (A.9)

The desired signal is included in the component α1x(t), the other un-
wanted components being the source of the ISI.

Figure A.3 shows a binary sequence in a wideband situation and the con-
sequence of multipath over the received stream. Frequency responses of the
channel and the signal, with a symbol time smaller than the delay spread are
also displayed (2nd �gure to add).

We notice that here it is very di�cult to decipher the stream at the
receiver end. The multipath e�ect is introducing ISI, the waves using di�erent
paths are interfering with each other as we can see on the received sequence.
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Figure A.3: Binary sequence sent and received in wideband with multipath
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