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Performing experimental evaluation of wireless netwo
ing is prone to large differences between experime
as the non-deterministic nature of the environment n
influence the results differently between tests. T
fact has motivated the work described in this repd
which constitutes the development and deployment]
a topology emulation testbed for evaluation of routi
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dependability in mobile ad hoc networks. The context

for routing evaluation is based on a use case whel
highly dependable video conferencing application
used to provide medical assistance from a hospita
an ambulance in motion. This scenario entails ad

multi-hop routing from the ambulance to a gateway in {
ad hoc network.

The topology emulator imposes link properties
wireless links onto wired links between end-nodg
based on detailed loss and delays models incorporg
properties of WLAN 802.11a with OFDM physical laye
and statistical fading models for the channel. Functio
and performance requirements to the topology emula
testbed have been derived and the testbed has

implemented and verified towards these requirements,

A routing evaluation framework consisting of perfo
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mance and dependability requirements has been defined

based on the use case. Within this framework DSR
OLSR, representing the reactive and proactive families
ad hoc routing have been evaluated.

From the evaluation results it is concluded that {
reactive DSR is a better choice for ad hoc routing

highly dynamic ad hoc scenarios, as the end-to-¢
reliability of DSR surpasses that of OLSR. Howeve

more systematic evaluation of the influencing fact
from mobile environments must be performed, to furth
substantiate this conclusion.

and
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Preface

The work described in this report has been conducted on thargd 10th semester
of the master program Distributed Application Engineenimgler the Department of
Control Engineering at the Institute of Electronic Systaenh&alborg University, in the
period September 4th 2006 to June 11th 2007.

On this basis, the process of developing and deploying adinark for evaluating
routing dependability, has been documented.

The report is targeted at an audience with the same acadeweicds the project
group.

Report organization

The report is divided into chapters describing the stepfopeed in the development
of the testbed and the evaluation of the routing protocols.

Structure

Chapter 1 is the introduction to the concepts of dependaieces and contains the
motivation for this work. In Chapter 2, the scenario is pre¢ed in which the appli-
cation used as a case is described. Chapter 3 describeslaptimpre-analysis of the
properties of the case analysis with focus on the ad hoc dyrtta provisioning of
dependable service and an analysis of methods feasibledbrating dependable so-
lutions. Chapter 4 concludes the pre-analysis with a prolsiatement, describing the
main objectives of this project and specifying delimitasdrom the case. Require-
ments to the evaluation testbed are derived and descriliglddipter 5 and in Chapter 6
the design of the entire topology emulator is described disaségmplementation issues
and the results of the implementation verification towahdsfunctionality. In Chap-
ter 7, the performance of the implemented topology emuiateerified towards the
specified requirements. Chapter 8 and 9 contain the speiificaf a dependability
evaluation framework and the evaluation of two routing peols within this frame-
work. Finally, Chapter 10 and 11 provides the conclusiorhif tvork and outlook to
future work.

Appendices

In supplement to the documentation, appendices have bednged in order to docu-
ment in-depth specifications of certain parts of the devalemt, modeling process and
the system as well as detailed test-results. These arenpeesa Appendix A-F.
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Reading guide

Throughout the report references such as [Alex Varsha2§lg4] are made to entries
in the bibliography contained in the back of the report. Ialitidn to the report, a
CD-ROM is enclosed containing simulation traces, MATLABIgts, source code and
copies of downloaded references from the bibliography.

Besides references of books and technical reports, thediaphy also contains ref-
erences to documents downloaded from the Internet. A suit eontains both the
URL from which the file can be downloaded and the location oba&moaded file on
the enclosed CD-ROM.

Morten N. Jensen Anders Nickelsen



Chapter 1

Introduction

This chapter describes the background of providing dedgdadservices. This back-
ground motivates for researching dependable servicesspéhial focus on mobile ad
hoc environments. Based on that, the initial problem to lestigated is outlined.
This problem is derived from the overall problem domain ofoil®wireless ad hoc
networks.

1.1 Background

A challenge in service provisioning is that of ensurofgpendability Dependability
of a service means that it is one that can justifiably be tdis@his is an important
aspect perceived by the user of the delivered service, asstireequires a high degree
of trustworthiness in a service.

As wireless devices have become commercial off the shetfymis, new environ-
ments emerge for service provisioning. The environmergseither built based on
an infrastructure or arise ad hoc between devices. Theseaments, that are typ-
ically characterized agnreliable pose numerous new threats to the dependability of
the services delivered. Properties such as availabilibott devices and links and the
number and types of faults that occur during service prowisig entail refinement of
the existing service provisioning mechanisms. For ingalicks are externally inter-
fered causing packet-losses more frequently. Also, issuels as security on the link
level must be considered. Furthermore, the ongoing dexnsdop of the environments
regarding mobility of the devices introduce even more caxroblems to be han-
dled. As devices move around, dynamics are introduced dn ititer-connections.
Resilience toward e.g. rapidly changing topologies mustdresidered from a service
point of view to ensure service dependability in the mobildac environment.

HIDENETS [HIDENETS, 2006b] is a project investigating dealges in service
provisioning in highly dynamic network environments. Th&euwases used in this
project involve car-to-car scenarios containing both addmad infrastructure domains.
Providing services in such domains requires special foaudependability, as some
services are safety critical. This means that the resultfafliag service can be catas-
trophic. Thus fault tolerance aspects of dependabilitycdingarticular interest to the
project.

Several layers of services are considered in the HIDENEBfptras depicted in Fig-
ure 1.1 on the facing page; communication layer servicepm@néaded to the middle-
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Middleware layer services Applications
Dependable Application layer
L ) middleware
Communication layer services
Transport
Network
Network communication

Data link

Physical
HIDENETS service model OSI layer model

Figure 1.1: HIDENETS model of where services are provided firom the communi-
cation layers and also from a middleware layer to the apipdina.

ware layers in which middleware layer services are providettie application layer.
Examples of communication services are radio resource gesmnent, medium access
control, network routing and transportation. Examples afdteware services are ses-
sion control, naming, profile management and cooperatigkiya

As with all other development, testing and evaluation of tth@dels and the so-
lutions are mandatory tasks. However, when it comes tonggstblutions for mobile
ad hoc networks several issues emerge. Often the envirderokthese services are
very complex, making a completely analytical evaluatiotraatable. Similarly, as
the solutions often include numerous entities and requireptex mobility patterns,
the effort put into performing a purely experimental evéiluaoften exceeds the gain
derived from it. Also, difficulties in ensuring repeatatyilof the experiments are dom-
inant in experimental setups. In-between lies simulatioth @nulation. Often, com-
plete simulation is tedious, as re-implementation of afidhionality is required by
the simulator. Therefore, several suggestions have bessiaped of using combina-
tions of emulation and simulation for evaluation of (mop#éel hoc network solutions
[Ke et al., 2000][Zheng and Ni, 2002].

1.2 Initial problem description

This project focuses on investigating highly dependahteises in mobile ad hoc net-
works. The main focus is on communication layer servicefi@sa are basic features
necessary to attain high dependability. Considering theomance of test and eval-
uation of solutions, the aim is to develop an evaluation gaork for existing and
future solutions. To do this, several objectives of thediwihg pre-analysis have been
specified.

Specification of a use cas& he use cases in the HIDENETS context contains a high
degree of topology dynamics. One of these use cases, pngvitiallenges for
communication services, is selected as a foundation foreyeirements to the
communication layer services.

Examine requirements to the dependability of servicesTo derive such dependabil-
ity requirements, an analysis of the applications and sesviesiding in the sce-
nario is performed. Services exist that each are depenttabtene extent and it
is investigated how these behave in the context of a highhadyic scenarios.
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Analysis of ad hoc environment As the dynamics of the scenarios are caused by the
properties of the ad hoc environment, these propertieseigsed to establish a
view of the underlying factors creating the dynamics.

Identify evaluation methods It is investigated which approach is appropriate in the
context of evaluating dependability solutions. Based @nctosen approach an
evaluation framework is developed, which is suitable fatitey both communi-
cation and middleware services. This framework should laésasable for eval-
uating upper layer applications utilizing the services. uktsframework could
incorporate a network emulator emulating the dynamics, mapility and link
properties, of the environment.



Chapter 2

Scenario

This chapter covers the use case selected to form a plattorting analysis of depend-
able solutions in ad hoc networks. The use case is seledwsttfre HIDENETS D1.1
[HIDENETS, 2006b], which this chapter is based on. Howeosly selected parts of
the use case are used to form the basis for the analysis. Phieaipns associated to
the use case are described along with the services needgatorsthese. The purpose
is to provide provide the requirements set by the differgpliaations.

2.1 Use case

The use case described in the following is a subset of theassCar accident (incl.
distributed black-box)HIDENETS, 2006b, p. 52].

The setting for the overall use case is an accident on a ro@&iendr number of
people have been injured. In this setting a range of apmitsshall be utilized using
ad hoc and infrastructure IP based networks.

After the accident an ambulance arrives atthe scene. Sothe péople involvedin
the accident are seriously injured and medical expertiseésled, which is not present
at the crash site. To accommodate this, applications akthe¢ make it possible to
stream voice and video to a nearby hospital along with theeipigt blood pressure,
pulse and other vitals. These applications are used at #sh cite and on the way to
the hospital and are referred toAscess to medical expertise (multimedipplications
and consists of video conference, streaming and inteead@ta applications. The
functionalities provided by these applications are wilizand supported by a number
of actors The actors are listed below along with their role or purpose

End user: Person using one or more applications.
Terminal: Interface through which applications may be utilized.

Gateways: To support the communication between hospital and ambelangate-
ways are needed which connect the ad hoc and infrastruatamaids. Any end
user can provide a gateway e.g. a PDA which is both UMTS ané&iMhabled,
can provide a link between the Wi-Fi, potentially ad hoc, doamand the UMTS
domain. There may also be stationary gateways, howeveragsumed that the
majority of gateways will be provided by end users.
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Figure 2.1: Map depicting the route which the ambulance¥adito and from the crash
site and the different segments which the route is dividéal in
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In order to render the roles of the different actors visibild to investigate possible
issues a scenario is described in the following. The scemaplayed out in Aalborg
(Denmark) and constitutes a map, a movement pattern fontibellance and a number
of actions performed by the actors of the scenario. The mdgtaroute which the
ambulance traverses can be seen in Figure 2.1 on the prgqeatje. This route is di-
vided into a number of segments. For each segment the foltpweélative, parameters
are be specified:

Traffic density: Describes the traffic density) in terms of cars per kilometre (cpk)
road, including all lanes and oncoming traffic.

Average speed: The speed of the ambulance in kilometres per hour (km/h)s phi
rameter is to some extent correlated with the traffic density

Gateway connectivity: Describes the amount of available gateways.
Applications: The applications used in the specified segment.

Network domain: Specifies the available network technologies. For this aten
three different technologies are used; IEEE 802!1GSM and UMTS.

The values for the different parameters can be seen in Tabler?page 13.

Segment 1: The ambulance leaves the hospital, in the center of Aaltbargding for
the crash site. The environmentis urban with many tall ligd, a high gateway
connectivity and a high car density entailing a low speedsmdh network load.
When leaving the hospital, the ambulance receives the nafithe injured and
pulls their medical records using an interactive data apgitn. A terminal,
which supports all the wireless technologies of the sceramid has a standard
17" LCD screen, is used for the interaction. UMTS is used twmload the
medical records. These are defined to have an average sikegbByte (MB).

Segment 2: As the ambulance leaves the city center and enters the fyetveaenvi-
ronment changes to a more open terrain and the car densityades lowering
the network load and the gateway connectivity, and makimp#sible for the
ambulance to increase the speed. In reality the change ameders will be
smooth, however, to decrease the complexity of the scettagiochange occurs
immediately when moving from one segment to the other. Thité case for
transitions between all segments.

Segment 3: Getting closer to the crash site the car density increasesraore, thereby
also increasing the amount of gateways available and thveonletoad. Further-
more, the speed of the ambulance is decreased.

Segment 4: Having picked up an injured person the ambulance heads bdbk hos-
pital. There is still a high car density in the area arounddtssh site which
yields a high gateway connectivity and a medium network |dda: paramedics
in the ambulance request remote assistance in the form afeso\donference
with medical experts at the hospital. Furthermore, theepédi vitals are mon-
itored at the hospital using a streaming data applicatiosth Bpplications use
UMTS to establish communication with the hospital.

1IEEE 802.11p is a draft standard projected to be used foratitithtion of communication in highly
mobile Mobile Ad hoc NETworks (MANETS)
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Segment 5: A few kilometres from the crash site the traffic density dragdeng with
the gateway connectivity and network load, and the ambelancreases it’s
speed. Both the video conference and the streaming dateatiph are still in
use.

Segment 6: When the ambulance reaches the city centre the traffic gansiteases,
and so does the gateway connectivity and network load, anattibulance slows
down. Furthermore, the UMTS network in this area is congestaking it diffi-
cult to meet the requirements of the video streaming apticaThis forces the
ambulance to establish a connection using IEEE IEEE 802.1ip amount of
available gateways supporting IEEE 802.11p is relatively making it neces-
sary to route the data through multi-hop ad hoc network.

2.2 Applications

The applications needed to provide communication betwedrutance and hospital
are be parametrized in the following along with the commatién level requirements
that must be fulfilled to support the applications. The patams in the succeeding
descriptions are taken from [HIDENETS, 2006b].

2.2.1 Video conference

The purpose of this application is to provide two-way réalet voice and video be-

tween terminals. In the use case described in the previatiosethis includes main-

taining communication while moving from the crash site ®hiospital possibly switch-
ing between different access points or relaying data thi@egeral hops in the ad hoc
domain to reach an infrastructure gateway. The video cenfsr application has the
following communication level requirements:

Throughput: The throughput should be as high as possible, since higltgimabges
should make it easier for the remote medical experts to msg@saments. Data
rates in the range of 16 - 384 kb/s are normal for video confeg@pplications,
however, even higher data rates are likely to be necessatlyifosscenario.

Communication delay: The delay affects the patient care directly, hence, theirequ
ments to this is high. For end-to-end communication theydgteuld be below
150 ms.

Delay jitter: For real time video streaming applications jitter is a catifactor, since
high jitter might distort the communication, decreasing ¢juality of the patient
care significantly. Hence, the jitter should be as low asiptesand not exceed
50 ms.

Data integrity / packet error ratio: The effects of these factors strongly depend on
the video and audio codecs used. These often provide difféeeels of error
protection/correction. Since human perception is someteterant with respect
to erroneous information packet errors are acceptablen® sxtent.

Packet loss: This requirement is affected by the audio and video codediyatm
handle errors. However this is still a strict requirementsithe quality of the
signal should be as high as possible. Loss of packets maypdigdeo and audio
making these difficult to interpret by the end users.
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Segment| Traffic density Average speed Gateway connectivity Appidrys) Network domain(s) Network loagd
1 200 cpk 40 km/h 20-40 Interactive data GSM, UMTS, IEEE 80@.11 High

2 50 cpk 130 km/h 5-10 None GSM, UMTS, IEEE 802.11p Low

3 150 cpk 30 km/h 10-20 None GSM, UMTS, IEEE 802.11p Medium
4 150 cpk 30 km/h 10-20 Video conference, Streaming data GSIWT &) IEEE 802.11p Medium

5 50 cpk 130 km/h 5-10 Video conference, Streaming data GSMJBMEEE 802.11p Low

6 200 cpk 40 km/h 0-5 Video conference, Streaming data GSMEIBER.11p High

Table 2.1: Table showing the different parameters for eagiment of the scenario.

€T
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2.2.2 Streaming data

In the use case this application shall be used to stream tlenfsavitals and the ambu-
lances position to the hospital. Here correctness of dateimost important parame-
ter. The streaming data application has the following resments:

Throughput: The throughput depends on the nature of the information tebé In
the scenario, none of the information requires a high thinpugand this param-
eter is considered of less importance.

Communication delay: As with throughput the delay is not a important factor, how-
ever, a high delay will increase the response time to chandhe patients vitals.

Delay jitter: This parameter can make it harder to interpret the datastr&zch as the
heart rate, correctly, provided this issue is not handledfyyer layers. Hence,
jitter should be regarded as a critical parameter.

Data integrity / packet error ratio: Correctness of data is very important so the re-
guirements to this should be high. But as the data is updatpdarly damaged
packets may be discarded without degrading the quality ®fbplication sig-
nificantly. The received packets should, nevertheless) bieei correct sequence
in order to give the right impression of the patients vitals.

Packet loss: Since data is updated regularly packet loss should not besar,i but
should still be kept at a minimum to ensure that the data is@asas possible.

2.2.3 Interactive data

This application shall provide the possibility for a useiiriteract with other users or
servers. In the context of the use case the interactive gigiécation shall be used to
pull the information on the injured at the crash prior to\ati The Interactive data
application has the following requirements:

Throughput: This parameter depends on the use of the application. Ipiectzd that
the size of a patients medical records is in the magnitudeegfabytes. Hence,
this application could set high requirements to the thrgugkdepending on how
fast the information is needed.

Communication delay: Delay is not critical in the case of the request for medical
records. This parameter should however be kept at a mininounctease the
user experience when requesting the records.

Jitter: Jitter is not relevant for this application, since it has ign#icant impact on
the user experience nor the transfer of the medical records.

Data integrity / packet error ratio: Both parameters are handled by TCP. This could
entail some issues with regards to throughput, since TGRsteepacket error as
a lost packet. This triggers TCP’s flow control which decesathe throughput
i.e. the paramedics might not receive the medical recortimie.

Packet loss: This parameter is critical due to the impact Data integrity / packet
error ratio

In order to meet the requirements set by the applicationsegbmg. by making
them dependable, numerous communication level servieesegded which ensure
that the requirements are met. The succeeding chaptenyibhe this issue.



Chapter 3

Preanalysis

The preanalysis investigates relevant aspects of the Soespeecified in the previous
chapter. Starting from the ad hoc environment, the effetthephysical properties
of the wireless medium and of general issues in wirelessar&mnare investigated, by
describing the properties and issues together with thgiaohon the wireless commu-
nication. Another part of the physical environment is nodwbitity, hence, mobility
models suitable for the scenario are evaluated by relatiamtto the mobility which
is likely to be experienced in the scenario. Having examtheghysical environment,
the concepts of dependability and dependable servicessietivironment are investi-
gated by relating them to the scenario and determining timgiact. Finally, methods
for testing dependable solutions are examined by evalydifferent approaches. The
purpose of this chapter is to provide a rudimentary ovendgéthe concept of depend-
able solutions in MANETS, making it possible to identify émesting problems and
through these define the scope of this project.

3.1 Ad hoc environment

This section investigates the physical environment in Whiee dependable applica-
tions reside. Starting from the physical properties of ttenario, a number of differ-
ent environments are identified along with their effect om ¢$kignal propagation and
thereby the operation of the applications. Having iderttiffee different environments
the section explores the concept of mobility models and ioaerange of different

models suitable for the scenario. The purpose is to deterthi@ complexity of the

environment of the applications along with appropriate ititgbnodels making it pos-

sible to portray movement in a realistic manner with respethe scenario.

3.1.1 Physical properties

Compared to traditional wired networks, wireless netwakes less reliable. This is
due to the physical properties of the wireless medium. Tipesperties ultimately

introduce a significant increase in the probability of bitoes, leading to lost frames
and packets. In scenarios where a high level of dependalsilitesired, the unreliable
wireless channel might make it difficult to meet the requieaits need to ensure de-
pendability. Furthermore, the mobility of the nodes hasmapdct on the properties of

15
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the wireless channel and introduce a dynamic topology whésdlifficult to ensure
peer to peer connectivity, which further decreases thalyiily.

Starting from general problems in MANETS, this section tedathese to the en-
vironments of the system from the use case (see Chapter 2gen®)a Two environ-
ments, urban and freeway, are derived from the use case h@egdifferent properties
affecting the propagation and quality of the wireless sighhese properties varies de-
pending on the technology used for communication. |IEEE BOj2is not deployed
nor widely studied yet, IEEE 802.11a is to model 802.11p¢esiit is the one used
within HIDENETS for this purpose [HIDENETS, 2006a] and @ritis very similar to
802.11p [Zang et al., 2005]. UMTS and GSM are not considargtiér in the project,
as the scope of the scenarios are concentrated on the ad imaingo

Urban environment
The urban environment is characterized by:

e Potential high traffic density.

Potential high network load.

e Many buildings.

Speed limits at 50 km/h and below.

Many gateways.

Freeway environment
The freeway environment is characterized by:

¢ Potential medium/high traffic density.

Potential high network load.

Few buildings.

Speed limits at 130 km/h and below.
e Few gateways, depends on the traffic density.

This section lists and investigates a number of generag¢ssand characteristics of
MANETS, starting from the characteristics of the wirelelBamnel, and relates them to
the environments mentioned previously.

The power if a signal received through a wireless channétsas a function of
space, frequency and time. This generally referred to asdadrading may be subdi-
vided into small- and large-scale fading, each containiffgrént factors which affect
the wireless channel:

Large-scale fading

Large-scale fading covers the factors which cause the Istgngradually fade as a
function of the distance. The two main contributors to thigllof fading are shadowing
and path-loss:
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e Pathlossexpresses the decrease in signal strength caused by tregptam of
the radio wave in an obstacle free environment. The impagtatifloss is a
weaker signal i.e. the Signal to Noise Ratio (SNR) is dea@#=ading to higher
bit error probabilities. This is an unavoidable charastérifor both the urban
and freeway environment.

e Shadowinglescribes the degradation of a wireless signal caused legtsiije-
tween sender and receiver refracting or diffracting thenaig Shadowing is
expected to have the largest impact in the urban environchéato the large
amount of obstacles. However, research shows that objects & cars can
reduce the signal quality significantly when near the sewdeaeceiver if the
antennas are not sufficiently elevated [Gaertner and Cabill4]. Consequently
a large vehicle such as a truck or a bus might be able to obstracommu-
nication between passenger cars. Hence, shadowing sheukbhrded in the
freeway environment.

e Another property which affects the signal in the wirelesaruiel is thenon-
isotropic radio propagatiorproperties of most antennas, entailing that the sig-
nal strength varies if receiver and transmitter rotate wétspect to each other
[Stuedi et al., 2005]. This is an unavoidable characteristiboth environments.
However, this effect should be of less importance for theanrbnvironment
since the signal propagation is likely to be affected by atlss before the non-
isotropic nature of the antenna becomes significantly proned to have an im-
pact on the signal quality.

Small-scale fading

Small-scale fading, as opposed to large-scale fading, raageclarge fluctuations in
the signal strength with relatively little or no change ir tistance between sender
and receiver.

e Multipath fadingoccurs when a signal is reflected by one or more objectsentai
ing that the receiver can receive multiple copies of the ssigwal. The copies
may have different attenuation, delay and phase shift piatbninducing de-
structive interference on the signal. This leads to fadimfjas a consequence of
this a lower SNR ratio. This characteristic is relevant far tirban environment,
since there are many obstacles that can reflect the sigrthle freeway environ-
ment little multipath fading is expected, however, refleet from the road and
other cars might have an affect on the signal.

e The Doppler effecis described by the difference in wavelength observed at re-
ceiver and transmitter caused by movement of receiver atidismitter. This
effect can cause the transmitted signal to be detected Viutbyngt the receiver
i.e. at a higher or lower frequency, depending on whetheagivecand transmit-
ter are moving away or toward each other. In the urban enwieori the Doppler
effect can be neglected, since it has little effect on theblss signal at veloci-
ties below 50 km/h [Gaertner and Cabhill, 2004]. At velodtmmuch higher than
50 km/h the Doppler effect can affect the signal. The modutatcheme used
has a great impact on the signal distortion caused by the IBopfiect. Wire-
less cards using Orthogonal Frequency Division Multipiegg{OFDM), such as
802.11¢, are sensitive to the Doppler effect, since OFDN aseumber of over-
lapping orthogonal sub-carries which are very vulnerablmter-Carrier Inter-
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ference (ICI) when the Doppler effect is present. Convgrealrds using Direct
Sequence Spread Spectrum (DSSS), e.g. 802.11b, areeBlatiaffected by
the Doppler effect at any velocity [Brownfield and Davis, 8Q0Entailing that
the Doppler effect should be considered for the freewayrenment depending
on the modulation scheme, since 802.11p will be using OFDid likely that
the Doppler effect will have an impact on wireless cardsofelhg the 802.11p
specification.

3.1.2 General MANET problems

Beyond the physical characteristics of the wireless ad het@ment potentially de-
creasing the quality of the communication channel, thezeaarumber of issues on the
layers above the physical that influence the wireless conatian:

Terminals problems

On the MAC-layer in wireless networks there are two signiftdgrminal problems;
The exposed and the hidden terminal hildenterminal is a node which is unaware
of an ongoing transmission in it’s vicinity and whose attengptransmit will disrupt
the ongoing transmission. In Figure 3.1(d)is attempting to transmit data 8, how-
ever,C' is outside the range ol and is not aware of the transmission. HenCegan
unknowingly disrupt the communication fror to B. Different methods have been
proposed to accommodate this problem. In 802.11 a randoasascheme called Dis-
tributed Coordination Function (DCF) is used [IEEE, 2008]netheless, research in-
dicates that this scheme is inefficient in multi-hop MANER$gx Varshavsky, 2004].
Furthermore, DCF introduces tlexposederminal problem, which is caused by the
Request To Send (RTS) and Clear To Send (CTS) of the DCF. Hevdais prevented
from transmitting due to the transmission of a nearby node & Figure 3.1(b),A
sends an RTS t®. B does not reply with a CTS, sind@ in the meantime has sent
an RTS toC andC has replied with a CTS, which has triggerB& random backoff
mechanism entailing thd® does not send a CTS th. This leavesA with the wrong
impression that3 is unable to receive the transmission. Consequently thmsrmnes-
sion from A to B is delayed unnecessarily. The terminal problems mentiovikde

present in both the urban and freeway environment.
“‘
®)

Figure 3.1: (a) the hidden terminal problem, (b) the expasadinal problem.

(a)

Dynamic topology

The mobility of the MANETSs nodes affect the network layer asmhsequently has
a significant impact on the network topology which is highjgndmic. One of the
main concerns is to guarantee a connection between sendeeegiver and to keep
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factors such as delay low enough to meet the requirementseofpplications. In
this context routing is of particular importance, sincehibsld maintain the connec-
tion between sender and receiver and guarantee that dejaiyements are not vio-
lated. A range of different routing techniques have beepgsed for MANET routing
[Johnson and Maltz, 1996] [Perkins and Royer, 1999] [Parkimd Bhagwat, 1994], and
should be subject for further investigation if aspectstie¢ato Quality of Service
(QoS) and application requirements are to be investigated.

Security

In wireless networks security is important, since the vaissimedium is easily accessi-
ble, and spans multiple layers. Hence, methods are nee@edtoe that the end users
can use the services accessible through the network atredstand without compro-
mising data integrity and confidentiality. Hence, threeuisgments must be met to
ensure the security of the communication of the end user:

e Integrity: To ensure that the transmitted data is not aitere the way to the
receiver.

e Confidentiality: To ensure that the transmitted data is eebd be sender and
receiver.

o Availability: To ensure that services are available wheedwssl.

Different methods have been developed to address the seaspects mentioned
above.

Power consumption

One way to increase the security is to lower the transmittiogyer of the antenna
decreasing the range of the wireless signal. This also labehefit of lowering the
power consumption of the wireless terminal. Power consionptan be an issue for
small hand held terminals, since they have little battepac#ty, making it necessary
to save power in any way possible. Power consumption is kelylito be an issue
for car-to-car communication, since cars carry a largeebattapacity and power is
generated whenever the engine is running.

Limited bandwidth

All the characteristics and issues mentioned can affediginewidth and in most cases
limit it. Leaving the wireless network with a relatively lited bandwidth depending
on how pronounced the issues and characteristics are.

3.1.3 Mobility modeling

As described in the previous section MANET topologies aghlyi dynamic due to
the mobility of the individual nodes. The following invegdites the mobility patterns
which can be expected in the scenario and relates these tgea of mobility models.
The purpose is to indicate which models might be suited takite the movement of
nodes in a MANET.

Based on the properties of the urban and freeway environdestribed in Sec-
tion 3.1.1 on page 15, the characteristics of the envirotisiterbe modelled is deter-
mined in order to establish grounds for evaluating the iiodial mobility models.
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Deterministic| Hybrid | Random

Macroscopic
Microscopic X

Table 3.1: Table showing the mobility model classificatimmt|uding the class to be
used.

Urban: The urban environment is characterized by; a large numbebsfacles in
the form of buildings, stop and go traffic caused by traffitiigy a high traffic
density, low velocities caused by traffic regulations avd ifEnes.

Freeway: In the freeway environment there are; few obstacles, thictbow is
smooth, there is a medium traffic density, the velocity iatiely high and the
number of lanes is large with respect to the urban enviromen

The sought mobility model should be able to reflect the charatics described above.
Beyond this, physical restrictions imposed on the cars mpteral dependence of the
velocity and the presence of other cars should be includexidorthis the factors

resulting in the characteristics described should be niedliéle. the model should

cover the following:

e Road capacity: The model shall take the number of lanes ®rdads into
account.

o Traffic density: It shall be possible to vary the number of e®dsed in a sce-
nario, thereby changing the traffic density.

o Traffic regulations: Speed limits shall be taken into act¢plience, it should be
possible to specify a maximum velocity for each length ofiroa

o Traffic lights: These play an important role in the mobiligtferns of the urban
environment i.e. the model shall include some represemati the effects of
traffic lights.

e Temporal velocity dependence: The dependence betweersganious and
currentvelocity shall be included in order to make the cacekerate and thereby
their movement more realistic.

¢ Restrictions caused by other cars: The restrictions inghosehe individual car
by traffic shall be modelled, entailing that cars must adjlsir velocity to the
car in front if it is not possible to overtake.

The concept of mobility modelling has been a subject of esitenresearch due
to it's applicability in the development of cellular netvksrand WLANs and the de-
ployment of road infrastructure, and thus a large varietyobility models exist. The
existing models can be subdivided based on the mobilityrpatars observed and by
the degree of randomness in the mobility models (see Tabje 3.

Macroscopic mobility models are used to model mobility aightevel of abstrac-
tion e.g. fluid dynamics can be used to describe the traffic, th@mce, the individual
node is not observed but an aggregate of several nodes. Getwenicroscopic mobil-
ity model each node separately. For both levels of mobilitg,degree of randomness
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can be categorized as; random, hybrid and deterministiterBénistic models can e.g.
be based on a trace from a real system i.e. the node moventemninsl to predefined
paths from the trace. In random models, the nodes can moveidieection within a
bounded area. The intermediate step between determiargficandom is defined as
a hybrid approach. Here each node moves in a random mann#rebotovement is
restricted by some notion of infrastructure e.g. the areare/the nodes may move is
a map with roads and the nodes may only travel from one latédi@another using the
roads.

The latter approachis the most relevant for modelling nitghiit MANETS, since it
incorporates the restrictions imposed on the nodes by #irdgrastructure providing
more realistic mobility patterns.

Beyond reflecting the mobility patterns realistically, thebility model should also
make it possible to reflect the relevant physical propediscribed in 3.1.1. Hence,
metrics such as velocity and position for each individuadenoshould be modelled.
This makes it possible to delimit the scope of the analysimitroscopic mobility
models, since these reflect the movement of each indivichge n

Conclusively the sought mobility model shall model eachvimiial node and in-
clude maps reflecting the road infrastructure i.e. micrpsrbybrid mobility models.

The following provides an overview of selected mobility netgj that can be used
to represent the movement patterns of nodes in MANETS.

Manhattan mobility models

[Bai et al., 2003] proposes a probabilistic map based agprttamodeling mobility in
MANETS, called the Manhattan mobility model. Here the mapsists of a number of
horizontal and vertical two-way streets restricting the@®movement. When a node
reaches an intersection the probability of turning left.B3) the probability of turning
right is 0.25 and the probability of continuing in the sameediion is 0.5. Nodes are
bound to the lane they are moving on, hence, they cannotakeeriThe velocity of
each node is determined based on Formula (3.1) i.e. theityetifeeach node varies
with time but is dependent on the velocity if the previouseistep. Nodes travelling
in the same direction on the same street will adjust thewaigf to the node ahead in
order to maintain a predefined distance since they are unabltake.

Vit +1)| = |Vs(t)| + random() * [a;(t)] (3.1)

The Manhattan model is relatively simple and incorporatesrestrictions imposed
on the nodes by road infrastructure. However, the simgliaftthe model indicates
that it is unable to simulate realistic movement, since theathics caused by e.qg.
traffic regulations, traffic lights and multiple lanes areitbed. This makes the model
unsuitable to simulate movement in the urban environmenie © the composition
of the map used in the model, which resembles that of a cityrloaruenvironment,
it is also not suitable for the freeway environment. [Bailet2003] also proposes a
model for a freeway environment where the city like map idae@d by one similar to
a freeway. The nodes are still restricted to one lane andythardics caused by traffic
regulations, traffic lights and multiple lanes are stillrdizarded. Though inadequate
for modelling mobility in the final emulator, the Manhattamhility models might be
useful in early versions, since they are simple and easy pteiment.
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Graph based mobility models

Another approach that uses maps is the graph based mobdigimpresented in

[Tian et al., 2002a]. This model is based on a graph, reptieggthe restrictions im-
posed by the infrastructure, where the vertices are logatio which the nodes can
travel and the edges are the roads they can travel along. répé ¢ fully connected
meaning that there is a path to from any one vertex to all otkdices in the graph.
The movement in this model is similar to that of the randomkwaince each node is
initialized at a random vertex and then randomly choosethenwertex to travel to.
The shortest path is always selected. When a node reachdsstination, it will wait
a random time interval betweegaymin andtsaymaxbefore choosing a new destination.
The velocity of the node is randomly chosen for each destindietweenvm, and
Umax-

This approach was developed to simulate pedestrians mavisgme infrastruc-
ture, thus there are no restrictions on the capacity of edge ee. it is similar to a
road with an infinite amount of lanes. Furthermore, traffgulations are disregarded
and nodes move at constant velocities.

Several approaches have been developed in order to in¢heaszalism of the mo-
bility models. [Choffnes and Bustamante, 2005] suggestapgmoach, called STreet
RAndom Waypoint (STRAW), where the graph is based on real dzp and traffic
regulations are taken into account. Here the nodes cartratittl from a location to
some destination but speed limits, effects of other caafidrlights and traffic regu-
lations are imposed on each node. This is also the case faitthsection mobility
model [Davies, 2000]. Both approaches lack the possiljiitya node to overtake. An
equivalent approach which incorporates the possibilitpwartaking can be found in
[Gorgorin, 2006].

None of the investigated approaches fulfil all the requinetmderived at the begin-
ning of this section alone. However, by combining their fnties the requirements are
met and yield the following approach, which is defined as®istapoint for modelling
mobility in the scenario, where:

e Road infrastructure is represented by vertices and edges.
e \ertices are locations represented by Cartesian coostinat

e Edges are characterized by: Capacity (specified in larexgdtth and speed lim-
its.

e Nodes are represented by: Position, direction and velocity
e Nodes obey speed limits with some variation.

e Nodes can overtake if there is sufficient space to do so.

e Nodes are initialized at randomly selected vertices.

¢ Nodes select destinations randomly and always the shqa#strom origin to
destination.

¢ Nodes wait a random time at each destination before sefpatirew destination.
¢ In the urban environment traffic lights are added to all foaywntersections.

This approach is treated further in the mobility model desif Section 6.3.2 on
page 49.
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3.1.4 Summary

This section has outlined the issues that can arise in MANRETise urban and free-
way environment. It was found that a broad range of physibalacteristics of the
wireless channel were present in both environments, hawswene were more rel-
evant depending on the environment e.g. multipath fading mvare pronounced in
the urban environment, whereas the Doppler effect only wkevant for the freeway
environment.

Furthermore, microscopic hybrid mobility models suitafde both environments
were investigated and a rudimentary graph based mobilitdehwas defined as a
starting point based on research performed in the field ofilibpimodelling.

3.2 Dependable services

In this section an analysis of requirements to provisiomihdependable applications
is presented, including the underlying services neededppat dependable applica-
tions. The general concepts of dependability are examifieel dependability descrip-
tions are derived from the HIDENETS framework in [HIDENET®06b] combined
with [Avizienis et al., 2004], which discusses dependapiérminology. Moving from
general to specific, this section presents the serviceseddadhe scenario and their
required dependability properties. The purpose of thigstigation is to clarify the
functionality and dependability requirements of eachiseriecessary for the depend-
able applications.

3.2.1 Definition of dependability

Dependability of a service means that is can justifiably bst&éd. To analyze what
makes a service trustworthy, the dependability domainvisldd into three major parts;
threatstowards successful service delivery, thittributesof the service success and
meango prevent service failure. It is based on these parts theindhividual services
are evaluated in the further analysis.

Threats: Threats to service dependability are the faults that iabWtwill occur and
challenge the success of the service. A serfadlere occurs when the service
does not live up to its specification or if the specificatioeslaot fulfil the func-
tional requirements. Any such deviation from correct sezvs called arerror
and the supposed cause of the error is referred to dadifte

Attributes: Several dependability attributes are assigned to a semhiea evaluated.
The most important attributes arayailability, reliability, safety integrity and
maintainability Combining some of these can create new ones such as the com-
bination of availability and integrity, includingonfidentiality results in the at-
tribute securitywhich often also is considered. For detailed definitiondefat-
tributes, [HIDENETS, 2006b] and [Avizienis et al., 2004psitd be consulted.
Typically relative values are assigned the attributes ¥atueation. However, due
to the inevitable occurrence of faults in any service, thiebattes should be in-
terpreted in a probabilistic sense.

Means: Developing dependability is improving the dependabilitlyibutes of a ser-
vice. For this several means are uségult prevention fault remova) fault
forecastingandfault tolerance Prevention and removal are primarily concerns
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of the development phase, ensuring the quality of the sespecification and
design. Forecasting is a means of a running service to aadidd prior to a
forecasted fault, typically based on probabilities of faadcurrence. Tolerance
of a fault is the detection of and recovery from a fault ocitin the system.

3.2.2 Dependable services in the scenario

The applications described in the scenario all contain Ibattdleware and commu-
nication layer services (cf. Figure 1.1 on page 7) which niestiependable for the
applications to be trustworthy enough to be used. Deperdalhmunication services
are considered mandatory for the middleware services tageaependability. Thus,

the primary focus is to investigate the communication laggvices, i.e. layer 2-4. The
middleware layer service are referenced, when directiteel to functionality of the

communication services.

The domain of the services is delimited to concern the fonetiities relevant to
ad hoc communication. As the infrastructure domain is néddethe applications to
exist, gateways between ad hoc and infrastructure domagrt®asidered the boundary
of the ad hoc domain.

The services are described in the same order as the sersficeeature of a commu-
nicating model is described. This way the services handligigared wireless medium,
the ability to do networking, transportation of data, sessiontrol, and cross-layer
monitoring all are considered.

The services are common to all the scenario applications thie requirements to
performance and dependability attributes of the servigasdiffer in the application.
Thus, the requirements are different depending on the @gijmins considered in a
scenario. Therefore, the services are described as geneaals for communication in
the scenario, not regarding the requirements from any egijpn at this point.

Shared wireless medium

Different radio technologies are used throughout the sieiirathe ad hoc domain.
WLAN, GSM and UMTS are mentioned as possibly available megliesibly in si-
multaneous combination. The existence of any availablerahable radio channel
is mandatory for all the applications to succeed. Accesamfjusing these different
media requires dependable servicing at the data link |ayetay, some dependability
mechanisms exist at layer 2 in the form of fault tolerancer. ifstance, if frames are
lost due to collision on the channel, the collision is degdcnd the frame is retrans-
mitted. However, losing a radio channel is not toleratecgét 2 today. Hence, this is
a threat to the dependability of the link service.

To be able to benefit dependability-wise from possibly hgweveral radios avail-
able, mechanisms for reliably utilizing access to multipléios are needed. Moreover,
several issues regarding connectivity exists within trepeof a single radio domain,
previously described in the ad hoc environment analysish Slynamically changing
environmental influences make the communication channaliable, posing more
threats to the service dependability. For any networkimgises to rely on the channel
in a dependable manner, these issues need to be handled.

Networking
For end-to-end communication with one end in the ad hoc dodependable network-
ing services such as routing, topology control, addressintgateway management are
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needed.

As the networking performed in the scenario is based on leigdly applied rout-
ing algorithms such as Routing Information Protocol (RIMg[kin, 1994] or Open
Shortest Path First (OSPF) [Moy, 1994] could be used. Howele to dynamic link
changes, traditional routing algorithms for wired netwsdo not apply very well in
the ad hoc domain [Jacquet and Laouiti, 1999]. Insteadimguatigorithms for ad hoc
networks are applied.

Ad hoc routing algorithms are divided into two major groupspactive and reac-
tive. Essentially, proactive routing algorithms maintaiformation for routing con-
tinuously no matter if there is traffic, whereas reactivetimalgorithms find appro-
priate routes on-demand. Maintaining routes requires roorgrol signals than re-
discovering routes, which in turn takes longer time [Brothle 1998].

No matter the group, common steps for performing ad hoc mguekist. These are
neighbor discoveryinformation dissemination i.e. exchange of control messages,
shortest path calculatianThese steps need to be performed correctly in order for a
path to be discovered successfully.

Control messaging on the communication network incorgsrat problem of differ-
entiation of traffic as control messages are mandatory tpatiphe dynamics of the
topology. However, heavy control communication betweaners may overload the
already limited bandwidth. Running bandwidth-sensitipplecations may render such
routing algorithms unusable. Contrary, time-sensitivplizgations may benefit from
the instantly available, low-latency routes. In all, theol messages are evident for
performing topology control. Failure of a routing algorittmeans inability to main-
tain an end-to-end connection defined by performance reqpgints. Faults leading to
such a failure are breakdown of links or routing loops whialstbe tolerated for any
routing algorithm to be used by a dependable application.

Topology controemerges from the problem of maintaining a topology among rou
ing nodes. With the increasing range of the radios, manysiadepotentially available
for connection. This may not, however, be optimal in the cdgeoving cars. Position,
speed and direction of the node can be used to help deternhiicé wodes are fit for
participating in the topology and perform topology control

Maintaining address spaces of network nodes is also coatetidn the ad hoc do-
main, especially on the border-line between ad hoc andstrireture domain. With
traditional IP, the static nature of the nodes in a topologkes static addressing pos-
sible, i.e. once a node is assigned an address it does naehélowever, with the
inherent node mobility in the ad hoc environment, staticradsing is intractable to
manage. Instead, methods such as mobile IP [Perkins, 260Zye& used. Mobile IP
uses agents for maintaining references between the acdadss of the node and the
address known to the public. This enables continuous asidgesf mobile nodes.
However, this also poses as a threat to the pure ad hoc coroatiomi, if nodes are
subject to change of address while being used.

In the same context, the aspectateway maintenancaust also be considered, as loss
of gateway is another existing threat to networking betwedhoc and infrastructure
domains.

Gateways are used when connectivity from the ad hoc domain tofrastructure
domain is needed - as for instance it is the case with the \didaterence application.
Here one peer is placed in the ad hoc domain and the other iimfilastructure do-
main. For peer-to-peer communication, gateways betwesiwvth domains must be
accessible at all time. Such gateways can either be mobhawe fixed placements.
Gateways based on UMTS are believed to be mobile as thesadreffthe moving
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cars. WLAN access points are placed accessible from theinozafees, gas stations
or phone booths, working as inter-domain gateways. To erstuess to a gateway is a
challenge, as a changing topology dynamically changesihieartions in the network.
Partitioning of the network may result in losing the conigatto the current gateway.
To remain connected, selecting a new gateway and estatgiskiv routes are required
tasks. Depending on the changes in the topology such taskberaon-trivial.

Data transport

For transportation of data on layer 4, not many new protoexist that are optimized
for the ad hoc domain. Instead, attempts have been madetainpthe existing proto-
cols for wired network, e.g. TCP and UDP, in order to make tipenfiorm satisfactory
in the ad hoc domain. These are relevant considerationsadtreetdiversity of the
applications existing in the scenario. A video conferegd@pplication traditionally
uses UDP for streaming, while an application for interactlata would use TCP to
ensure integrity of the transferred data. Optimizatiorheke algorithms is needed as,
for instance, the back-off algorithm of TCP is very unfit fansidering packet loss
due to frame loss induced by poor link conditions [Tanenba@002], which results in
an unnecessary reduction of throughput. Throughput istipitant parameter in the
context of data transport and is required to behave reliably

Failure of transport is typically not meeting applicati@riprmance requirements such
as throughput, delay and delay jitter. Faults leading t® &né for instance packet loss,
either due to poor or lost wireless connections or congestipacket reordering in the
network, or as described, the need for re-routing due takdaigeaof the route.

For the resilience aspects of transportation and datarittegolutions such as
SCTP [Stewart and Metz, 2001], have emerged. SCTP extendsah@ UDP by facil-
itating multi-streammessagingMessagingneans that instead of requiring each byte to
be received in the right order as TCP does, SCTP msssagespanning more bytes.
This enables an optional degradation of the ordering in whiges are received mak-
ing the protocol more resilient towards packet loss. Msiiteam means, that SCTP can
handle multiple streams within the same peer associatibis.rfiakes it possible to use
different physical connections, e.g. both UMTS and WLAN, ifcreased availability
and reliability. These properties of SCTP help enableisggitransportation solutions.

Fault detection and performance monitoring

To aid the diagnosis of a running system, services proviftudt detection mech-

anisms are included in the service architecture. Such@vinay use cross-layer
monitoring or work inside a specific layer diagnosing faultereasing the possibility

for successful detection and diagnosis of faults in theesyshcreases the reliability
of the communication. This can be achieved it several waytherusing dedicated

fault alarms generated in the system or performance measuts revealing abnor-
malities in the communication patterns. These measurencenid be packet loss rate
or wireless signal quality or a combination. Such measurgsan be performed both
actively, i.e. sending dedicated traffic as measuring modsepassively, i.e. where the
existing traffic is used for probing.

For the communication services examples of performanceageit the link layer
are capacity, frame loss and frame delay. At the network layamples are throughput,
packet loss and delay. At the transport layer, reorderingaokets can be used.

For such services to raise the resilience of the systemetivéess themselves need
to be highly tolerant of internal faults. An erroneous faildtection service may pro-
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duce false alarms or miss occurring faults, which posesaatto the dependability of
services relying on the fault detection.

Lower level service middleware

On the borderline of communication services towards middte layer services, there
might exist some services managing aggregated node infommfar the middleware
components. Such information could be profiles of power syppndwidth and media
types. Also, the network task gfateway and network selectionight be influenced
from this level, e.g. decisions on base-station or netwedkmnology may be controlled
from this level. To do this, dependable information regagdhe network(s) must be
gathered from or made available to this level.

A QoS and differentiation manager can also be present inahé. This manager
handles differentiation based on QoS policies defined fégrdint classes of both traffic
and resilience. Resilience differentiation is providiriffedent resilience support to
traffic streams during faults. For instance, a voice call inaylosed down after fail-
over as a consequence of a web session having higher resiliequirements and
hence is prioritized.

Finally, at this border-line middleware layer, sessiontogiitan be performed. Ses-
sion control tasks include establishing, maintaining arthinating session between
multiple participating nodes. Session Initiation Protq@&iP) [IETF, 2000] is among
the methods to do session control.

Although these service are not purely communication sepntitey are described
here as failure of these services might be induced as fautkeiunderlying services.

3.2.3 Summary

This analysis has investigated the aspects of dependabieese by identifying the

main components of dependability and applying them to thetfanal requirements of
the services in the scenario. Regarding the applicatiorigatkefrom the scenario, i.e.
video conference, streaming data and interactive dataffieeent supporting network
services have been investigated with respect to depeitgtabih this investigation,

threatsto the dependabilitypropertiesof dependability andneansfor overcoming

the threats have been identified for each service layer. yxima the threats to the
dependability, the dynamics of the environment play an irtgrd role in the fault

domain, mainly because it influences on all levels of the camination stack, from

link to network. Also, it is revealed that although depentitgtmeans exist on several
layers, it is far from every threat that can be overcome. Galyethe analysis reveals
that dependability issues exist on each layer which mustabed before an entire
dependable solution can be realized.

3.3 Evaluation methods of dependable solutions

Having analyzed the ad hoc environment and the functiorrplirements of the ser-
vices needed in the scenario, this section investigatésrelift methods of evaluating
dependable services given the different operating cosit®dpending on the function-
ality subject of evaluation, several evaluation methodstwaapplied. In the context
of mobile ad hoc networks, literature provides numerousmggtsons and experiences
on such evaluation methods. In the following, an analysiswafluation methods is
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presented. The purpose of this analysis is to enable sambectia subset of methods
for later evaluation of a dependable solution. The gengnail@aches to evaluation are
analytic simulation emulationand finallyexperimental setup

3.3.1 Analytic

The analytic approach entails development of models foaslects of the problem
domain. Complete analytical evaluations have been peddrom e.g. link properties
[Rajarman, 2002], network properties [Rajarman, 2002n &gal., 2002b] and rout-
ing performance [Krishnamachari et al., 2000] [Qayyum gt26100]. Overall these
approaches have a specific functionality or context in fodiss means that the level
of detail in the specific models of interest is very high, thé surrounding models
may be very simple. For instance, including complex mod&lsk properties when

modelling network specific properties can make analytiatsohs intractable. In the
context of evaluating mobile ad hoc networks models, corliié properties as well

as complex network properties may all have to be includedpoasent a realistic do-
main, i.e. generate a usable model. Inclusion of that matgjldealong with the fact

that the ad hoc network in the car-to-car scenario tendsaie se.g. in the number of
partitions, nodes or connections, can render solutiorgstioadterive, if not numerically

unsolvable [Qayyum et al., 2000, Krishnamachari et al. 0200

3.3.2 Simulation

One way to deal with the intractability of theoretical madlate to use computers to
simulate them numerically. In general, simulation is a Widesed evaluation method
in the mobile ad hoc network community [Heidemann et al.,122@&hort et al., 1995].
Simulation permits as much detail as the combination of ggsing power and time
permits. When developing simulation models, reuse of gémeodels entails contin-
uous development of the models, enhancing the model rediisaudition, simulation
can be carried out in non-real-time. This allows for slowdwyvn the simulation to
monitor the steps of the process.

However, no reuse of real implemented functionality is flmesn a simulation en-
vironment. This means, that all protocols and functiongirteebe re-implemented in
order for them to be used during simulation. This can resulsi of simplified models
based on assumptions of functionalities not directly ratewf the evaluation. For in-
stance, a wireless MAC protocol model might be replaced aritkexisting wired MAC
protocol model, as the contribution from the wireless props might be limited and
out of scope. Indeed, this reduces the effort of re-impleatem, but also decreases
the accuracy of the simulation.

Also here, the previous described dynamics of the ad hoc@amwient requires the

models to be realistic. As the application dependabilitypgrties are dependent on
the dependability of each of the underlying functionaditithis entail an inclusion of

potentially many, realistic simulation-implementatidossuccessful evaluation.

The most popular tools used for performing simulations ar@ n
[McCanne and Floyd, 1995] and GloMoSim [Takai and Bajaj, 9498oth simulators
use scripting languages to define the specific simulatiome féatures of the simu-
lators are generally alike, and they both provide many tetaools for evaluating ad
hoc networks [Flynn et al., 2002]. Moreover, detailed medet popular technologies,
e.g. WLAN 802.11, have been thoroughly tested and is widsédun the simulation
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environments. This means, that simulation of some offdhel technologies does not
require re-implementation.

3.3.3 Emulation

Emulation of functionality is a hybrid between simulatiordgure experimental setup,
working as a means for reducing the effort of re-impleméoadf simulation. Al-
lowing for some components of the real system to execute,namation environ-
ment facilitates the control and setting of some underlypagameters or function-
ality. For instance, the properties of a physical layer caeimulated using Field Pro-
grammable Gate Arrays (FPGASs) [Judd and Steenkiste, 2000#¢. FPGAs are soft-
ware configurable logic capable of emulating hardware, i ¢bntext wireless radio
properties. MAC properties can be emulated to evaluate ar&twroperties evalu-
ation [Zheng and Ni, 2002][Flynn et al., 2002]. Network peojies can be emulated
for higher layer functionality evaluation [Vahdat et al0o@, Ke et al., 2000]. In all of
these evaluations, traffic is generated by real systems. wWéy, complex traffic mod-
elling and cumbersome component re-implementation isdeeband the focus can
remain on the performance evaluation regarding the unidgrlyarameters. However,
in the case of having real systems as a part of the evaluatonefvork, real time
requirements emerge. Combined with complex models to bdageal, it can be dif-
ficult to accomplish emulation in real-time. Also in this easimplifications can be
introduced to relieve the need of processing capabilitthefémulator, which in turn
increases the usability of it.

3.3.4 Experimental setup

The experimental setup is presented as the final evaluatathad. An experimental
setup contains all the parts of the real system, possiblippgd with probing facilities

to measure metrics for performance evaluation. Tests pedd using experimental
setups often provide the evaluation with a great level achitland realism. However,
in the context of experimental mobile ad hoc networks, treatgst challenge is the
assurance of repeatability [Maltz et al., 1999]. Due to thenplexity and diversity

of the wireless environments combined it is hard to ensueew@ion under similar

conditions for each test run. Also, when regarding mobhittig accuracy of the motion
patterns is critical. Moreover, the need for personnel aadivare to setup up the
complete experimental testbed might be impossible to aegqluie to costs.

3.3.5 Summary

In this section different methods have been presented fduating applications run-
ning in the mobile ad hoc environment. The methods span legtie two pure setups;
pure analytic and pure experimental setup. In between,ithelation and emulation
method have also been investigated. Overall, each methegtws and cons, de-
pending on the context for it to be used in. Issues suatpagputational complexity
implementation redundan@ndrepeatabilityare all parameters of each method. De-
pending on the size and complexity of the evaluated solutiog of the methods can
be applied. However, the size and complexity of the domaimdi be proportional to
the complexity of the evaluation methods meaning that alargd complex system is
hard to evaluate using the most complex methods, which issirhplifications often
are incorporated. Analytic models may be tied to evaluatibane specific solution
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whereas a generic emulator or formal descriptions of anraxpatal setup may be
used for several evaluations.



Chapter 4

Problem statement

The problem statement constitutes the conclusion of thenalgsis. In the following
the main topics from the analysis are summarized. In additiee main problem to be
considered in this project is detailed. Moreover, the dibjes in dealing with the main
problem are listed and discussed along with a delimitatiomftopics which are out
of scope of this project. The chapter is concluded by a bestdption of the content
of the remainder of the project.

4.1 Problem description

As wireless equipment has become commercial off-the shetiyrts, the domain in
which it can be used is expanding. One of the new areas ofassedpplications is
car-to-car communication. Applications in this area cakegreat use of the mobility
the wireless environment provides. However, many apjtingtare mission critical
meaning that a failure in the performance of the applicatiay have catastrophic
results. To prevent such failures, dependable serviceseudeployed to support the
applications in becoming resilient. For an applicationéadependable means to have
a high level of availability, reliability, integrity, secity and maintainability.

To meet requirements to these properties fault toleranees& be present in the
services.

A scenario has been defined to investigate what threatetismeapplications to be
used in car-to-car communication. The scenario containgardic environment and
several applications that must be highly dependable. Tipécation properties are
influenced and may be threatened by the properties of theoemaent and the services
supporting it. An analysis of the influencing factors hasrbgerformed. Moreover, to
ensure dependable solutions the development must emmoyuh testing. Testing
of dependable application can be carried out by severaladsttall having pros and
cons, which have been analyzed.

Environment influences

The influences from the environment are many and diverse.anhéysis reveals in-
fluence on many of the layers needed for car-to-car commtioicaProperties such
as path-loss non-isotropic radio propagationshadowing multipath fadingand the

Doppler effectare present due to the wireless medium. Individually ancbimizina-

tion these make any communication channel based on a vdreiedium suffer from
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unreliable connectionson the link layer. Also, the inherent mobility of the nodes
make link connections highly unstable.

Node mobility combined with unreliable connections intnods dimited bandwidth ,

as an increasing part of the bandwidth is used for controbagess to manage the net-
work. When these properties propagate into the highersayery result in issues such
as adynamic topology. An outside issue with the mobile entities is their limitexyer
capacity. However, when considering cars as nodes, thiseaeglected.

Different services

The services to be deployed in order for the applicationsitoare all affected by the
properties of the environment. One common factor for thdiegjions of the scenario
is the communication channel that needs to be highly resitiewvards the dynamic
environment. The different services of the communicatioanmel and the influences
of the environment on these services have been analyzed.afdigsis shows that
although some level of fault tolerance is implemented ofecéht layers, complete de-
pendable solutions are hard to accomplish. The differgetlservices such asedium
accesstopology control network routinganddata transportall have some fault toler-
ance incorporated. Retransmissions occur when framesketsaare lost. New routes
are discovered if the peer to peer path is lost. Yet, the lagdllof dynamics that reside
in the environment still challenges the dependability &f $krvices. Loss of frames is
very frequent which also results in packet loss. When packe lost, the throughput
is degraded which can result in failure towards the perforreaspecifications of the
applications. Re-discovery of routes may increase theydslthe channel. In the end,
these faults decrease the dependability of the applicafienaid the fault tolerance
mechanisms of the different layers in meeting the requirgmepecific services such
as multi-layer fault tolerance and performance monitoshguld be applied.

Evaluation framework

The described properties of the environment and the sexwioply thorough testing

of the solutions implementing the services. It has beeryaedlwhich challenges that
need to be overcome for a test-environment to be approfoisdgaluating dependable
solutions. Analytic methods are very accurate on a smaledmat can become very
complex and intractable when scaled in parameters, whioftés the case in ad hoc
networks.

Instead simulation can be used, which provides a non-i@&ltest environment with

much computational power for numerically solving compleadals. However, here

much implementation effort is needed, as the algorithmsma&chanisms to be evalu-
ated need to be re-implemented in the simulation envirotmen

To overcome this, an emulation environment can be used., IfEakimplementations

of the services and applications can be run in a controllggt@mment. This, however,

requires the emulation setup to be able to run transparenthe services. One issue
here is the real-time execution of the application whichuiegs the emulator to calcu-
late the emulated properties in real-time.

The final setup investigated is the experimental setup whriohides the most realistic
results. Here, an issue of repeatability arises, as extirih@ence might be induced
while testing, rendering a repetition of the experimentasgible. Also, the cost and
effort to set up an experimental framework may exceed thefitdrom the evaluation.
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4.2 Main problem

A need for communication services exists in the ad hoc donkasically, this requires
successful link connection, routing and transport of d&accessive dependence be-
tween these functionalities exists in the form that sudoéssnsport requires success-
ful routing which in turn requires successful link conneatiImproving dependability
in these functionalities improves resilience in the ovexpplication.

Ideally, fault tolerance prevents errors from propagatipghe layers. However, this
is not always the case. Optimal fault tolerance on the lipledafor instance, is still
incapable of tolerating movement of nodes and as a conseguks still discon-
nect. This means that optimizing link level dependabildy ©nly increase the overall
resilience in a limited way. The mobility issue must be haddht the routing layer.
Succeeding in this means that an end-to-end connectionvesyalpresent, with the
term 'always’ interpreted in a probabilistic manner. Foeatning applications such as
video conferencing this is sufficient for dependable comication and no additional
fault tolerance is applied by the transport layer. As with link layer, this means that
optimization of routing dependability properties redudependability means on the
upper layers. Moreover, as the routing layer must toleiatedisconnections, it will
also handle non-optimal link fault tolerance, i.e. thatrtweting is capable of handling
general link faults by abstracting them to connectivityifa. This consideration em-
phasizes that optimizing routing would help compensatéhfemissing dependability
of the underlying layers of the communication. Hence, a &mental need for de-
pendable ad hoc routing exists to support the dependablieatipns described in the
scenario.

As identified in the analysis several algorithms exist todémch provide ad hoc
routing. However, to be used in the car-to-car context, & hégel of availability and
reliability need to be achieved in the algorithms. It will ineestigated how these ex-
isting algorithms perform in a highly dynamic ad hoc setupgamms of availability
and reliability. For evaluation of the routing algorithnappropriate metrics need to be
identified. The context of the evaluation is based on theiegibns described in the
scenario. In segment 6 of the scenario, the UMTS gatewaytiavailable by single-
hop. Thus a gateway must be accessed via WLAN multi-hop teepteapplication
failure. This means that one peer is the application regidima mobile node, and the
other is the gateway either residing on another node or haedlfication somewhere
near the road.

To do proper evaluation, a testbed must be designed and sExpprience shows
that both the analytic and the simulation approach are stitgesimplifications in the
modelling. Moreover, the simulation requires the algarnighto be re-implemented in
the simulation environment.

Despite the high level of realism in the experimental sethp,lack of reproducibil-

ity prevents thorough evaluation of the algorithms. A suamfework should be used
for field test and end-user testing, where it is more qualgatrms than quantitative
terms in the evaluation. Finally, the emulation testbedai@s Being a hybrid, this
facilitates deployment of complex signal propagation arobitity models as well as

realistic application behaviour and performance requinetsiemploying realistic traf-
fic patterns in the emulated network. Utilizing these prtipsr a topology emulator is
developed for evaluation testbed in this project.

As several routing algorithms exist, a generic frameworlefjual evaluation must
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be developed, and an emulator provides this without reggingé-implementation of all
the tested algorithms. For future use, the emulation tdstbe be applied to applica-
tions running on top of the routing algorithms. This way tleeles can be subjected
to a realistic, yet controllable, mobile ad hoc environméntonceptual illustration of
the emulation testbed is depicted in Figure 4.1.

Based on this conclusion of the pre-analysis the main probdebe addressed is as
follows:

Evaluation of existing ad-hoc routing protocols with respe dependability using a
topology emulation testbed.

4.3 Objectives

Two major objectives of this project to research the spetifiblem domain are; 1)
specification and development of a topology emulation &gsdnd 2) definition of a
routing evaluation framework along with conducting rogtavaluation. Details of the
two are listed in the following.

4.3.1 Emulation testbed

e Specify topology emulator requirements with respect tacfiomality and per-
formance

¢ Develop the topology emulator in the context of the requiata

Define topology emulator architecture design for the regflifuinctionality

Define mobility model

Define link property models

* Loss models
x Delay models

Implement models and emulator components in the topologyaor
o Verify the topology emulator with respect to functionalagd performance re-

quirements

4.3.2 Routing evaluation framework

e Perform analysis of existing routing protocols for evaioiat

Identify routing evaluation metrics in terms of performarand dependability

Derive requirements for routing evaluation results in teofithe metrics

Perform evaluation of routing protocols with respect tdpenance and depend-
ability
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Figure 4.1: Conceptual illustration of the topology emiglatestbed.

4.4 Delimitations

e Only concern ad hoc node to gateway network environment
Topics such as gateway selection and topology control sekame out the scope
of routing evaluation in the ad hoc domain.

e Only concern segment 6 of the scenario
Segment 6 provides a relatively dense environment withiapicus on requir-
ing multi-hop routing for the success of the dependableieajibns

e Only availability and reliability of dependability
Safety, maintainability and security are secondary to Wadability and reliabil-
ity in terms of routing. They cannot be considered, if thetirayis not available
and reliable .

e Only graph based mobility models
Out of the many mobility models researched in the pre-aigliree graph based
provide the most features in terms of the requirements setriobility model of
the scenario.

4.5 Overall requirements to emulation testbed

This section describes the definition of the overall requiats to an emulation testbed
as the concept depicted in Figure 4.1. In the remainder efréport, the following
terms are used. Theestbedis the entire emulation framework, incorporatiagd-
nodeqlaptops or PCs), and all equipment needed fotdipelogy emulatoto function
correctly.

Scalable architecture: Several routing applications are needed to create expefime
tally interesting scenarios with multi-hop routing. As tiestbed only emulates
the topology of the wireless network and not applicationdwidr, these applica-
tion must exist and be connectable to the testbed. Suchcafiplis range from
simple end-to-enghing operations to more complex distributed network appli-
cations dependent on routing, e.g. a distributed blackbBRENETS, 2006b].



36

CHAPTER 4. PROBLEM STATEMENT

Application Application Application Application
IP network IP network IP network IP network
802.11a/p 802.11a/p Ethernet

wireless wireless wired emulator

Communication stack when

Traditional stack of wireless communication using the topology emulator

Figure 4.2: The concept of network emulation as seen froncdin@munication stack.
The figure illustrates what layers of the traditional wissdeommunication stack that
are exchanged by the emulator for emulating a wireless mktwo

Typically, these reside on workstations or laptops equippigh wireless net-
work adapters, while being developed. To facilitate testihsuch applications
it must be possible to connect theswd-nodesto the emulator.

Transparent emulation: Facilitating the previous described scalability can baia#d

in several ways. One solution is to place the applicationtheremulator by use
of multiple virtual execution environments running the kgations under test.
Another would be to keep the applications on the end-noddsattain emula-
tion by redirecting all traffic through the emulator, fortasce by replacing each
wireless interface with a wire plugged into the emulatoth&i way, the applica-
tions running on top of the emulated topology will not tokerany deviance from
running in a real environment. Any behavior change, fordanse in medium ac-
cess algorithms or from biased delays or bandwidth must bgeasated for by
the emulator, masking it from the applications under test.illdstrated in Fig-
ure 4.2, the emulator must transparently emulated the l@hafvthe link and
physical layers.

Real-time emulation: Emulating topology for applications running in real-time r

quires the emulation to run in real-time. All packet handland interface re-

sponses, e.g. link layer responses, must be carried ouhoonsly and in proper
time. This requirement derives strict deadlines for the latian framework, and

analysis of the range of time to work in must be performed sessthe possible
facilities of the emulator.

Usability: To be able to use the system for emulation within a range oéex@nts,

the system needs to be easily accessible and somewhateasilyurable. Basi-
cally this means, that changes needed to be performed ondheazles in order
for the nodes to be connected/used with the emulator mustldeahan absolute
minimum. This way, even development machines for the endicgipn and
alike are more easily connected and the application ardaeaémulator is kept
wide.
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4.6 Outline

Having defined the objectives and delimitations of the warlbbé performed in this

project, the report proceeds by describing the analysi®peed to establish the re-
quirements to the different aspects of the testbed. Subksdiguthe design and im-
plementation which is derived based on these requiremisrdsyered. The resulting
topology emulator implementation is hereafter evaluatedetermine it's applicabil-

ity. Having established the capabilities of the testbedthedeby enabling the defini-
tion of scenarios which are supported, the methodology,usetefine the metrics and
the scenarios used for routing dependability evaluat®geiscribed. This methodol-
ogy is used to specify, execute and evaluate a number ofiexpets regarding routing
dependability, which is described subsequent to the metbgg. Finally, the achieve-
ments and the conclusions which may be drawn based on theiwtik project are

reported and potential future work is described.
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Testbed requirement analysis

This chapter presents an analysis of the requirements gattfo complete the ob-
jectives of this project. The requirements stated preWocsncern both the general
evaluation of dependable routing and the specific perfoomaequirements to the em-
ulation testbed to be used for evaluation.

To be able to evaluate the dependability properties of théng implementations,
an emulation testbed is built. For this testbed to genekatieiation results, the testbed
itself must be verified against the requirements set to ithismsection, an analysis of
the requirements to the emulation testbed is described. riiajor groups of require-
ments to the testbed exist (see Section 4.5); functionalirempents and performance
requirements. Functional requirements are requiremergsdlability, transparency
towards end nodes angsability. Performance requirements regard boundpacket
delays bandwidth reductionandpacket lossesAs functionality and performance are
combined, more requirements arise. For instance, reguiiscalable platform with
support for multiple nodes calls for analysis of the perfante behavior parametrized
by the number of end nodes. Also, the traffic characteristfcseveral nodes may
influence the performance of the testbed, and thus furthestantiating functionality-
dependent performance.

5.1 Functional requirements

The functional requirements cover architectural consitiens necessary to develop a
topology emulation testbed.

Transparency

As the testbed is to be used to emulate topologies in MANE&syork and link prop-
erties is emulated in the system. In a networking systenkgia@re passed on from
the network layer to the data link layer on a sending end ndthien the packets are
transmitted through a network link. On the receiving endeydte packets are de-
livered from the data link layer to the network layer. The éatar emulates this link
transmission of the packets through and must thus complytiv interfaces specified
between the data link layer and the network layer. This méaatshelow the network
layer, implementation changes facilitating emulationtalerated, but on and above the
network layer, deviances from "normal” operation, i.e. whiaffic is not subjected to

38



5.1. FUNCTIONAL REQUIREMENTS 39

—— Node dis-joint paths
.......... » Alternative paths

Figure 5.1: Example of topology generating interestinghaces for routing evalu-
ation. It must be possible to create several paths from sorsink (ideally node
dis-joint) to evaluate routing in a dynamic environment.

emulation, are not tolerated.

Scalability

Scalability in the testbed covers several areas. Firstatohitecture must support
connections of multiple nodes. To create interesting stesavith regards to routing

via separated routes, at least 6 nodes are deployed (cfreFigl), which must also

be supported by the testbed. Second, scalability in the eruimbnodes results in a

possibly scaled load on the entities in the system. In thisesdt must be ensured that
processing power bottlenecks do not exist and that themyisteapable of handling

many nodes, possibly with different traffic characteristic

Collision and broadcast domains

The spatial scale of the simulated environment may be tge far only one, connected
radio domain to exist and independent partitions may betetealo emulate this, it
must be taken into account that these domains are compéeteirate and independent,
meaning that handling of parallelly received datagramsmgity must be performed
on the same time.

Moreover, one characteristic of wireless networks is thatybody in a radio do-
main hear a wireless transmission, i.e. the nodes resideatlision domain. In this
domain, collisions of link layer datagrams, ifeames may occur.

However, the emulator is to replace the layer 1 and layer 2oafraunication,
meaning that entirpackets(and not frames) are received on the emulator from the
end-nodes and packets are delivered from the emulator enth@odes. These packets
potentially can consist of several packets, i.e. requisageral transmissions to be
concluded. This means, that to be able to emulate a radio idpmne to frame
collisions, the emulator must be aware that nodes may seckkefsasimultaneously
and must be able to emulate drops of the packets due to frassedpin turn, due to
collisions in the radio domain. Also, as a consequence okthalator working on
packet level, frames cannot be broadcasted so all nodes&adia domain can hear
them. However, packet broadcast must still be supportepliniag the emulator to
forward all broadcast packets to all nodes within a radio aiom

For the emulator to support multiple independent domatns,fiecessary to sepa-
rate packet broadcast domains. Without end nodes altaratiee to transparency, the
emulator must be able to let a subset of all end nodes heaaanlgset of all forwarded
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packets.

5.2 Performance requirements

Besides providing functionality to enable satisfactoryudation, the performance of
the topology emulation must also be verified. For instartaapist be verified that the
delay imposed by the emulator is similar to that of a wirelgsannel. Also, the link
layer bandwidth provided by the emulator must match thatefwireless channel.
Optimally, all these parameters are modelled and simulayetie simulator only to be
emulated by the emulator to ensure complete control ancitapiity of the evaluation
experiments. However, not all parameters are completeiyraitable from within the
emulator. The simulations are all software-controlled,tbyperform emulation, some
hardware and operating system properties have influencece;ladditional delay and
bandwidth reductions must be accounted for in the testbstéisyas a whole to ensure
satisfactory emulation.

Delay
Significant for the delay is that is must be similar to thath# wireless channel, thus
the delay characteristics of a wireless channel must bélestad.

In the design chapter for the simulator, the models are dextthat are used for
deriving the delay of the wireless channel. To ensure thaethulator is capable of
emulating these delay, a comparison of the minimum posgilrldess delay must be
performed to the minimum attainable processing delay oéthalator.

Bandwidth

Regarding bandwidth, it is just as important to not reducedadth as to imitate
the delay. [Hadzi-Velkov and Spasenovski, 2003] consitarslwidth of the wireless
channel, but unfortunately only for 802.11b, the 11Mbpsiger. The analysis shows
a bandwidth-degradation of around 35% at frame transnmidsicel in anerror-prone
channelin the best cases, calculated for 30 nodes. Conggaraxperimental analyses,
e.g. [Wijesinha et al., 2005] showing a reduction of 50% aratéasing for 802.11g
with DCF, justifies that not nearly 54 Mbps per link is needeshf the emulating
system. Using the lower value of 35% from [Hadzi-Velkov ampd&enovski, 2003]
as reference for link bandwidth of the emulator seems adegatso considering that
the video stream applications from the scenario do not campe/laere near 35 Mbps
(54 Mbps- 65%).

Scalability

Depending on the number of processing power and units usbe iemulator testbed,

the number of connected end nodes will also have impact oddlay (and possibly

bandwidth) performance. As for the functional requirersettte minimum number

of nodes readily handled by the emulator is 6 nodes. The pedoce parameters are
not tolerated to drop when using up to 6 nodes on the systesfenably more as the

usability of the system for creating interesting scenaisaaised with more nodes.

Input traffic characteristics
As with the number of end nodes, also the traffic load genéfayehe end nodes has
impact on the testbed performance. Traffic relayed in theegyss inevitably queued
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and it must be ensured, that the size and service of such gaeei@djusted to handle
differentinput traffic. Cases of different traffic pattears Markov-Modulated Poisson
process to generate bursty, in-dependent traffic. Furtheynwhen considering the
video-conference origin of the traffic in the scenario, mmalistic models can be
applied, e.g. model incorporating long range dependence.

5.3 Model requirements

The model requirements cover the aspects relevant to pngvédmodel of the environ-
ment for the scenario. The model provides a transfer functimverting the properties
of the environmentinto network layer delay and packet Io$és entails that the main
requirement to the model used in the testbed is to be capald@ecting the different

properties of the specified scenarios and their effect okgidass and delay.

A scenario may be divided into the following parts:

Mobility model describes the node movement in the scenario. The mobilityeo
is comprised of a model describing the movement of the iddiai nodes and a
map restricting this movement.

Link technology specifies the technology used to provide link level commatina,
i.e. the physical and data link layer.

Channel model defines the physical conditions which the link technologgubject
to, e.g. the background noise interfering with a wirelegaai.

The model must be comprised of a number of sub-models, wittere interfaces,
each representing a part of the scenario. Hereby a suite déises provided which
can be used to evaluate a range of scenarios, while the gangifaces allows the
replacement of the individual models in case e.g. anoth&rtkchnology is needed
or another mobility model is needed. This increases thesareavhich the testbed
is applicable. The individual models has properties aiffigcthe scenario, it should
be possible to affect these properties through parametettsei models, enabling a
thorough evaluation and increasing the usability of thtbex

To further increase the usability of the testbed it shoulgdssible to use trace files
as input to the individual models. This contributes to thahilgy in two ways:

e Storing the results for the individual models in files makgsoissible to replace
the output of a model with that of another tool, e.g. a tracenftan external
mobility model, thereby saving resources spent on impleatim.

e The files may also make it easier to debug applications aeenario has been
executed, since they contain a complete characterizatidregroperties of the
scenario, making it easier to determine why an applicatidad.

The individual models used in the testbed should be as tieads possible to provide
an accurate representation of the properties of individoaharios.
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Topology emulator design and
Implementation

Establishing the requirements to the testbed enables bsegquent design and imple-
mentation.

This chapter describes the topology emulator design imefutthe development of
the topology emulator architecture. The physical and lagietwork architecture and
software components needed for the emulator are deriveztilias the requirements
from previous chapters and selected parts of the implertientaf the testbed are
described. The purpose of this chapter is to provide an oewref the design and
implementation of the testbed.

6.1 Network architecture

Given the functional requirements specified in section®slitable physical and logi-
cal network architecture for the emulator can be develoliésinecessary to define the
network technology to be used in the architecture. Emudatire properties of IEEE
802.11 requires that a medium is present on which desirgebpties can be imposed.
This medium can be either virtual or physical depending @nitiplementation. Us-
ing a virtual medium entails that the emulation must be etextan a single machine,
which must be very powerful if the architecture should bdadda. Hence, a physical
medium is selected for the emulation. Since the testbed@mnvient shall make it pos-
sible to reproduce test results, uncontrolled stochastipgrties are undesirable in the
physical architecture e.g. using a wireless channel fopttsical links would have a
significant negative impact on the reproducibility of testults. Consequently, a more
reliable channel shall be used, for this purpose Fast Ethésselected, since it offers
a relatively low Bit Error Rate (BER) and sufficient bandwhidd support emulation of
802.11.

6.1.1 Physical network architecture

Starting from the physical architecture the main conceto isnsure that the solution
is scalable making it possible to test a wide variety of sdesaFor this purpose three
different physical architectures are considered (seerEifLl):
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Decentralized architecture: Figure 6.1a shows a decentralized architecture where the

nodes are connected through a hub. This is a relatively ldeaalution, since

the only limitation on the number of nodes is the number otpaor the hub.
However, when the nodes are connected directly through aduftware must

be present on each node which facilitates the emulationeofvireless channel
and simulation of the node movement. This would require th@thodes have

a common representation of the systems state e.g. nod@pesicenario and
ongoing transmissions, consequently adding control conication overhead to
the network. Moreover, this solution conflicts with the regment, that adding
software to the nodes should be kept at a minimum.

Centralized architecture: The centralized approach (Figure 6.1b) connects all nodes
through a emulator node which is responsible for the emaniand simulation.
This removes the communication overhead mentioned abavénareases the
usability of the testbed, since no software installatiomégded on the nodes
to control the emulation and simulation. This approach @yéwver, subopti-
mal with respect to scalability since the emulator node mastain a Network
Interface Card (NIC) for each node attached to the emulator.

Centralized architecture with switch: The last approach (Figure 6.1c) combines the
two approaches mentioned above, replacing the hub of thentlatized ap-
proach with a switch, to provided a physical architecturécilis both scalable
and requires no alteration of the attached nodes. One dckvabshis approach
is that the traffic from all nodes is sent through one link letwvemulator node
and switched, potentially creating a bottleneck in the nekwsince the Ether-
net channels used from the nodes to the switch are 100Miidisrels, which
does not correspond well to the 54Mbit/s theoretical maxmibandwidth of an
IEEE 802.119g channel. Entailing that the emulator node ardyld be able to
emulate one channel with maximum throughput. However,iwithe context
of streaming applications, bandwidth utilization is noggicted to be as high as
54Mbit/s - the streams used are around 1Mbit/s. This arghasthe 100Mbit/s
Ethernet channel can be used as a substitute for the 54M¥itAN channel, as
the data stream will never overload the link. To further eaghat this solution
is scalable the link could be upgraded to Gigabit Ethernet.

Based on the discussion above ®entralized architecture with switds used. This
means, that theopology emulatoconcept from here on is defined as the combination
of two components; 1) aemulator nodeand a 2) aswitch

Node 1

=N

N

Node n Node n
(@) (b)

Figure 6.1: Different suggestions to the physical architerof the testbed.
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6.1.2 Logical network architecture

Having defined the physical architecture, a logical archite is defined upon the
physical to facilitate network topology emulation. Theitmg architecture must ensure
that the statically wired network topology, including thraator node, are completely
transparent to the end-nodes. Still, the emulator node hay total control of con-
nectivity between nodes and the ongoing traffic between them

To revoke the node-to-node network communication faegitf the switched, phys-
ical architecture, the switch is set to tag traffic with 82} LAN tags, i.e. a unique
tag per port on the switch. This effectively prevents naslexdde communication, as
no layer-2 broadcast domain exists in which ARP-requestaaswered. The switch
also supportsrunking used to collect and share traffic between switches, fatbilga
VLAN domains across multiple switches. Connecting the extauinode to a trunking
port reveals all communication over the switch to the enaulabde.

To ensure transparency, the emulator node is implementsedbAN-aware bridge,
as sketched in Figure 6.2. This means that the emulator neeléis invisible to the
other nodes on the network, yet, traffic between the endsadérwarded, which
enables node-to-node communication of the nodes connéztdee switch. Being
VLAN-aware means that the emulator node bridges packetstaetall VLANS, recre-
ating the layer-2 broadcast domain. Controlling thesedasdbetween the VLANs
means controlling node-to-node connectivity on the sveittnd-nodes. Trunking all
packets through the bridge also enables packet loss angliddlaction making it pos-
sible to emulate the unreliable nature of WLAN, since eaatkpican potentially be
dropped or delayed from within the emulator node.

Client node 1 || Client node 2 || Client node n

Switch

Trunking

Emulator
(Bridge)

Figure 6.2: Prototype implementation of the emulator tedtb

6.2 Software architecture

The core functionality of the emulator node, mentioned m phevious section, is to
impose the properties of a Mobile Ad hoc NETwork (MANET) ontke wired net-
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work. This means examining each packet and imposing the MANBperties by
either delaying or dropping it.

In order to achieve this, facilities are needed which endi#eesmulator to do this.
These facilities may be divided into:

e Simulation The process of determining the current state of the indafidinks
in the network based on models representing the MANET.

e Emulation Imposing the properties derived from simulation to thekeds flow-
ing through the emulator.

The emulation is facilitated in tHemul at or componentand simulation in tis mul at or
component.

Imposing delay and packet loss on the individual packetsipgshrough the em-
ulator intuitively suggests that simulation must be perfed for each packet. Ideally
simulation should run in real time providing link propesjéor the emulator whenever
a packet is received, based on the current state of the sedut@twork. To employ
this approach some considerations must be made. In ordentdase in real-time the
models used for the simulation must be computationallyiefiicimplying that sim-
ple models must be used. Such a solution would limit the appliity of the testbed.
Simulation may also be performed off-line making the emafaaind simulation asyn-
chronous. This can only be done under the condition thatdharpeters of the scenario
which affect the packet loss and delay, e.g. network loagldatermined and used in
simulation prior to the execution of a test. Consequerttly,fgositions of the individ-
ual nodes must also be simulated prior to test executiomjlengt that the end-node
applications can have no influence on the movement of theidufil nodes.

To support both deterministic and stochastic emulatianptitput of the simulation
is distributions representing the delay and packet losbabitity. Generally, stochas-
tic emulation is preferable, since it is likely to producemmoealistic results. For a
deterministic model the distributions would only contairedixed number. These dis-
tributions may vary over time according to the dynamics efshenario.

The packet loss distribution is simplified to a Bernoullitdizution, i.e. a single num-
berp representing the probability that a packet is lost. Thisfimfation is provided for
each link between the nodes of the scenario at each time step.

To make the delay distribution as generic as possible atdgudecrease the compu-
tational cost of emulation, the distribution is represdritg a static two dimensional
array where each row contains a delay CDF and each columasemis the average
delay for a fixed part of the probability mass from the CDFe8ghg different rows
enables the use of different CDFs at different times, fotainee at each time stamp if
the row number is supplied for each link in each time step. Static delay table is
depicted in Figure 6.4). For the delay model used in thisqmtaphe row index would
be the number of one hop neighbours (see Section 6.3.5 orbgdge details), which
is calculated for each time step.

Having determined the format of the different distribuahe interface between
the simulator and the emulator may be defined as the propeiftide individual links
for each time step.

These properties are stored in a file constituting the iaterbetween the emulator
and the simulator. The file format, for a scenario with twoemdan be seen in Figure
6.3. Here each line specifies the parameters for individuied lat each time step.
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1-1:0:1.0:1: 1 2 3 . . m
1-2:1:0.5:1:

2-1:1:0.6:1: 1 5 7 23
2-2:0:1.0:1: % 9 10 36

32 56 57

n,-ny:link:per:delay_param:

Figure 6.3: Example of the format Figure 6.4: Static delay table used dur-
for the link properties file at one time ing emulation. The rows are the in-
step in a scenario with two nodes.  dices for the individual CDFs and the
is the time stepy; — no is the link columns provide the values for the dif-
for which the properties applyer the  ferent CDFs with the resolutiom;.
probability that a frame is dropped and

delay_param the row number for the

delay table.

Defining the link properties for fixed intervals entails tisaime level of detail is
lost. The loss of detail is governed by the time between ea&hupdate and the rate
of change in properties between each update. This entailgtike resolution on the
simulation should be relative to the dynamics of the scenari
The rate of change in properties is mainly governed by the cenvement. Thus the
degree of change in the properties of the links, caused byaiteemovement, should be
considered in the implementation to determine an adegeatéution. The resolution
should be high enough to ensure that the change in links pgiepdor each step is
relatively low. Consider an update rate of 1 update per sec&mulating two cars,
moving at a speed of 100 km/h towards each other, means chiaigeelative position
to each other by 55 meters within each sample of 1 second.in\bth meters many
significant changes in the link properties occur (cf. sec8dl..1), why an update rate
of 1 second is too slow for the emulator to work satisfact@gnsidering a rate of 1
ms, the relative change is only 5.5cm, where changes amgnifisant to the overall
communication, why it is sufficient for satisfactory emidat

Adopting the asynchronous approach with off-line simolatand on-line emula-
tion makes it easy to replay a scenario, since the link ptagssior each time step are
available in a file. This makes it easy to reproduce resulttain statistical signifi-
cance through multiple executions of the same scenario.

Beyond emulation and simulation, facilities are necessbhat make it possible to
display and configure a scenario and to log data gatheredglscienario execution.

This leads to the components of Figure 6.5. The functionalitthe individual
components is sketched in the following. The descriptiothefSi nul at or and
Emul at or components is brief, since they will be treated in detaédat

Simulator

This component is responsible for the execution of the séen&lence, it contains
models capable of translating node positions into paclest &amd delay for individual
links, based on the scenario. The specifications for thessieare configured through
theGUI .
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GUI 4—< Movement éﬁ Simulator

| N

Link properties < < Delay table <

S

Emulator

Log

A

Interface
Component Database Storage —— (arrow indicates ——
dataflow direction)

Figure 6.5: Component diagram of the emulator node.

Emulator
The Enul at or is responsible for imposing the packet loss and delay, ohéted
through the simulation, on the packets passing throughrthdagor node.

Graphic visualization

The GUI component provides the capability of configuringitifermation displayed
on the topology emulator GUI. Moreover, it facilitates tlenfiguration of all remain-
ing components e.g. specifying the parameters foGtheul at or , of the scenario to
be simulated. Furthermore, the GUI visualizes performanegics and the scenario
which is executed, including node movement, possible limkdsveen nodes and uti-
lized links. As the main task of the GUI is to provide a visaation of the scenario,
a means for displaying a such scenario is developed. OyérallGUlI component is
implemented in JAVA, as it provides many of the basic vization schemes needed
for creating a GUI. Also, Java is platform independent,diiey the GUI applicable on
many platforms.

For visualization, a scenario consists of a map of waypaotmected by roads and
cars driving these roads, communicating by network link.eSehtwo concepts, i.e.
1) the map and 2) the car topology, can both be abstractedgiiaioh representa-
tions of nodes and edges. To visualize such graptblG [JUNG, 2007] ancprefuse
[Prefuse, 2007] have been investigated as graph visualid@traries for JavaPrefuse
provides support for displaying multiple graphs in the sasiesv, whichJUNG does
not. As it is inherent to display both the map and the car twogplsimultaneously,
prefuseis chosen for visualization. Moreovemefusealso supports labelling of nodes
and edges in a graphs facilitating intuitive labelling ofywaints and mobile devices
as they move during scenario execution.

Logging
The logging component provides facilities for storing dgaéghered from the network
by theEmul at or and information provided by th& nul at or componente.g. node
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positions and packet loss probabilities. The logging conemd records all packets
entering the emulator with timestamps for later post-psetty. Combined with the
simulator output files previously described, all propertieeded to reproduce a sce-
nario, either for re-emulation or for re-visualization imet GUI are represented by
the logger component. The logging of the packet can be paddreither into files
or into a database. As much of the logged data is logged fargrosessing, e.g.
for data-analyses of ongoing communication between naegtabase is used. A
database system provides convenient interfaces to segrditiering and processing
of logs, which can then be exported for data-processing iriffstance MATLAB.
For database implementation, several options exist. A fethepopular servers are
MySQL [MySQL, 2007] and PostgreSQL [PostgreSQL, 2007]. AstBreSQL pro-
vides the most features as well as being the best knownstbisisen for development
of the logging component.

6.3 Simulator

This section covers the design of the simulator, focusinthermodels used. First the
overall design of th&imulatorcomponent is described and later the individual models
used for simulation are described.

6.3.1 Design

As described earlier, the simulator is composed of a numbmodels translating the
properties of a scenario into the packet loss and delay,wdtiall be imposed on the
traffic flowing through the emulator node.

The model composition is based on the different componemistituting a sce-
nario, specified by the requirements to the model in Secti®n 5

In order to develop suitable models, it is necessary to kstatihe context of the
models and define the predominant factors which they shailect. These factors
define the input and output of the individual models. Starfiom the network layer
delay and packet loss the following model composition isveek:

e Data link layer model The network layer delay and packet loss is caused by
delay and frame loss in the data link layer. The data linkfagday is depen-
dent on the time it takes to send each frame, the mechanisdsasiccess the
channel and provide the links between nodes and, in casedetiection and cor-
rection is employed, the Frame Error Rate (FER). Frame e caused by bit
errors, which occur in the physical layer, making the inputhe data link model
the BER, the transmission rate and configuration paramietetise mechanisms
used in the data link layer i.e. the link technology configiora

e Physical layer modelin the physical layer the BER is governed by the coding
and modulation employed and the quality of the receivedadigBntailing that
the input to the physical layer should be the quality of theeieed signal. The
quality may be specified in different ways, here the SNR is mamy used.
However, different physical layer models rely on differegpiresentations of the
signal quality. Therefore, the input to the physical layeyd®l should be the
Receive Signal Strength (RSS), leaving the conversiongoasiquality to the
model. Beyond the RSS, the physical layer configurationrimseof modulation
scheme and coding should be configurable.
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e Channel model The RSS is determined by the degree of fading in the chan-
nel. Fading is dependent on the environment and the distiwecsignal must
travel. Hence, the input to the channel model should be ttkddingth and some
representation of the environment. The way the environnsergpresented is
dependent on the channel model and is not specified furiheg o immediate
generic representation can be established.

e Mobility model The mobility model depends on the map which restricts node
movement, hence, the input to the mobility model is the magei§ied through
the scenario. The output of the mobility model should be t@rdinates of the
individual nodes, and not the link length as specified abtavachieve a more
generic output making it possible to replace the mobilitydelavith movement
traces from external tools, e.g. ns2. This entails that apmorent is needed
which transforms node positions to link lengths.

The models are, as described, related to each other butedsioenternal configura-
tion based on the scenario. The relations and the configusais illustrated in Figure
6.6, which shows the individual models and their interfaces

m Environmen it Link technology
config

Mr::c\l‘leﬁly Channel model R Physical layer model BER Data link layer model ——PER distributior Link properties

Positions Link lengths L
Node positions Packet delay distributior Delay table
Interface
Storage Component — (arrow specifies >
Dataflow direction)

Figure 6.6: Components and interfaces of 8ierul at or. The simulation record
consists of the delay table and the link properties

The following will, starting from the mobility model, covehe different models
described above, relating them to the analysis performeatienpreanalysis Chap-
ter 3.1.1 on page 15.

6.3.2 Mobility model

Mobility modeling is treated in the preanalysis. Here a nemiif properties are de-
rived, which should be reflected in a model characterizirggutban or the freeway
setting. Moreover, a number of models are reviewed.

Including all the listed properties entails a complex mibpinodel which might only
be feasible for large scenarios with 50 or 100 end-nodeste@isehe scale of the sce-
narios of this project is much smaller. Provided large soadeility is needed tools are
available, which provided many of the properties listed antputs node positions e.g.
SUMO [DLR, 2006] or UDel [Bohacek, 2004]. The following deites the mobility
model implemented in the simulator.



50 CHAPTER 6. TOPOLOGY EMULATOR DESIGN AND IMPLEMENTATION

Model

The model used is a graph based time discrete microscopititpatodel. The model
is based on a graph representing the map to be used in theiscénmap consists of:

e Waypointswhich are represented by vertices in the graph and may agigen
time be: A starting point, a destination or an intermediaigpwhich a node
must pass through when moving from start to destination. ppmant is charac-
terized by it's coordinates.

e Roadsthat connect the different waypoint and are representeattices in the
graph. Each road is bi-directional and has infinite capaBibads are character-
ized by their speed limit and the waypoints they connect.

The map defines the restrictions imposed on the movemeneadnhttividual nodes by
infrastructure. The paths which the nodes traverse in ttfiiastructure may be either
deterministic or stochastic:

e StochasticWhen stochastic movement is employed a random waypoinehi®d
used i.e. each node is initiated in a randomly selectedraggrbint and assigned
a random destination. Dijkstra’s shortest path algoritsnused to determine
the shortest path between start and destination [Dijk$889]. When a node
reaches it's destination a new destination is randomlycsedieand a new path is
computed.

e Deterministic Using deterministic movement entails defining the pathsamh
individual node prior to the execution of the scenario. Neiface is provided
for this.

The above movement patterns are not mutually exclusivesehem scenario may be
comprised of any combination of deterministic and stodbastths.

The movement of the individual end-nodes, for each time, stegoverned by a
movement model, where each node accelerates until it redbkespeed limit of the
current road.

The model, described above, provides a simple represemiaitthe node mobility
while accounting for most of the properties listed in sett®1.3 on page 19. The
properties not accounted for, are the temporal dependestessbn end-nodes, since
roads have infinite capacity, and the dynamics caused Hictra§ulations other than
speed limits.

6.3.3 Channel model

The movement of the individual nodes, simulated using thdehdescribed in the pre-
vious section, causes the properties of the transmissiitns patween them to change.
This change is governed by the properties of the wirelessratia

The wireless channel has been the subject of extensiverchsesince many sys-
tems rely on it e.g. GSM and WLAN. This entails that a wide mnfimodels exist.
This section provides a classification of the channel modkiscribing the features
of the model classes and thereby providing a foundationHerchoice of a feasible
model. Afterwards the choice of model is justified, by ddsiog a range of models
and relating them to the scenario and the requirements tsytem.
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Model classification
Models of the wireless channel may be divided into two maiougs, physical and
statistical models, based on the modeling approach.

Physical: The physical approach, models the properties of the wigelbannel by de-
riving a model based on the laws of physics. This approaclpogentially yield
very accurate results. However, accuracy is achieved ¢iirmwodels with a high
level of detail, entailing that e.g. the environment in terof buildings and trees
must be specified, which is the case for ray tracing modelfj/éd al., 2004].
Accuracy may also entail cumbersome implementation anglésecution times
due to the complexity of the wireless channel. Simple moebeist, such as the
free-space path-loss model (see equation (6.1)).

Statistical: Opposite the physical approach, the statistical does hobreaccurately
representing the different aspects which affect the wésetthannel. The statis-
tical model establishes an abstract representation ofnefhaby selecting an
appropriate distribution and fitting the parameters fos ttistribution based
on observations. This approach is often used when modedidip propaga-
tion [Ghassemzadeh et al., 2002] [Chong et al., 2003] [Cetjadh, 2005], since
it provides a relatively accurate and computationally &fficalternative to phys-
ical approaches.

The accuracy of the statistical approach relies on the tyuafithe measurements,
which the parameters of the model are based on. Hence, aratestatistical model

requires measurements from the environment to be modeledseTare difficult to

obtain for e.g. a MANET. The physical approach relies on aeate representation of
the physical properties, which are also difficult to obta@pending on the complexity
of the environment affecting the channel.

The following describes both physical and statistical medad relates them to the
environments specified in the preanalysis.

Models

As depicted in Figure 6.6 the input to the channel model islitilelength i.e. the
distance between sender and receiver. This informatidhlshased to determine the
contribution of the channel to delay and packet loss.

The propagation of the wireless signal introduces a deléyctwdepends on the
distance the signal must travel, however, this delay is érttagnitude of a few mi-
croseconds and is therefore disregarded. Thus, the matnikdion of the wireless
channel is the attenuation and variation of the signal,ifepth an increased probabil-
ity of an erroneous decoding of the wireless signal. Hereeputput of the model is
the received signal strength.

Signal attenuation and variation has been widely studieididarge variety of mod-
els exist for determining how a signal degrades with disgtamkciis defines a physical
model of the received signal strength as [Friis, 1946]:

P,GiG,\?
P.(d) = """ 6.1

(d) (4m)2d?L (6.1)
WhereG; andG, is the gain for the sender and receiver respectivelythe wave-
length, L the system loss, e.g. loss in components of the receiyehe transmitted
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signal power and! the distance between sender and receiver. This model assume
that there are no objects between sender and receiveriaffe¢lee signal. Hence, it is

not adequate for the urban environment, where there are olgjegts disrupting the
signal propagation e.g. buildings and trees. More accyfaysical models use ray
tracing to determine the received signal. Here a representaf the environment is
used to determine how the signal propagates yielding a highracy. The precision

of the model is dominated by the accuracy of the representati the environment.
When a detailed model of the environment is not present, lpatagively high accu-
racy is desired, measurements may be performed to fit gtatistodels to the desired
environment.

A statistical model, which encompasses signal attenudticihne shadowing model.
Shadowing can be characterized as a large-scale fadirgg #iis the attenuation of
the signal caused by objects obstructing the propagatitimtEgween transmitter and
receiver. [Rappaport, 2002] has developed a model whiabrpurates shadowing and
outputs the path loss lBm:

PL() = PL{do) + 108005 L) + Xa (6.2)

Here is the path loss exponent determining the degree of attiemydf a reference
distance and¥,, is a log-normal random variable with mearrepresenting the vari-
ation in signal strength at a given distance. Different paater settings are available
for this model along with a description of the environmemtswhich the parameter
settings are suitable in [Rappaport, 2002]. This model dagsinclude the effects
of small-scale fading, however this may be remedied by ehtenX. For scenarios
where a dominant ray, e.g. Line of Sight (LoS), between seadeé receiver often is
present, like the freeway environment, a Rician distritnuts commonly used to model
the signal variations caused by small-scale fading. In@ies where there is no dom-
inant ray, a Rayleigh distribution can be used (see [Praztlas, 2001] for details on
Rician and Rayleigh fading channels).

The shadowing model provides a good compromise betweerebataomplexity
and availability, since it may incorporate large-scaldérigdand by extension small-
scale fading, along with a fairly simple statistical moddgbere parameters for different
environments are available. Hence, it is selected as chamogel for the urban and
freeway scenario.

The parameters are specified as part of the scenario, hémgedd not change
during scenario execution. This entails that the model do¢sccount for the actual
spatial and temporal variations of the signal caused by tbeement of sender and
receiver in the environment, but an average, since the ceeftso andgj are constant
throughout the simulation. This simplification decreasesdccuracy of the model,
but avoids the need to specify a complete map of the envirahared the resulting
increased complexity caused by the updating of the modetsweters.

Implementation

The shadowing model was implementedMATLARB In order to achieve the desired
output, the RSS was determined by subtracting the pathdessrmined by (6.2), from
the transmitted power.

[Prlam = [Pt]aBm — PL(d) (6.3)

A simulation of the RSS using this model can be seen in Figufe Bered, = 1,
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Figure 6.7: RSS simulation using the shadowing model.

Environment g o
Free space 2 0
Urban 27-35 4-12

Table 6.1: Selected parameters for the shadowing model[fRappaport, 2002].

8 = 2 ando = 4. As expected the signal fluctuates and decays with dist@ifferent
parameter settings for the implemented model can be seeabile 6.1. Small-scale
fading was not included in the implemented model.

6.3.4 Physical layer model

The purpose of the physical layer is to detect the signabtratted across the wireless
channel, transforming the signal into a stream of bits. Télaydat the PHY layer is
comprised of the time each bit occupies the channel, andbttiteiloution to packet loss
is the rate of incorrectly detected bits, the BER. The dedaaisily obtained, since it can
be defined as the number of bits sent divided by the rate atwth&y are transmitted.
This calculation is left to the data link model describe@tasince the knowledge of
the amount of bits to be transmitted is available in the datalayer. The BER is more
difficult to obtain, since it is dependent on the modulaticheme.

As specified in the preanalysis 802.11a is used to modelnkadichnology used
in the scenario.

IEEE 802.11a uses OFDM as modulation scheme. A commonly agprbach
for modeling OFDM, is detailed in [Mangold et al., 2004], whehe RSS is used to
compute the BER. This model is selected as the model for 8a2nithis project due to
it's availability and since parameters are provided by @anal., 2005], to configure
the model for simulation of 802.11p.

Data transmitted using OFDM is demultiplexed into a numbeub-carriers each
containing part of the data to be sent. The data of each suleics modulated in



54 CHAPTER 6. TOPOLOGY EMULATOR DESIGN AND IMPLEMENTATION

OFDM symbols containing a number of bits. The number of bistained in each
symbol varies with the modulation scheme.

Mangold assumes that there is no Inter-Symbol Interfer@i@tgand Inter-Carrier
Interference (ICl), hence, that the channel delay spread the maximum delay ex-
perienced between the reception of two identical signalbelow some threshold en-
tailing that the symbols of the individual carriers do noedap, and that the different
sub-carriers do not interfere with each other. This leakeshiackground noise, other
stations transmitting and the fading of the wireless chbas¢he only sources of dis-
turbance.

These assumptions imply that the model is not accurate famrodls subject to severe
small-scale fading.

The model is based on the ratio of energy per symiigl to the energy of the
background noisé/y, i.e. the SNR for each OFDM symbol. This is expressed as:

Eow o0
No N+YI

(6.4)

WhereC is the received signal strength] is the background noise arnid I is the
cumulated interference level i.e. interference from o#ftations transmittingc, is
a power loss caused by the guard interval for each OFDM synainal is defined as
g = Tb’ng whereT, = 4pus is the duration of an OFDM symbol arly, = 0.8us
is the duration of the guard interval. This interval is itueed to avoid the signal
degradation introduced by ISI. ISl is caused by multipleeptimns of the same signal
with different delays.T, assumed to be larger than the delay spread of the channel,
eliminating ISI.

Equation (6.4) forms the basis for calculating the BER, treiulas used to obtain
the BER from the symbol SNR are described in Appendix E.

Implementation

The model of [Mangold et al., 2004] was implementetiATLAB The bit error prob-

ability of this model for different modulation schemes candeen in Figure 6.8. The
results shown in the figure match the ones reported by botindjdia et al., 2004] and
[Chung and Goldsmith, 2001]. Implying that the model is eotly implemented.

6.3.5 Data link model

Moving from the physical layer to the data link layer, bitens are translated into frame
errors. The FER is correlated with the delay, since framaretfead to retransmissions
increasing the time from frame transmission to successftgption. The delay in-
troduced in the link layer may vary depending on the mecimanised to access the
channel. As IEEE 802.11a is used to model the physical ldyeisame standard is
employed here as the starting point to model the mechanisheafata link layer.

In the following, first the channel access scheme used in IBEEL1a is described,
to provide an understanding of the mechanisms and enablihgiae of model, sec-
ond the choice of delay model is justified and the model isimedl. Afterwards the
packet loss model is described. Lastly, relevant aspectteahodel implementation is
covered.

In ad hoc networks using IEEE 802.11a the DCF, which is base@asrier Sense
Multiple Access with Collision Avoidance (CSMA/CA), is ubéo access the channel.
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Figure 6.8: Correlation between symbol SNR and bit errobphility for different
modulation schemes of OFDM.

Here each station senses the carrier prior to initiatingaené transmission. Carrier
sensing is performed at the PHY-layer by sensing the chaameht the MAC-layer
by analysing frames sent by others nodes to determine thaiodinirof the ongoing
transmission. The duration of the current transmissiométuded in the header of
selected frame types, allowing each node to maintain a N&t&bocation Vector
(NAV), indicating the time the channel is reserved by an engdransmission.

Two schemes are available to reserve the channel, RTS/CJ Baaic access. The
basic access scheme consists of a two way handshake witlv@asiknowledgement.
When a frame is ready to be sent, the node immediately iedtidte transmission, if
the channel is sensed idle for a DCF Inter-Frame Space (OJE&)d. If this is not
the case, the node draws a random backoff counter from aromidstribution, called
the contention window@W). The backoff counter represents the time, discretized in
time slots of sizé)i. seconds for IEEE 802.11a, the node has to wait before atiiegnpt
a transmission. The backoff counter is decremented eachttisnchannel is sensed
idle for one time slot. If the node experiences an unsucakfsime transmission,
the contention window is doubled and a new backoff countelrésvn. For multi-
ple failed transmissions of the same frame, the contentiodew is doubled until it
reaches some predefined maximum valti&y,,,.... A frame transmission using the
basic access scheme is illustrated in Figure 6.9. Note ligaintervals; Short Inter-
Frame Space (SIFS), DIFS and PCF Inter Frame Space (PIF$? figure, are used
to prioritise channel access between different frame types

To accommodate for hidden terminals (described in the pigsais), the basic ac-
cess scheme is extended to a four way handshake. Here RTST&hth€ssages are
exchanged prior to data transmission, to increase the piliitpahat all stations are
aware of the ongoing transmission (see Figure 6.10).

When employing both RTS/CTS and the basic access schemedrmunanumber
of retransmissions is defined for all frames, entailing thdtis limit is exceeded the
frame is discarded. When below this threshold frames ar@yddlaccording to the
contention for the channel and the retransmission of emosiérames, when above,
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Figure 6.9: Transmission of a frame using the basic accdssnee of the DCF
[IEEE, 2003].
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Figure 6.10: Transmission of a frame using the RTS/CTS acselseme of the DCF
[IEEE, 2003].

frames are discarded. Frames may also be discarded if thefrétames, arriving in
the data link layer, exceeds the data link layer frame setiiae, since this may cause
a buffer overflow.

Delay model

A large variety of models of the data link level delay exigce it has been a popular
research topic due to wide commercial application of IEEE. 80. Many are based on
the work performed by Bianchi in [Bianchi, 2000], where tla¢tsation throughput is
derived using a two-dimensional Markov model, assumingeor &ee channel. How-
ever, most work is focused on establishing means of the ddtdayer performance
under saturated conditions, which is not suitable for trenados in this project. As
specified in the requirement analysis the output of the dakarhodel should be a
delay distribution. Few studies have been performed wheralelay distribution of
the data link level delay has been derived, however, [Tickoo Sikdar, 2004] and
[Engelstad and Osterbo, 2006] establish this distribufigngelstad and Osterbo, 2006]
focuses on delay bounds and delay percentiles, wheredopland Sikdar, 2004] fo-
cuses on deriving a distribution for the delay experienged barget node. The latter
approach corresponds well to the concept of imposing deigpackets from individual
nodes and is selected to model the delay.

The model of Tickoo is based on a discrete time G/G/1 queue niddel supports
the use of arbitrary frame length and packet inter-arrima¢tdistributions under finite,
unsaturated load.

The foundation of the model is the frame collision probailivhich constitutes
the only notion of frame errors in the model. This probapiig, in the model, only
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dependent on the number of nodes contending for the chandehair packet arrival
rate. This model leads to the following simplifications:

e Frame loss due to imperfect channel conditions is not takingccount, yield-
ing a potentially lower delay than one would expect in a repkgiment.

e Frame loss caused by the disturbances from hidden ternigailst included.
This simplification is valid when the RTS/CTS access schenuséd, under the
assumption that there are no asymmetric links. Howevess lme not symmetric
when the shadowing model is employed.

These simplifications may be accommodated to some extexidanding the collision
probability to include the FER and by including disturbasm@®m hidden terminals
when determining the BER based on Equation (6.4).

Packet loss model

The BER determined in the physical layer model causes franoesein the data link
layer. However, the BER cannot be mapped directly to a FEResérror correcting
decoding schemes are employed in the physical layer, emgt#ilat the mapping is not
simple [Pursley and Taipale, 1987]. However, [Jelitto anabhg, 2003] provides an
approximation to the translation, where the BER is dividgalvaluebp = 3.3, before
translating it into a FER, yielding:

FER =1~ (1 — BERpayioad/b) "¢ - (1 — BERpiep/b) 7ier| (6.5)

hereL f,.qme is the length of the frame in bits ardd,., the length of the physical layer
preamble in bits. The physical layer preamble is alwaysstratied at the lowest bit
rate, hence, the modulation scheme of the preamble andatime fmay differ, which in
turn, may results in different bit error rateBE R py10a4 @Nd BERp;cp,.. This model
assumes that an entire frame including the preamble is cLiojehe same SNR and
that there are no errors in control frames, i.e. RTS, CTS aB& frames are not
subject to errors. The model may easily be extended to ilcate this, since an error
in either of the control frames, of the access scheme usedesahe node to defer
assuming the frame was lost. However, control frames ardlynmansmitted using
lower transmission rates, hence, they are less suscefaibteors.

Under the assumption that packets are not fragmented, ttieepkoss probabil-
ity with transmission retry limitN' can be expressed aBER = FERY. In case
fragmentation is used and the loss of one fragment entailachep lossPER =
1 — (1 — FERN)F, whereF is the number of equally sized fragments. Packets may
be fragmented either if they exceed the maximum allowedérsixe or if schemes are
employed which add a fragmentation threshold to increas¢httoughput.

This model assumes that no frames are lost due to buffer oweiril the data link
layer. When simulating networks under saturated condittbis might lead to impre-
cisions, since the PER determined by the model in thesetisihgaprobably will be
too low when the frame errors caused by buffer overflow aretechi This imprecision
is unlikely to be experienced in the scenarios where the iisdesed in this project,
since the network load for these scenarios is relatively low

Implementation
The packet loss model was implemented according to the flagristed in the pre-
vious section assuming no fragmentation. This assumpsiandde to decrease the
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complexity of the model and to ensure consistency to theydaladel which also as-
sumes no fragmentation for simplicity. This simplificatigsrunlikely to have a signif-
icant impact on the precision of the models when used for ¢eaarios, specified in
later chapters, since the packet sizes in these scenarios daceed the fragmentation
threshold of 802.11a.

The delay model was implemented according [Tickoo and $jk4], for fur-
ther details on the model refer to Appendix F. The main refsaln Tickoo is the
packet service time at the individual nodes, expressed a®lzability Generating
Function (PGF). This service time is expressed as the ntiglion of the PGFs of
the PMFs which comprise the different aspects of the setinte

¢ I(n) is the packet length PMF, which describes the time a suadesstket trans-
mission occupies the channel. For the RTS/CTS access sdhentke time it
takes to send RTS, CTS the frame and ACK.

¢ bo(n) constitutes the PMF for the number of backoff slots expegenby the
node.

e x(n)comprises the PMF for the time where the backoff counter noape decre-
mented due to transmissions from other nodes occupyingiienel.

To avoid transforming the PMFs into PGFs, the PMFs are cemdbto obtain the
service time distribution. This convolution is performeader the assumption that
the PMFs are independent. Assuming that packet size isamrit) simplifies to a
scaling of the convolution product 66(n) andz(n). Howeverpo(n) andz(n) are not
completely independent since they both depend on the fraitigian probability. The
contribution tox(n) from frames colliding is small compared to the contributitom
frames which are successfully transmitted, since framéshwdollide only occupy the
channel for the time it takes to send a RTS frame opposed tocessful transmission
which occupies the channel for the time it takes to send RTI3,Ghe frame and
ACK. Thus the main contribution ta(n) are the successful transmissions, these are
independent from the time spent in backoff. This indicates the error introduced by
assuming independence is relatively small and the preciegi due to the assumption
is considered to be justified by the reduced complexity ofrtizalel. To verify the
model the delay distribution was determined using the saan@npeter setting as used
by Tickoo and comparing to his results.

The delay Cumulative Distribution Function (CDF) for a netlwwith 10 nodes
each generating 100 kbit/s CBR traffic using 1000 byte UDFg@i=¢ can be seen in
Figure 6.11. The average delay iéms, which seems to correspond to the delays
reported by Tickoo based on the figures in [Tickoo and Sikala®4]. The CDF has
a stair shape, this is caused by the fact that the main catitibto the delay at the
node is comprised of the synchronized successful tranemisd other nodes, each
contributing to the steps on the CDF.

To convert the CDF into a generic format readable by the stoul it is trans-
formed into an array where each field contains a part of théability axis. The
converted CDF, with a resolution corresponding to 0.001hef grobability axis for
each field, is seen as the broken line in Figure 6.11. The figieates that the loss
of precision caused by the conversion is small.
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Figure 6.11: CDF and converted CDF, for a network consigtint) nodes, calculated
based on the delay model.

6.4 Emulator

This section describes the design and performance veidgficat the emulator compo-
nents contained in the emulator node of the testbed. Géyduzmictional requirements
to the emulator are defined to guide the overall design. 8ghirements are derived
to guide design of the individual components. From thesairements, solutions for
functionalities of each component are presented and d#jegband limitations of the

chosen solution are evaluated.

Based on the output of the link property simulation, the jothe emulator soft-

ware is to effectuate these properties onto links and ongoaific between end-nodes
connected to the switch in the testbed. To be able to do tréstulator must be able
to 1) read from the simulation files, 2) control the bridgesngen the virtual LANs
and last 3) intercept the ongoing traffic on the bridges. Repsimulation data from
a file, controlling the VLAN bridges and handling packet gelaquires a timer with a
high resolution, which is describe prior to the remainingiponents.
In Figure 6.12 interactions between components maintgitiie required tasks are il-
lustrated. The solutions for the components maintainiich &éanctionality requirement
are presented in the following. The specific hardware piatfon which the topology
emulator is implemented is presented in Appendix A. In addjtthe performance of
each solution is verified, showing that it is implementecdhwiit affecting the ongoing
traffic over the bridges more than requested by the simutiaéal
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Figure 6.12: Components maintaining the tasks of the emusattware.

6.4.1 Timer

Using Linux as operating system on the emulator node, sewerys of implement-
ing a high resolution timer exist. This can be accomplishgdifing real-time ca-
pabilities of the Linux kernel itself (kernel version > 218.[Kernel, 2007], by us-
ing verified real-time extensions to Linux such as RTAI [RTA007a] or RTLinux
[RTAI, 2007b] or self-contained real-time operating syssssuch as eCos [eCos, 2007]
or QNX [QNX, 2007]. Throughout history, the real-time capidies of the Linux ker-
nel have been questionable, providing timer precision aayn to 1ms inside the
kernel. However, as of kernel 2.6.18, the real-time capaslof the Linux kernel
have improved [Kernel, 2007]. Now, the Linux kernel is praggable, allowing for
processes to have high priorities and thus controllabler@aktime manner. As using
a regular Linux with a pre-emptable kernel, by far, is theiestsvay to implement a
reliable, high-precision timer, this approach is choseriffe timer in the emulator.

The timer ticks are supplied by a hardware clock called thed Riene Clock (RTC),
which is installed on practically every kind of main-boardihis clock can be pro-
grammed to report hardware interrupt with frequencies e8642 Hz in multiples of
2. By giving the timer the highest priority in the system,yohhrdware interrupts, such
as hard-drive operations, graphical adapter refreshestemonk adapter interrupts, can
preempt the reporting of timer ticks. Unfortunately, haadl@interrupts are in the same
pool of priority, and therefor interrupts from the netwodagter cannot be given higher
priority than the remaining types.

The only concern here is, that the emulator is placed in am@mwent with potentially
high network activity, meaning that during high networkddhe timer may be delayed.
The following verification shows that the precision of thmer can be considered re-
liable, though a bit slower than 8192 Hz and that network ldaes not influence the
timer precision.

Figure 6.13 shows the probabilities of getting differentar period values. Table
6.2 summarizes these number into means and standard desiatepending on the
network load on the emulator. From the table it is clear, tatimer runs precisely and
independent of network load. From the figure it seen, thatiigteriods fall into the
same bins. This is due to the timer being preempted by haedweerrupts. However,
as seen from Figure 6.14, it is observed that a shorter peiiedtly follow a longer
period which means that the timer itself compensates foh#rdware interruption.
In addition, the standard deviations of the samples shotthieadelays in timer ticks
are not significant enough to cause the timer to overflow. Waiing the double tick
probability - i.e. the probability that a period encompasteo ticks - reveals that
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Figure 6.13: Probabilities of timer periods.

Load Timer p [ps] | Timero [us]
0 Mbit 122.0770 6.4663
94 Mbit 122.0771 4.8035

188 Mbit 122.0767 4.7103

Table 6.2: Results from timer period benchmark, samples&2 - 30.

P(Xperioa < 244.2534) = 0, no matter the load on the emulator. This means that the
timer ticks once and only once per timer period, and is thedialie timer interrupting

at a frequency of 8191.6Hz. The fact that it is not runningl&®8z is important when
used for sampling. A deviation of even nanoseconds in pdrésdgreat impact when
emulating for long periods of time as it accumulates an enrbme effectively slowing
down the time in the emulation.

6.4.2 Reading the simulation output

The simulation output data is loaded into and stored in thelator by a reading pro-
cess. The reading process can be implemented by severad meluding shared mem-
ory, files and databases. In this work, files are chosen adatiomoutput containers.
This is primarily for portability, e.g. to support simulati data generated from exter-
nal tools - such ass-2 Also, when considering performance aspect, files are 8terfa
approach; shared memory needs a lot of memory available@jypRAM) for future
data, which must be pre-allocated and is thus unavailaltheetpacket handling part of
the emulating process. Choosing a database has pros andiwmstabase features
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Figure 6.14: Timer compensation of hardware interruptsnret periods. A longer
period is directly followed by a shorter period.

a simple interface to data, optimizing storage- and seeag@abilities, yet ensuring
real-time access to the data is difficult as a database marsageystem is typically a
large program running in user-space. This means, that itdimeipre-emptable by the
reading process itself, possibly causing a dead-lock isyiseem.

All simulation data is stored in only one file, where each prtypsample is marked
with time stamps as to when to apply the properties. When a&tingl, the data must
be applied at the specified time stamp, in real-time prefenaith high precision. The
reading is performed by checking the timer a each tick angsnathe time of a time
stamp is reached, reading the properties specified witlrtteestamp. The fact, that the
frequency of the timer is 8191.6Hz, with a period of approaiety 122.s, introduces
a jitter on the reading of the time stamp. The advancing tiamerthe time stamp does
not necessarily equally match in value and thus a 'greagar ¢in equal to’-comparison
must be carried out. This comparison means that the readiagime stamp has a
jitter equal to the timer period, i.e. 122.0%¢. However, as the timer is reliable, this
jitter is stationary and thus not a drift in the reading pssdn conclusion, the jitter is
accepted for the reading process.

6.4.3 Controlling VLAN bridges

The bridges between the VLANSs created by the emulator reptes/o-way WLAN
links between end-nodes. Emulating the properties of eade+0-node WLAN link
means to control the properties of each bridge. This corgnérformed on multiple
levels to attain the required functionality.

From the simulation, a set of parameters is produced to besethon the WLAN
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links. This set consists dink existencepacket error rateandpacket delay distribu-
tion. Significant of these parameters are that they apply to amnehlwks. This means
that only controlling the (two-way) bridges is not sufficiexs removing one VLAN
bridge effectively removes two WLANS, which is not necegadntended. Instead,
control of the individual traffic flows across the bridgesaguired.

A ubiquitous tool for traffic flow control isptablegNetfilter, 2007], which controls a
set of packet forwarding rules in the network handling pathe Linux kernel, called
netfilter. Although applicable for network traffic flow contraptablesis not applica-
ble for traffic flow control in the emulator. End-nodes use AfRRBuests to discovery
network addresses of each other based on hardware-addr83$sese frames do not
reach the network layer on the emulator, and hence, cannatrtteolled bynetfilter
rules fromiptables A consequence of this is that ARP-request are forwardeddsst
node even though the links should appear to be non-exisfiagn alternativegbta-
bles[Netffilter, 2007] is used, which controls data link layerasiinnetfilter- i.e. the
iptablesof the data link layer. By usingbtablesasynchronous control of the bridged
traffic flows is obtained by controlling each frame forwardgdthe emulator, also
including ARP-requests.

Using ebtablesfor controlling traffic flows is difficult in a real-time persptive.
Ebtablesis a user-space tool and timing of prototypes have indicitatiexecuting
an ebtablescommand in the normal system environment to update theteeffilles
takes more than 1ms and has a very poor precision. This mieati$ is very hard to
determine when the new properties are actually applieddérkémel and effective on
the forwarded traffic. Moreover, the fact that it is a usesiesptool combined with the
timer structure implemented in the emulator endangers:tkeution of theebtables
command, i.e. it could be starved by being preempted by tinerti
To solve this, a kernel module is implemented cakddables_emulatigrwhich is
depicted in Figure 6.15. This module plugs into #teablespart of netfilter in the
kernel allowing it to examine every incoming frame beforkedéves the kernel. Static
rules to drop packets on individual VLAN flows are injectetbinetfilterusing regular
ebtables This means that frames sent from, for instandan2to vlan3 has one rule
to drop frames instead of forwarding themwian3 A rule for each combination of
incoming and outgoing VLANS are representeahétfilter.

However, since it is not the intention to drop all packetstenemulator, an extension is
added to theebtablegules. Theebtables _emulatiokernel module decides if a frame
matches the rule set for it. As only one rule exists for a giframe, the frame is
forwarded to the network level in the emulator if it does naitah this rule. In the
ebtables_emulatiomodule, the VLAN tags of the frame are compared to an array
holding link existences - if the link does not existspatchverdict is given to netfilter,
and subsequently the frame is dropped by way of the rule.

Updating the link existences in tlebtables_emulatiomodule must be carried out
as soon as they are read from the simulation data, as desprieeiously. Implement-
ing such a user-space to kernel-space inter-process coitetion has many pitfalls,
as not much standard functionality is available in the kecoenpared to user-space.
Methods such as shared memory, queues using characteesleviprocfs, and netlink
sockets are available for this. The simplest form of thegamanication methods is
creating a file in thgrocfs which is a virtual file-system accessible from both kernel
and user-space. One of the major advantages of ysotfsis the registration of call-
back functions within the kernel-module for reads and write the procfs-file. This
way, busy-waits when reading from the file are eliminatedthascallback functions
are called upon each read of the file and write to the file ancique processing power
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Figure 6.16: Test result of the broad- Figure 6.17: Test result of the partition-
cast domain functionality of the emu- ing functionality of the emulator.
lator.

is saved. The procfs-file enables the reading process to cmicate periodic updates
from the simulation data to thebtables_emulatiomodule, which in turn imposes link
existence directly on forwarded frames - including ARPuests.

Several series of tests have been carried out to verify ifmality of the ebta-
bles_emulatioodule implementation. In Appendix B, the bridging funactdity of
the module is verified. The results of the tests show, thabtidging is working as
expected. In Figure 6.16, the result of a broadcast testis skowing that although
the nodes are separated into different VLANs by the switely tappear to be within
the same partition of the topology. Figure 6.17 shows theesgful result of emulating
two partitions, where node-pairs appear to be out of brasideage between the two
partitions, due to emulated missing logical links.

As well as the bridging functionality has bee tested, théitgltio dynamically
update the link properties is verified in Appendix B. The ematt is configuring to
toggle the existence of a link between end-nodes betweem ape: closed with a pe-
riod of 1 second. By measuring the timestamps of packetingetirough the open
link on the receiving node, it is possible to calculate theetit takes to apply the prop-
erties, though, only within the precision of the packet naged for measuring. The
calculations show, that an excess time of:68s spent on average per 1 second pe-
riod. However, as the precision of the measuremertdssms, this excess time may
as well be from sending or forwarding packets in the emuledtiter than applying
properties. Moreover, as the measurement is within theigioeg it is concluded that
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theebtables_emulatiomodule is capable of applying properties within a precigibn
0.5ms, which is sufficient for applying the properties otitpd by the simulation with
a minimum resolution of 1ms.

6.4.4 Intercepting ongoing traffic and emulating

To emulate the properties of a link used for communicatiba,dimulated properties
must be imposed on the packets actually flowing between ndties requires each
packet to be intercepted and treated according to the siimlalhe interception of
packets is accomplished usiipgablesand a feature ofietfilter callednetfilter_queue
Use of these tools enables enqueueing of packets in a usee-sgcessible queue by
inserting a rule intaetfilter. In the emulator, this rule encompasses every packet for-
warded between VLANS, thus covering all end-node traffic. eWla packet is en-
queued, it is not forwarded until\zerdict has been given - ruling either sxceptor
drop it. This queuing and verdict is exploited in the packet eand packet delay
emulation.

As the simulation provides thgacket error ratethe packet error emulation reduces
to deciding whether to drop or accept a packet based on thepawor rate. To do
this, a uniformly distribution random number from 0 toll, is drawn and compared
to the packet error rate given by the simulation. The pacia decision rules is then

if U, . < Ppacket_error thendrop packet
wrifOrm > poacket eor  thenacceptpacket

If the packet is to be dropped, the drop-verdict is givenaliyeback tonetfilterand the
next packet is examined.

If the packet is not dropped, a delay for the packet is detegthibbased on the
number of 1-hop neighbors of the sender and the packet igetbkccordingly before
forwarded to the receiving node. This real-time delayinghef packet is a non-trivial
task in Linux. Several ways of using sleep functions in Litnaxe been investigated,
each yielding an overhead delay of more than 10ms, whichasaeaptable. However,
using the timer structure previously described, acceptiéler precision is attained to
support real-time delay. This interrupt structure enahblpacket list to be maintained
by a packet scheduleprocess, in charge of scheduling packets and sending accept
verdicts tonetfilter when appropriate. The packet list is implemented as a @ircul
buffer of linked lists. The slots of the circular buffer cesponds to time slots of
the timer, i.e. each slot represents 122.0%20 The linked lists in each time slot
are implemented to support multiple packets to be schedatedklivery in the same
time slot. The buffer rotates once per timer tick. A packenierted in the linked
list located in the time slot corresponding the delay offsetn the current time slot.
This slot is chosen using the express{onound (fgelayus - fimer)) NMd ngpots) to the
nearest integer and using that integer for slot placentgny, s is the simulated delay
in microsecondsfiimer is the frequency of the timer,ound is used for attaining an
integer-index for the circular buffer and the modulus ofierais to stay within the
buffer when placing the packet.

Due to the granularity of the timer, delay jitter of up to 1@27Qus is created by the
packet scheduler, which can be seen from Figure 6.18 andlsated in a subsequent
section.

Accept-verdicts are given toetfilter for each packet residing in the linked list in the
time slot corresponding to the current time.
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To test that the emulator is capable of applying given vahfegacket loss and
delay, different test have been performed, which are desdrin Appendix B. From
these tests, it is concluded, that the implemented loss elag timplementations work
as expected. The emulator is capable of emulating a givekep&ass onto ongoing
traffic and is capable of delaying not-dropped packets oborggtraffic, though, still
within the granularity of the scheduler. Concerning dekayonstant excess delay
is observed, as a consequence of using the described nedvatrikecture with more
links and more packet processing than in a direct connectiim magnitude and
consequences of such a delay is investigated and discusskee following chapter,
describing the performance verification of the emulator.



Chapter 7

Testbed evaluation and
discussion

Having described the design and implementation of the tapoémulator, this chap-
ter describes the experiments performed to determine ttierpence of the develop
approach and thereby the boundaries which it may be applibdw

The service time of the topology emulator is examined andpayed to the min-
imum delays to be emulated based on the delay model desquiteetbusly. This
comparison is performed in order to establish if the emulsteapable of emulating
a wireless channel without introducing a delay bias. Furtthee performance of the
topology emulator is tested with regards to capacity, imseof achievable packet rate,
to determine the number of nodes which may be connected tmgimdogy emulator
and the amount of traffic the individual nodes may generate.

7.1 Packet delay evaluation

The physical network architecture of the topology emulatttails more transmissions
per frame than on a wireless link. The topology emulator eygpFast Ethernet and
Gigabit Ethernet on the wires, but still, the end-to-endveey of one frame on a
physical level requires 4 transmissions. More transmmssiesult in an increased delay
of frame delivery. Moreover, as the emulator node bridge&gia and emulates packet
properties, all frames from a sending end-node are withinelthe emulator node until
an entire packet is received, the packet is then examinetdédgmulator node, and
all frames are afterwards delivered to the receiving endiengiven that the packet is
not dropped on the emulator node. In addition to the delayded by the increased
number of transmissions, also queueing, processing aretlstthg on the emulator
node takes time and delays the packets. Hence, it is requimgerform an evaluation
of the amount ofservicedelay induced by the topology emulator when forwarding
traffic.

7.1.1 Service delay determination

On all links, wired as well as wireless, the delay of a trarssioin is dependent on
the size of the packet. To investigate if the service delatheftopology emulator is

68
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also dependent on the packet size, due to the queueing arekpiog, experiments are
carried out consisting of transmitting packets with diéfier sizes.

The experiments employ two end-nodes, one sender and ogiggecThe sender
pingsthe receiver 100 times and measures the round-trip timeeqfittyg packet. The
pings are repeated for packet sizes in the range 8-64000 byteddrvats of 1000
bytes. 8 bytes is the lowest possible payl@agg can send, and 64000 bytes is the
maximum of the possible payload of an IP-packet. This expent is performed for
both a direct 100Mbit/s connection of the end-nodes andhierend-nodes connected
via the emulator. This is to measure the reference delay afrdimary 100Mbit/s
transmission, including any noise from network adaptemékeor operating system.

From Figure 7.1 the results of the experiments are seen. gheefillustrates the
measured delays and lines linearly fitted to the measurepoémis. The parameters of
these regression lines reveal several facts. The slopée difes are identical, mean-
ing that the service delay added by the topology emulaterdependent of the packet
sizes when compared to a direct connection of end-nodes, #is offset of the lines
are shifted meaning that the service delay can be calculatete difference of the
values of the regression lines at zero, which is287
The figure also shows the minimum for transmissions usindgelBB2.11a. This de-
lay is calculated based on the delay model used in the siorudatd combined with
the processing delay at the end-nodes. The processing idedgproximated by sub-
tracting the theoretical packet transmission time for Ethefrom the measured delay
for the direct connection. The resulting delay, for 802.th end-node processing,
is above the service delay for the emulator, indicating thatemulator is capable of
imposing delays from the delay model without introducinditidnal delay. At packet
sizes betweeri000 and 2000 the minimum delay from the model is very close to the
emulator service delay. However, considering that the @&ckre unlikely to experi-
ence the minimum delay, as indicated in Figure 6.11, thidisiiference will rarely be
experienced. Thus, the emulator does, in most cases, haasanable safety margin
to prevent it from imposing additional (unmodeled) delaytlom individual packets.

7.1.2 Service delay independent of emulator load

Processing of packets on the emulator node is carried outlgpyome serving unit, i.e.
the CPU. As the CPU services all operations on the emulatde,fiocluding reading
packets from the network adapter and writing them back agianactual service rate
of the queue is network-load dependent. At a high load, magty-priority hardware
interrupts are generated, requiring the CPU to serviceetfiest. To investigate the
implications of this dependence, delay experiments wiffexdint cross-traffic loads
are performed. In addition to the test configuration desctribbove, cross-traffic is
created using a traffic generator node and a receiver notie inigh-load experiment.
Table 7.1 show the different service delays measured frerpitiyg measurements with
varying cross-traffic load on the emulator. The conclusiamf this test, is that the
service delay is not significantly dependent on the craaffig¢rioad on the emulator.
However, as it is not possible to create greater reliablddddescribed in section 7.2)
with the equipment at hand, effects of higher loads canncbbeluded.
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Figure 7.1: Topology emulator service delay from variouskea sizes and lines lin-
early fitted to each measurement series. The broken linestmwvminimum delay,
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Cross traffic rate [pps] Fitted service delay]

0 287
1000 290
5000 293
10000 298

Table 7.1: Topology emulator service delays measured wittous traffic loads on the
topology emulator.
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Sender node Receiver node
D-ITG sender D-ITG receiver
Switch

Emulator node

Topology emulator

Figure 7.2: Setup of the testbed for evaluating packet fotimg capabilities of the
topology emulator.

7.2 Packet rate evaluation

As the topology emulator is forwarding all network packetsthe end-nodes, an eval-
uation of the forwarding capabilities is required. Thisleagion is required to be able
to assess the capacity of the emulator with regards to thdeuaf end-nodes that can
be handled and also with regards to the traffic patterns thegenerate. The following

section describes an evaluation of the tools used for géngr@nd measuring packets
on the testbed and the performance evaluation of packegfding capabilities of the

topology emulator.

7.2.1 Generating network traffic

For generating traffic to test the forwarding capabilitiéshe emulator, a tool called

Distributed Internet Traffic Generator (D-ITG) [D-ITG, 20}ds used. D-ITG provides

a means for generating traffic with different types of chadstics. This includes dif-

ferent distributions (e.g. uniform, exponential, Cauaimyrmal, etc.) of both packet
size and inter-departure times of packets. Other traffiegding tools such as the
kernel traffic generator [Pktgen, 2005] and ettcp [ettcf@2Mave been investigated,
but D-ITG provides the best precision, the most control ap#eters and the most
features. D-ITG employs both a generating process and &vimgegrocess that re-

ports properties of the expected and actual packet flowsir&ig.3 shows an output of
D-ITG, generating a constant bit-rate flow at 10Kpps, meson the emulator node.
The scenario is depicted in Figure 7.2. The measurementowithat the traffic gen-

erator is in fact capable of generating a flow with a consténtlte, here illustrated by
packet rate.

Due to properties of the Linux operating system, all proessscluding D-ITG,
suffer from possible preemption as they are alrhalituser-space processes. Preemp-
tion of the traffic generator, e.g. by hardware interrupdsrfihard drives or a graphic
adapter, has several consequences relevant to this project

1The kernel traffic generator resides in kernel space, bunbashown to be able to deliver a constant
flow of packets for this project.
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Figure 7.3: Measurement of packets Figure 7.4: A closeup of the packets
received at the emulator node over received, revealing that packets do not
time. The constant incline indicates a arrive at a completely constant rate on
constant packet rate. a small scale.

Preemption results in an uneven generation of a flow on a supalé. This means
that if the process is preempted, the generated packetsexpe a small delay (a few
microseconds) before being transmitted. This is seen frigur€ 7.4, as the packet
arrivals are not completely periodic. On a receiving noeénd both emulator node or
end-node, the impact of preemption is significant; if theenéag process is preempted
during packet reception at high packet rates, the packewrapped. This is seen from
Figure 7.5, showing the ratio between the rates reported-biy@of sent and received
packets.

From Figure 7.5 several issues are identified. The thredigubes present ratios
of received packets versus sent packets of end-nodes atetiffpacket rates. The
data point are single measurements from the testbed. Ther digpire, illustrating
the sent/received ratio between directly connected nathesys a decrease in received
packets proportional to the rise of packet rate above 10Kqops the sender. This is
a result of packet loss due to preemption problems or lossaaokgis in the testbed
(i.e. in the switch or in the emulator node) due to overloattiSpacket losses should
be confirmed using a packet capture program, but as discusskd following sec-
tion, packet capture programs too suffer from preemptiablems resulting in wrong
packet recordings and inconsistent measurements.

In conclusion, the recording depicted in the upper sub-figtiows that D-ITG suffers

from preemption problems at high packet rates, meaninggitiadr the sending process
has difficulties sending the generated packets or the lieggprocess has difficulties

recording the received packets, if received at all. Thisltesust be taken into account
when evaluating packet rate measurements on the testbed.

As a further investigation, the generated traffic flows arg #&ough the emulator
to determine the effect of the forwarding and to some extéedcapabilities of the
emulator. Results similar to those previously describedsaen from the middle sub-
figure of Figure 7.5. However, in this sub-figure more testeetaratio of 1, i.e. the
received amount is equal to the sent amount. This could béodie packet schedul-
ing functionality of the testbed. As it is not possible to @ the specific delay of
the packets during these experiments, the results do nati§tte packets are actually
rate-limitedby the scheduler in the emulator and thus all are succegsfatismitted.
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Figure 7.5: lllustration of results of preemption probleingraffic generation and
receiving process. The figure shows the ratio of receive#tgiaccompared to sent
packets at different packet rates; upper figure show residtisectly connected nodes,
the middle figure shows results of nodes connected over tiagon as does the lower
figure, where Wireshark is enabled on all nodes includingethalator.
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Nevertheless, the emulator has an impact on flows at highepaates influencing the
measurements.

Furthermore, an experiment has been carried out havingstr& running on all
nodes, including the emulator. The results are depicteddnawer sub-figure of Fig-
ure 7.5 and show that the presence of running Wireshark doebave significant
influence on the ratios. This is due to the lower priority ofr¥hark, which in turn
has other consequences, which are discussed in the fofjseiction.

Finally, the two lower sub-figures of Figure 7.5 show indicas of the capabilities of
the emulator with respect to rate of the packet forwardinghdugh it is not unam-

biguously shown, the experiments indicate that the emulatcapable of forwarding

packets with a rate near 80Kpps. This is a relatively high,rabnsidering that end-
nodes are connected via fast Ethernet link transferrin@@mbit/s. Links speeds and
packet rates are discussed in section 7.2.3.

7.2.2 Problems using passive packet capture

For performing measurements for experimental networkyaigl typically Ethereal
has been used. However, since May 2006, Ethereal has beentisied and replaced
by a tool called Wireshark [Wireshark, 2006]. The resultprgduct, Wireshark, is
Ethereal with a new name. Wireshark is used in this projectrfeasuring network
traffic properties. However, prototyping has uncovered tilaen measuring traffic
properties with high packet rates, i.e. over 10Kpps, bottukj Wireshark, and also
Ethereal, have very drastic limitations. This has also iptesly been concluded by
[Deri et al., 2004], who is working on alternatives to pasgpacket capture. However,
besides [Deri et al., 2004], very little research regardivig problem has been found.
The problem is relatively new due to the appearance of néttalific speeds of gigabit
and above. The investigation of these limitations and adision of the consequences
when performing high packet rate measurements with a stdhdaux operating sys-
tem and standard PC is described in the following.

Wireshark (and Ethereal) uses the standard libfepcapfor capturing packets for
analysis.Libpcapis a kernel interface, common to many operating systemu ifieeat
raw packet capture from a networking device. It is conclugtefDeri et al., 2004]
that the performance of tools utilizirdppcap varies significantly between operating
systems. This is mainly due to the applied scheduling pesiti the operating systems.
When a packet arrives at the network adapter, a hardwargtptes requested in
the kernel which then preempts the running process to haheleeceived packet by
placing it in a buffer in the kernel. Then, a software inttns requested by the kernel
network stack to handle the packet appropriately, alsevadiglibpcap-tools to capture
the packet. Basically, a starvation problem arises in thtkpt handling process, when
packets arrive very fast, as numerous hardware interruptgenerated. This leaves
the kernel with very little processing time for the softwamterrupt service routines,
includinglibpcap. To assess the impact of this problem, as the emulator iseapalt
subject to very high packet rates (described in the subsetgeetion), a series of tests
are devised. Repeating the previously described testsysind Wireshark to record
packets reveals that the problem of starvation exists itestbed.

The results of the tests are seen in figures 7.6 and 7.7. Thedsighow the ratio
between the amount of sent and received packets reportedib@nd Wireshark
respectively. The overall impression from the two experitaés that Wireshark and
D-ITG do notagree. Keep in mind, that these figures preséosraf the totals reported
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Figure 7.6: Ratio of sent packets mea- Figure 7.7: Ratio of received packets
sured by Wireshark versus D-ITG at measured by Wireshark versus D-ITG
different packet rate. at different packet rate.

by D-ITG and Wireshark, which is why the unreliability of 06 does not influence
the ratios.

From the sent packets ratio (cf. Figure 7.6), it is seen thia¢&Nark reports both
more and less packets than D-ITG, at high packet rates,b@veal OKpps. At lower
rates the amount captured by Wireshark is equal to the anrepotted sent by D-
ITG. No sensible explanation has been found to why Wiresbapkures more packets
than reported by D-ITG. The result has been reproduced e tifferent PCs when
sending packets. More research is needed here to detetmicause of the erroneous
packet rates reported by Wireshark.

For the received packets ratio (cf. Figure 7.7) a similamgimeenon is observed, how-
ever, here the overall tendency is that Wireshark repovieimumbers than D-ITG.
The hypothesis that Wireshark is unreliable when captyratkets at high packet rates
due to preemption, is supported by measurements performeldeoemulator node.
Figure 7.8 shows a comparison between different measu@ezaratios from Wire-
shark. From the figure it is seen that the amount of packetsuned on the emulator
(forwarded packets) is lower, compared to both the amounita®d received. This is
probably due to the heavy packet processing performed oarthgator node at high
priority. The large amount of packet processing leavee lithe for Wireshark to cap-
ture packets, which entails starvation, resulting in mampged packets on emulator
node.

The consequence of these findings is that Wireshark, whdredpm Commercial
Off-The-Shelf (COTS) PCs, cannot be used as a reliable toatdpturing packets at
packet rates higher than 10Kpps. Yet, measurements at iates, i.e. 1-10Kpps,
show no influence of preemption, and thus measurements s tiates should be
trusted. It is also observed during testing that giving \&hark a higher priority, to
minimize the effect of preemption, shifts the result of pngéion from errors in Wire-
shark to errors in actual kernel space packet handlingltiegin even higher packet
losses at the nodes. Finally, it is observed that when usiingshark for a long period
of time at high rates, e.g. capturing packets over 1-2 mgutee amount of caching
and memory allocation in Wireshark requires disk-swappinbe used. This results
in even more load on the processor, ultimately reducing éfiahility of Wireshark
measurements further.

These findings are important to the testbed performancéoation performed in
this project and the impact is described in the followingtisec Moreover, it reveals
that care should be taken when using Wireshark (or Etheasad) measurement tool
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Figure 7.8: Ratios of packet measurements from Wireshadiffarent places in the
testbed; on the sending node, on the emulator (forwardddpgiand on the receiving
node.

for experiments on the end-nodes at high packet rates.

7.2.3 Emulator node packet rate performance

The emulator, constituted by the switch and the emulatoenizdpotentially subject
to high packet rates generated by end-nodes. The nodesmmeated through fast
Ethernet connections to the switch, which in turn is conegtd the emulator node via
a gigabit interface. However, the limitations of the indwal links of the end-nodes
are not directly relatable (e.g. maximum 10 100Mbits/sdiok a 1000Mbit/s link) to

the maximum enforced load on the emulator node from the gigabrface.

As the emulator emulates the link layer properties of a wsgILAN, inherently
it also emulates the frame buffering capabilities of th& lmyer at the end-nodes. As
also previously described, this means that packets areafded to the emulator as
soon as they are generated at the end-nodes. This is done fagtithernet links and
the switch. This aggregation of packet flows from many indeleat sources at the
emulator may lead to excessive load at high packet rates.

As an example, consider having several connected end-mdgtlestreaming applica-

tions running between end-nodes in pairs of two, employiegrsstant bit rate. The
end-nodes are all emulated to be within transmission rahgaah other. The stream-
ing applications each generate network traffic, that in generate flows of frames
from the sending end-nodes - flows that must be forwarded &éyethulator. Even

though the average frame rate of the each flow is relatively the synchronicity of

the flows may create abnormally high frame rates in burstsea¢tnulating node. Nor-
mally, the frame rate of a stream is dependent on the strearatbi The higher the

bit-rate, the more frames. However, as the size of the pdydbbshe frames increases
with the bit-rate, a natural convergence of frame rate exishe maximum frame rate
of a fast Ethernet connection is 144 Kfps (frames per seqaatdfie smallest frame
payload, which can be calculated as

100, 000, 000bit/s
(nframe—gapJF Npreamblet Mheadert Mpayload+ ncre) bytes/frame 8bits/byte

Table 7.2 shows the values for the Ethernet protocol. Yét,rtdte is rarely achieved
due to frame payload changes. For instance, a full speed FFBfér over a fast
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Ethernet component Value [bytes]

Nframe-gap 12
Tpreamble 8
Nheader 14
Tpayload 46-1500
NCRC 4

Table 7.2: List of sizes of components needed to send anrghfgzame. An Ethernet
frame is generally constituted by the header, the payloddtzCRC. The remaining
components are from the physical layer, needed to sendaheefr

Received packet from flow 1
Received packet from flow 2

Orthogonal flows - . - . . . - ._

Not orthogonal flows _.. .l - -

Figure 7.9: lllustration of the increased aggregate flow the emulator node due to
independently generated flows.

Ethernet link generates approximately 8200 fps, as thednaayload is maximized to
1500 bytes.

If the flows in the example have equal frame rate and are caaiplerthogonal, the
frame rate of the aggregate flow experienced by the emulatie is equal to the sum
of the frame rates of all the end-nodes. This is, howeverlikely, as the flows from
the end-nodes are completely independently generatele ffadws do not have equal
frame rate or are non-orthogonal, the frame rate of the ggdedlow converges to the
maximum frame rate of gigabit, which is 1.4Mfps. While corgiag to maximum,
the increased frame rate is experienced as bursts of framesyahigh rates at the
emulator node, while the overall average frame rate renassn of the averages. If
the characteristics of the traffic generated by the end-soblange to become bursty,
as it is the case with variable bit-rate streams, the buraiyé rate property becomes
much more evident. Figure 7.9 illustrates the problem with-orthogonal frame rates.
Due to this property of the incoming traffic on the emulatbis important to evaluate
how well the emulator node handles high frame rates.

Unfortunately, as described in the previous sectionshaeithe available traffic
generators, nor packet capturing applications can be deresi reliable enough to de-
liver trustworthy measurements at high packet rates. @ewadternatives for packet
generation exist, such as using high-end packet generagjoipment or more nodes
generating lower packet rates which aggregate into a hidtbarsty frame rate on the
emulator. Small-scale experiments have been carried aht3Maptops connected to
the testbed, generating asynchronous traffic to createorthwgonal flows at a low
aggregated frame rate. The experiments show, that althinegimaximum frame rate
attainable with gigabit is 1.4Mfps, these experiments haveshown frame rates of
bursts higher than 200-300Kpps. Observed rates are ctddutased on frame inter-
arrival times measured on the emulator. A such measureraartie€seen from Figure
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Figure 7.10: Probabilities of frame inter-arrival timestbe emulator.

7.10.

From Figure 7.10 it is seen, that the minimum frame inteivartime measured
is 4 microseconds, generated with 6 asynchronous flows5€pps forwarded by
the emulator (2 from/to each of 3 end-nodes). This corredpdn a frame rate of
250Kpps. Inter-arrival times of 3 microseconds have beesenled. However, they
were recorded with Wireshark, which has shown unreliablegit packet rates, mean-
ing that the rate might not be trusted, when receiving 30Kpggregation of 6 flows
of ~5Kpps each) on the emulator. Using the fact that the mininrmammé inter-arrival
times are 3-4 microseconds and considering the period tifigesvhich is 10 minutes,
it is assumed that the emulator is capable of handling thabifignput from the inter-
face. However, as the frame inter-arrival times are not Ocﬂ‘soﬂecondsém), as
they should be at full gigabit speed, some delaying of theégtgococcur upon recep-
tion. This delay is most likely due to buffering in the netiwadapter or by the network
adapter driver before reaching the kernel network stacks délay is included in the
measurements performed in section 7.1 and is thereforeongtdered further here.

As presented previously, sustained packet forwarding ratehe emulator have
been observed as high as 80Kpps. During testing, thesehratesbeen applied con-
stantly over a period of 10 seconds. Also, burstiness ofrtdependent flows aggre-
gated into rates of up to 250Kpps at the emulator is shown tbdmelled, possibly
resulting in delayed packets, though. Based on these ngird®eral conclusions can
be made. In the following, the boundaries for packet ratéoperance are listed, then
these boundaries are compared to the requirements to thiatemand conclusively
a discussion of possible end-node- and emulation configuisais presented to exem-
plify the possible uses of the testbed, with regards to framieal rates on the emulator
node.

In the current design of the topology emulator, the maximwmber of connected
end-nodes is 20, which is a hard limit of end-node connestiolne to number of

available ports in the switch. Also, due to the design, the afsa gigabit Ethernet
adapter limits the aggregate throughput of the emulator to

> link throughput< 1Gbit/s

The maximum sustained rate of packets handled by the emiitaits the performance
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by the average packet rate of the end-nodess

N
> ki < 80000pps

i=1

whereN is the total number of nodes. The burst rate limits the aggesbbursts from
the traffic of the end-nodes defined by burst-rgtas

N
> Ai < 250000pps

i=1

The ability to emulate independent partitions of nodes reghat traffic arrives
independently onto the emulator and must be handles aoggydHandling broadcasts
in such domains means to replicate packets at the emuladdoamard to all nodes in
the partition. This enforces a load on the emulator, thabisnoled by the following
expression. Considering a number féf partitions each with a number of nodes
The minimum broadcast period is then defined by

Zilil n;?
80000pps

The requirements to the emulator are specified in Chapterh& bandwidth re-
quirement was derived, as a maximum capacity of the emulat85Mbit/s per radio
domain. With a maximum of 20 nodes, the worst case scenativzeoémulator is 10
separate radio domains, containing each 2 nodes, all erg&&Mbit/s from the chan-
nel. By calculation, the enforced rate of packets aggregatethe emulator in such a
scenario is approximately 28.5Kpps, using a packet siz&00 bytes. This illustrates,
that the emulator is capable of handling expected end-raatk from a fully loaded
switch in terms of packet rates.

The design decision made of connecting the emulator usirigabi connection
means that the switch cannot handle aggregating more thémlg@oaded fast Eth-
ernet connections to the emulator. The following discussiare of different types of
traffic patterns from a different number of nodes (up to 2Q@)ulty loading the gigabit
link.

Pure routing Proactive routing generates a periodic flow of packets piatignload-
ing the emulator with bursty traffic. Consider OLSR routirenging hello-
packets with a period of 1s. With 20 nodes connected, thiddviouthe worst-
case cause bursts of 20 packets at gigabit speed. With thmarg of the buffer-
ing occurring at the Ethernet link layer, and the limitedestf the burst, it is
concluded, that the emulator is capable of handling a sushesio.

Distributed black box The distributed black box application distributes datarded
from a car into a VANET [HIDENETS, 2006b]. An example of usedeould
also be periodic data transfer, but with more data per Ikgtagielding larger
frame bursts at the emulator. Considering 20 nodes paatioigpin such an ap-
plication, the burst size and rate on the emulator couldrpiztdy become very
high. However, as a combination of the emulator droppingdeldying packets
due to contention and packet errors, the communicatiomsetoéthe distributed
black-box (e.g. use of TCP for reliability) is expected tgdrle the aggregated
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flow on the emulator. Compared to the sustainable rate of p8Kpthe emula-
tor, packet generation periods of participating nodes khioot be below 2.5ms
(20nodes/80000pps). In conclusion, such a scenario waalldandled by the
emulator given the packet rate limitation.

Video conferencing The video conferencing scenario considered in this prigeadso
evaluated for applicability. Both the packet size and thekptairate of video
streams is relatively high, compared to the previously diesd scenarios. The
specific parameter settings of a video stream are very depénd the content,
encoding and quality [Seeling et al., 2004]. For an examipé&am containing a
lecturer, i.e. a moving face on a background, encoded with3+ 256Kbit/s,
the minimum IP-packet payload is 1461 bytes [Seeling e2@DA4]. This packet
size means that the worst case burst frame-arrival rate eentiulator, while
forwarding two video streams, is just below the rate for maxin frame payload
size, i.e~~82Kpps. The emulator is shown to handle bursts at this rat@ning
it can handle at least two video streams for a video conferes each flow
only employs an average bandwidth of 256Kbit/s, 20 nodeh wite stream
each would cause a 5Mbit/s average load on the emulatog sestainable rate
of ~420pps, which is readily handled.



Chapter 8

Routing evaluation methodology

In the previous chapter the application area of the topokergylator is determined
enabling the specification of scenarios which are suppaovitiin the emulator frame-
work. In order to facilitate evaluation of routing and defirsdevant scenario, this
chapter describes the methodology used for evaluatingeperdiability of the rout-
ing algorithms. The routing algorithms chosen for evaluatire presented and de-
pendability and performance metrics are identified to eaaluhe routing algorithm
resilience. This chapter forms the methodology frameworklie routing evaluation
described in the succeeding chapter.

8.1 Routing algorithms

This section describes the investigationnfat and howof ad hoc routing protocols,
that are implemented in Linux, in order to establish whicé available for emula-
tion evaluation. The IETF MANET [IETF, 2007] working grouma accepted four
ad hoc routing protocols, which are widely referenced, fegéest For Comments;
Optimized Link State Routing (OLSR), Dynamic Source RogifbSR), Ad hoc On-
demand Distance Vector (AODV) routing and Dynamic Manetd@mand (DYMO)
routing. OLSR is a proactive protocol and DSR, AODV and DYMr@ all reactive
protocols. However, the state of the accepted protocolgrayeat a specification level,
S0 no implementations are given by the IETF. Therefore, tothese protocols for
experimental testing, the availability of real (Linux) ilementations has been investi-
gated. All of the protocols listed in Table 8.1 are potergigbjects of evaluation with
the testbed as they are ad hoc routing protocols and haveiingpitation versions,
however, they are all unipath protocols. Multipath prole@re potentially better than
unipath protocols, in some cases, when it comes to routipgrability. However,
implementations of multipath protocol are currently noaitable. The dependability
of such protocols should be evaluated in future researchydyyof the testbed, once
implemented on the end-nodes. For evaluation, DynamiccgoRputing (DSR) and
Optimized Link State Routing (OLSR) are chosen, as they epeesentative for the
two groups of routing protocols described in the preana)ys. proactive (OLSR) and
reactive (DSR). Furthermore, they are ad hoc routing pa$pchoroughly validated
and verified in existing research and available as impleatiemts, making them poten-
tial subjects for implementation in a solution for VANETm&lly, the implementations
of the protocols are relatively simple to deploy, makingnthesable for experimental
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Protocol | Specification | Description Limitations Availability
OLSR | RFC3626 link link quality | by link?

state/quality | is measured

routing by packet

(proactive) loss rate, not
signal quality
- can run on
kernel 2.6

AODV RFC3561 ad hoc on-| different ver-| by link?
demand sions, must
distance- run on kernel
vector routing| 2.6
protocol
(reactive)

DSR RFC4728 ad hoc on-| can run on| bylink3
demand kernel 2.6
source rout-
ing (reactive)

DYMO Dynamic Kernel  2.6| by link?
Manet  On-| support, sup-
demand ports multiple
routing interfaces

Table 8.1: List of available ad hoc routing protocol implertagions.

evaluation in the testbed with the topology emulator.
In the following, a brief description of the functionality each protocol is presented.

OLSR

The following is based on [Jacquet et al., 2001]. As OLSR isoagtive routing pro-
tocol it maintains a routing table, which is continuoushdaped by exchanging mes-
sages containing information about the network topologyn& of these messages are
flooded through out the entire network. In order to reduceotierhead produced by
this, MultiPoint Relays (MPRs) are used. Each node in theoilt maintains a list of
neighbours which are it's MPRs. MPRs are responsible favdéoding broadcast mes-
sages for nodes which have selected them as one of their MB&n@é node selects
it's MPRs based on the local topology so that messages frenrmalkle can reach all
it's two-hop neighbours. OLSR uses two message types fabksiiing the network
topology:

e HELLO: This message type contains a list of one-hop neighboutkémsending
node, and is not relayeddELLO is used to advertise the one-hop neighbours
of one node to other nodes, enabling all nodes to maintairw of the local

Ihttp:/iwww.olsr.org, should run on kernel 2.6
http://www.docs.uu.se/docs/research/projects/stamt/aodvuu.shtml http://core.it.uu.se/adhoc
3http://core.it.uu.se/adhoc

“4http://sourceforge.net/projects/dymoum/
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topology in terms of one- and two-hop neighbours including status of the
individual links, i.e. symmetric, asymmetric or MPR.

e Topology control (TC)TC messages are used to propagate information about a
nodes local topology to the entire network, i.e. TC messageselayed. Only
nodes which have been selected as MPR nodes may send TC ewdnabeir
TC messages they append a list of nodes which have selectedathéfiPR.

The information contained in th€C messages is used to update the routing
table providing routes, where all intermediate hops are B|R&all nodes in the
network.

The approach outlined, has the advantage that a route iysakvailable to any node
in the network, reducing latency. However, as OLSR reliepapagating informa-
tion about the network topology to all nodes, an initialiaatperiod is needed for a
newly formed networks to stabilize before routing may beqened efficiently. Fur-

thermore, in dynamic topologies link breakages occur ¢fetailing that the topology
information must be updated more often, reducing the aaebiethroughput. Hence,
care must be taken when choosing the periodsiekLO andTC messages.

DSR

The following is primarily based on [Johnson et al., 2001¢aBtive routing protocols
do not rely on continuously maintaining a complete view @& tietwork topology, but
discover paths on demand. DSR embeds the route which a paakeétraverse in each
sent packet, to find and maintain this route DSR employs twchaugism:

e Route discoverys used when a node, the source, wishes to send a message to
another node, the destination, in the network, but is unawéa route to that
node. DSR maintains a route cache based on all messagesneaelindivid-
ual nodes, hence, route discovery is not always needed. Waezted, the source
broadcasts a route request packet, which is forwardeditrghches the desti-
nation, each intermediate node appends their own addréks toute request,
thereby establishing the route the request has travergezh téceiving the route
request the destination node returns a route reply to thesaode, containing
the route traversed by the route request. Thereby a routeebatsource and
destination is provided.

e Route maintenanceonitors the route in use and reports if any of the links in
the route break. Each intermediate node, in a route, whichives a packet is
responsible for ensuring that it is successfully delivarethe next node in the
route. This is achieved by acknowledging each packet amanshitting when
no acknowledgement is received. A packet may only be ratndtex] a fixed
number of times, if this number is exceed the transmittindenceturns a route
error message to the source node, indicating the broken link

Since all packets contain the route they must traverse thte aches at the different
nodes is updated more frequently as the amount of traffieaszs, thereby decreasing
the need for route discovery. In highly dynamic networksutke of route caching may
lead to excessive route maintenance, since links are frelyusroken. This entails
that, in some cases, it is more feasible to perform routeodleny instead of using the
route cache. When route discovery is used DSR introducetag dempared to the
OLSR routing protocol.
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8.2 Evaluation metrics

Relevant metrics for evaluating routing algorithms needbeoidentified. Typically,
when routing algorithms are compared, their evaluatiorerqum analytically, where
the metrics are mostly qualitative [Perkins and Royer, 19898ch as loop-resilience,
routing philosophy (flat or hierarchical) or some complgkiased considerations, e.g.
theoretical upper limit of time for recovery of link failuie the number of nodes or for
amount of communication regarding the nodes needed to betegbdpon link failure.
However, when regarding the dependability of routing athamns, evaluation needs to
be performed in the context of the applications and the perdmce requirements they
specify. This quantitative evaluation of the routing algoms and implementations is
what is described here.

Based on the application performance metrics, defined impipdication descrip-
tion in the scenario (Chapter 2 on page 9), the influencintingunetrics are described
in the following. The dependability evaluation of the rawgiprotocol ends up in mea-
suring route availability and reliability with respect teet performance metrics.

The concerned performance metrics are listed here foreeder

e Throughput
e Delay

e Delay jitter

e Data integrity

e Packet loss

8.2.1 Performance metrics

To be able to evaluate routing performance with relatiorh&sé application require-
ments, investigation of parameters influencing on the apptin parameter needs to
be performed. Hence, identification of the relevant memcst be performed. Broch
[Broch et al., 1998], which has compared ad hoc routing dlgms in a simulation
environment, lists a set of metrics relevant for routingleation, which are briefly
described below. The definition of the metrics are descridzedell as their relation
to the upper layer metrics. Subsequently, an evaluatiomwaftb obtain values of the
metrics is presented. The relations between the upper f@réormance metrics and
the routing metrics is illustrated in Figure 8.1.

Packet delivery ratio is relevant as it describes the packet loss rate experidmnced
the transport layer. The ratio is defined by the amount of gtsc&uccessfully
delivered over the amount of packets attempted to be delivefhis makes it
directly influencing on both packet loss rate and maximunsides throughput
on the transport layer.

Routing overhead indicates the scalability of the routing algorithm, bandtlicon-
sumption and power consumption. It is the fraction of bamtifwvuised for estab-
lishing and maintaining routes out of the total used bantwiBouting overhead
influences delay as new routes may have to be discovered oent#s band-
width simply due to the need for additional control messagése network.
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Throughput
Packet loss rate Bandwidth Delay
Packet delivery rate Route overhead Route optimality  End-to-end delay

Figure 8.1: An illustration of a causal relations between tipper layer and the net-
work performance metrics. Changes in the lower metricsaffe values of the upper
metrics.

Path optimality is a metric describing the ability of the routing algorithorselect the
optimal path for the route. The optimal route is relevanttfer delay and band-
width experienced by the transport layer. The optimal rggiealuated through
comparison of the chosen route of the routing algorithm aedheoretical op-
timal route in the graph. Here minimum-hop-count can be wsedptimality
criterion, so that the actual number of hops is comparedaamthmber of hops
in the shortest path.

Use of minimum hop count as parameter has been challengelde ahortest
path not necessarily is the optimal, when also regardinggiagelivery ratio
and available bandwidth [Draves et al., 2004]. Insteadersd\other measures
such as maximum flow or minimum delay can be used in the evafuaf path
optimality.

End-to-end delay describes the overall delay imposed on a packet by 1) theichdil
links used on the end-to-end path, 2) the routing; for maisee and route
discovery and 3) by the end-node processing of the packetstd=end delay is
measured on a packet basis from the packet is sent from lay®itt8 sender to
the packet is received on layer 3 on the receiver.

8.2.2 Obtaining performance metric values

To be able to evaluate the performance of the differentnguaigorithms according to
the identified metrics, measurement samples are neededeHegays of extracting the
measurements from the testbed need to be identified.

Packet delivery ratio: Can be measured by recording each packet drop and dividing
by the recorded total number of attempted transmits.

Routing overhead: Recording the headers of the packets on the testbed, the band
width used for routing control messages can be filtered. @pjsies both to
individual control messages and payload packets wheregatdnformation is
appended. The bandwidth spent on control information duidy the total used
bandwidth is the routing overhead.

Path optimality: Depending on the concept optimal, the measure of optimality dif-
fers. Should minimum hops count be used, then it can be edéuiby register-
ing the topology upon sending a packet and calculating tbetet path, either
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in real-time or post-processing. From this, the number gfshcan be counted
and compared to the number of hops actually traversed byaitieep One prob-
lem here might be, that the shortest path available durinding may become
unavailable when the packet is still in transit.

End-to-end delay: The emulator is emulating the layer 1 and Medium Access Con-
trol (MAC) of layer 2 of the network communication. This faoiakes the top
of layer 2 and layer 3 inaccessible for measuring from theletou Measur-
ing on the end nodes introduces a problem with timer/clockckyonization, as
the nodes are (probably) not synchronized in any way. Withgachronization,
two samples, e.g. sender and receiver timestamps from winéaothelay could be
calculated, will not be comparable to each other. Alteusdyi the end-to-end
delay is measured on the emulator, from receiving (on thelaon) the initial
packet from the sender to delivering the very same packéteaeceiver. This
way, end-nodes processing is not considered in the delaeves, this addition
can be measured usipg ng with a direct host-to-host connection. Using ping,
only the processing time and the propagation time are seeaving a propa-
gation time very much smaller than the processing time, tbegssing delay is
calculated this way.

As the focus of this project is on evaluating routing in thatext of a video con-
ferencing application, focus is on evaluating gaeket delivery ratiptherouting over-
headand theend-to-end delayMaintaining as good a packet delivery ratio and as low
an end-to-end delay as possible is evident, as also deddriltee pre-analysis, for
optimal video conferencing. The overhead is considereti@sitnount of bandwidth
used by a routing algorithm may disturb the application i§icgmntly.

8.2.3 Dependability metrics

Hollick [Hollick, 2004] defines dependability in a routingstem as: "The trustworthi-
ness of a routing system such that reliance can justifiabpldeed on the consistency
of behaviour and performance of the routing service it defy'

To evaluate the dependability of the described routingritlyms, a set of depend-
ability metrics are identified. as described in the preagialgChapter 3 on page 15),
dependability is comprised of several concepts; avaitghikliability, safety, integrity
and maintainability. These concepts can be divided into ¢gwaups;technicaland
operationalconcepts [Hollick, 2004]. Availability and reliability arcontained in the
technical group and the rest in the operational group. Sinedocus in this work is
primarily on evaluating quantitative aspects of the depdility and the main inter-
est is technical, the group of operational dependabilitycepts is considered out of
scope of this project. Moreover, as the success of a videfeamce is dependent on
a continuous delivery of packets end-to-end, insuranceaifability at a given point
in time is not sufficient to provide dependable video confeneg. Therefore focus is
set on end-to-end reliability in the following, as this enqmasses availability and pro-
vides a continuous perspective on end-to-end deliverhdridllowing, the end-to-end
reliability metrics as well as means for obtaining them areatibed.

End-to-end reliability
Reliability is typically described from availability, bad on service failures. A failure
can be seen as an unsuccessful event or result occurringc&availability is defined
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as the probability of a service being ready at tityi¢ ¢ given it was ready at timg, i.e.
the system is ready to serve and is not failed at tinigased on this, service reliability
is defined as the probability of the service being availabiénd) an intervall’, i.e. not
failing within a period of time. End-to-end reliability is [Mueller et al., 2004] spec-
ified as the probability of sending data successfully withitime window. However,
this specification is based on path reliabilities, mearniivag is uses the average link re-
liabilities to calculate a path reliability. The end-toeemeliability is then an expression
of the probability that at least on path does not fail withitinae window.

For routing evaluation, the availability and reliabilityinterpreted in a slightly dif-
ferent way. In the general case, availability and relitjpdire defined as measures of
time. However, a routing service can be defined by the neet] béi the need for
delivering a packet end-to-end. The routing service is tinlg active when actually
sending traffic. Underlying mechanisms, such as describe@®ESR, may contin-
uously run to optimize the performance of the routing seryvitowever the routing
service itself can be seen as a discrete event-system. gt reliability of a rout-
ing service must thus be performed in terms of events andmet {This incorporates
defining the failure of a routing service. As the purpose efributing service is to de-
liver packets end-to-end, the failure of the system is ddfindoe when packet delivery
fails in a routing perspective. Routing perspective mehasftame retransmissions on
lower level still may occur, but the routing algorithm faitsfind an available path for
a packet that needs to be delivered. End-to-end routinghiéity can then be defined
as the probability of successfully delivering a specific amtmf packets, which is re-
latable to a service being continuously available for aateqperiod of time. The more
reliable the routing service, the higher the probabilitydefivering a large amount of
packets end-to-end.

To measure the reliability of a specific routing protocok tumber of succes-
sive packets delivered to the receiver is recorded andectlatthe number of packets
transmitted from the sender. Based on this, the probalgifiguccessively delivering
a certain amount of packets is calculated. Recording ifivedepackets are in se-
quence is not trivial as they may be delayed differentlymlyitransmission. Moreover,
there exists no notion of sequencing on regular IP-packet.lelowever, a method for
sequential recording, along with the reliability resuttsi DSR and OLSR implemen-
tations, are discussed in the Chapter 9.



Chapter 9

Routing evaluation

Having specified the algorithms to be used and the metrighéoevaluation of routing
dependability, the following chapter proceeds with a dpsion of the experiments
performed using the developed framework.

First an experiment is described, which shows the diffezgdncmoverhead for the
protocols used, demonstrating the fundamental differdrteeen proactive and re-
active routing. The results from this test is used to corelad some of the results
from experiments described later in this chapter. Nextettmeriments and evaluation
performed to determine the performance of the routing matoare described. Last,
the protocols are evaluated with respect to end-to-endratigislity.

9.1 Routing overhead evaluation

The two routing algorithms used in this project, DSR and OL&fR fundamentally
different in functionality, as previously described. DSRRa reactive protocol, only
performing route discovery and route maintenance whenesqd, i.e. when rout-
ing packets. OLSR has an initialization phase of estalgshoutes and continuously
maintains these connections by sending peribthit L O packets. To experimentally
show this difference, the amount of overhead produced bly pextocol implementa-
tion is measured and evaluated.

This section describes the experiment performed to procheaesurements of the rout-
ing overhead and subsequently presents the evaluatiops# tlesults. The experiment
also provides a proof-of-concept and an implicit validatid the topology emulator as
an analysis tool, as it requires large parts of the emuldtioctionality to be available
and working for performing the measurements.

9.1.1 Methodology

As a basis for evaluating the results of the experiment, tenegal expressions are
used. These expressions are used for calculating the geoateol traffic overhead of
routing protocols of the two families - i.e. reactive andgmtive [Viennot et al., 2004].
The expression for the reactive routing family is

)\OrN2
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where) is aroute creation rateo, is aroute optimization factoand N is the number
of nodes in the network.
The expression for the proactive routing family is

hpN + optpN?

whereh,, is theHELLO packet rateo, is a broadcast optimization factor atydis the
topology broadcast rateEvaluating these two expressions shows a clear differience
overhead traffic. The overhead of a reactive protocol is deget on theoute creation
rate, A - i.e. the actual traffic routed in the network. Conversehg bverhead of
a proactive protocol is independent of the traffic in the metw As it continuously
maintains the routes in the topology, a constant overheexfisrienced, which is also
reflected in the expression lhy andt.

To show that measurements for overhead evaluation can i diram the emula-
tion testbed, these two distinct features of the used rguinotocols are investigated
using the testbed. By altering the packet rates producedutting nodes connected to
the testbed, it is expected that it is possible to extractiseribed features from data
recorded in the testbed.

For this experiment a scenario is build and link propertiessimulated from the sce-
nario. The scenario is seen in Figure 9.1 and is a completalic Scenario with no
movement. Excluding movement from the scenario generatésaa result in terms
of influences from excessive rerouting, as the availableesoare the same throughout
the emulation time.

The link properties (i.e. constantly available error-finks) are emulated in the topol-
ogy emulator to which the three end-nodes are connected. ttHifi® is then sent as
payload fromend-node 2o end-node 4with different settings of packet rates repre-
senting the route creation rate parameter. This trafficlisebetweeend-node 2nd
end-node 4sia end-node 3 All network traffic is logged into the database on the em-
ulator node. In the database, filtering of the payload tradfjperformed, leaving only
the routing overhead behind. A simple summation over treecdithe recorded packets
in the test-period (which is 30 seconds in each case) retleatstal routing overhead
at a given packet rate. Further details of the test-setugegnkrio specification can be
found in Appendix C. In this scenario, only the packet ratesvaried. The remaining
factors of the general overhead expressions, such as nwihedes, broadcast packet
rates (ofHELLO andtopologymessages) and optimization parameters are considered
constant.

9.1.2 Results

Figure 9.2 illustrates the expected difference in routingrbead. It shows the depen-
dence of DSR between the packet rate and the overhead gehéwgberform route
discovery and maintenance. The figure also illustrates Olh8Bpendence of packet
rate as the OLSR overhead being constant throughout thespiaatk variations. Fig-
ure 9.3 is a closeup of Figure 9.2, showing the interval agtng for evaluating the
constant routing overhead of OLSR. At O pkts/s, the constahte of 0.32 kB/s is
revealed. DSR, on the other hand, has a zero overhead wheaffiois present, as
expected. Also, it is shown that the values of the OLSR owaitege not completely
constant, but noisy from the announcement times of the itgor Nevertheless, the
overhead measurements are concentrated around a constmbwer all test cases of
0.4 kB/s with a deviation of 0.06 kB/s.
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Figure 9.1: Routing overhead evaluation scenario feagu8iand-nodes and multi-hop
routing.
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Figure 9.2: Evaluation results of rout- Figure 9.3: A closeup of the routing

ing overhead of DSR and OLSR for overhead evaluation results, illustrat-

different packet rates. ing the constant overhead generated by
OLSR at 0 pkts/s.
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9.1.3 Result evaluation

From this experiment several points can be made concernuigedes, routing algo-
rithms and the emulation testbed.

It is shown, that the end-nodes implement the describedhgptotocols and are able
to function in a multi-hop scenario. This is seen as the nguithplementations provide
actual routing of packets, i.e. end-to-end connectiviyfend-node 20 end-node 4
From the results, the qualitative expectation of the ovadhgroduced by the routing
algorithms is confirmed. The overhead of DSR is dependent@packet rate of the
ongoing traffic, while the overhead of OLSR is not.

In relation to the emulation testbed, this experiment piesia partial validation
of the integrated functionality. The architecture suppodnnecting several end-nodes
without modification to their software implementationseatthan that under test. The
emulator node successfully handles forwarding of packetsvéen separated end-
nodes, as if they were 1-hop neighbors in a WLAN. Moreover|digging mechanism
implemented in the forwarding function is also shown to perfas expected, record-
ing all relevant packet header information of the forwarttedfic. The information
used in the evaluation contains time stamp, sender addexssyer address, packet
length, and ingoing and outgoing VLAN of the emulator, whisheadily provide by
the database interface. Lastly, the use of a database fargstas proven beneficial in
terms of searching and analyzing the recorded data, as dely, asimple SQL-queries
are needed to produce the data-points for the evaluation.

Regarding the dynamic functionalities of the emulator saghpdating the scenario
by dynamically updating links onto real time forwardedfiafand stochastically emu-
lating properties of the links have not been validated by éxperiment. These features
are described in a subsequent section.

9.2 Routing performance evaluation

This section describes the performance evaluation of the &&1 OLSR routing pro-
tocols. Several test cases have been devised to test infigeiactors on the routing
performance, both from mobility and environment modelse Ttain metrics of rout-
ing performance, end-to-end delay and packet deliverg ratie investigated in terms
of these factors.

In the following, test scenarios, test cases, results flarrdividual tests and evalua-
tion of these are described. First, the characteristicsrefibsetup versus an emulated
setup are considered, by applying the OLSR protocol in bo#imarios and measur-
ing the performance metrics. Next, mobility is introduceding the scenario from
the medical assistance domain described in the pre-asgbfsisection 2.1) and the
performance of OLSR in a static versus a dynamic setup istigaged. Then, results
from DSR tests in the dynamic scenario are compared to thardgnOLSR scenario
to investigate the end-to-end performance of the two rguamilies, i.e. reactive and
proactive. Additionally, tests investigating the influes®f the environment models,
i.e. loss and delay models, have been carried out. DSR andR®@i8e been applied
in the dynamic scenario, with simple and more realistic brsd delay models respec-
tively, and results from these test are evaluated upon.lifzimadiscussion of the test
results and experiences is presented.

Detailed configurations of all tests are described in Appebd
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Figure 9.4: The static scenario used both in experimentleanulated tests. UDP
traffic is sent from the@mbulancdo thegatewayto measure packet delivery ratio and
ping-packets are used to measure end-to-end delay.

9.2.1 Static scenario

As described in the pre-analysis (cf. section 3.3), settipgnd repeating real exper-
iments for evaluation purposes is a difficult task. This isstyodue to the diversity
of the underlying processes like the wireless channel ancement patterns, which is
the main motivation behind building the topology emulaforeal experiment is setup
up to illustrate some of these diversities, in this case threless channel, and tests
are run. For reference, an experiment similar in configanas performed using the
topology emulator to provide the link between the end-nodas results of these tests
are described and evaluated in the following.

Scenario

Due to the complexity in setting up and performing real eikpental tests, a relatively
simple multi-hop scenario is defined. The scenario is degiut Figure 9.4. Tham-
bulanceand gatewayend-nodes are placed outside link range, requiring thensé¢o u
relay 1as relay node. OLSR is used for ad hoc routing between thenedds.

To support measuring the same metrics in both experimemiseod-node measuring
mechanisms are used. Detailed information of the traffic Slaavavailable from the
emulator for analysis, however, as such information is matlable in the real exper-
iment, the methods used only consider the emulator as a-blaxckjust as the real
wireless links.

For payload traffic, a UDP stream is used of 1.55Mbit/s overigutes from the
ambulanceend-node to thgatewayend-node, resembling a constant bit-rate video
stream. The amount of packets sent from the ambulance aenedmn the gateway
is recorded to determine the packet delivery ratio of théingualgorithm.Pingis used
periodically (period of 100ms) to probe the end-to-end yidletween thembulance
and thegateway Where nothing else is noted in the following experimentday
corresponds to the RTT as measureghg.

Results

Figure 9.5 shows delay measurements from three test cagespin the experimental
set up and one from the emulated set up. From the figure, laffgeethices in both
mean delay and delay variation is seen from the experimésgtd. Also the timely
characteristic of the delay differs significantly. In exipgent one, very large peaks of
delays over 500ms are observed whereas in experiment tewatiiation is smaller,
the largest peak being 65ms and the delay evolution appeans periodic. On the
other hand, in the emulated test case, the delay is alscastticbut appears stationary.

Regarding packet delivery ratio of the routing protocobl&9.1 lists the percent-
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Figure 9.5: Delay measured in the static scenario fronathbulancdo thegateway

Test case Payload packet loss
Experimental1  3.10%
Experimental2 0.00%
Emulation 0.59%

Table 9.1: Packet loss measured in the static scenario freamibulancdo thegate-
way.

age of lost packets, as measured bygagway In the second experimental test case all
UDP packets where successfully delivered whereas in ther atises a small amount
of packets are lost.

Result evaluation

The measurements of these experiments show that the gegpafrthe wireless chan-
nel may vary largely between tests. Interpreting the reduttim experimental tests
can be difficult, as these variations may be caused by matgpendent factors. For
instance, the delay peaks may originate from several faetithin the channel, such
as retransmissions due to packet losses. The delays caaldalcaused by modu-
lation scheme changes, which alter the effective bandvafithe channel. Alterna-
tively, changes in the environment, like persons walkingpbgpening doors between
the nodes can change the properties of the channel, ergat@metwork adapters to
adapt to this.

Very different results of measured packet loss are seenO%hpacket loss result
could be a result of very little background noise in the cleuai that particular time.
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Also, as the payload flow of UDP packets is only one way, doliis in the wireless

channel are less likely to occur. The flow can be consideradspnized, meaning
that the nodes send and receive the packets before new asgatpEhat the source.
However, as also ping packets are present in the traffic fligwgo both ways, it is

surprising that all UDP packets are delivered.

The very different results of the two experimental test sasgport the expectation
that specific characteristics of the wireless channel are toareproduce for testing.
Additionally, it has been observed during experimentdlngghat the task of creating
a specific environmentis cumbersome, especially with gpe multi-hop scenario.
For creating the described multi-hop scenario, a distah2@ meters, incorporating 3
rooms and a hallway was employed to attain separation afrtimilanceandgateway
In such a setup, the state of a door (i.e. open or closed) tamwhether end-nodes are
separated or not. Coordinating test executions in suchittonslis not trivial.

As a final evaluation of the experimental test case, a compatd the emulator is
made. When comparing the results, resemblance is indic&edarding both delay
and packet loss, the emulated results are within the rarfgbe @xperimental cases,
which provides some validation of the topology emulator #relunderlying models
for emulating the wireless channel. However, completeméance is hard to attain
(if not impossible, even to a single experimental casehaparameters of the models
used in the emulator are configured for an urban vehicular@mwent whereas the
experiments were carried out in an in-door environment.

9.2.2 Dynamic scenario

The previous described test, incorporating OLSR for mhudigp- routing, is performed
in a static environment. However, VANETSs are not static eswinents, and thus end-
node mobility is introduced to create a more realistic eswinent for evaluation. For
this, only the topology emulator is employed, as generaisaple results from a real
setup with movement for a routing performance evaluatiami®galistic. The purpose
of the test is to determine the actual impact of mobility imie of end-to-end delay and
packet delivery ratio. In the following, a scenario is defim@roducing link instability,
from which results are compared to those of the previousritesttest with the static
scenario.

Scenario

The scenario is depicted in Figure 9.6 and consists of 4 exléspassing an intersec-
tion. Initially, payload traffic is relayed bselay 1from theambulanceo thegateway
during approach to the intersection. Meanwhitday 2 approaches the intersection
from west, arriving at the intersection center at the same tsrelay 1 The nodes
drive with the same speed, keeping distances unchanged:\éoyin the intersection,
relay 1turns towards east, and can no longer be used as a relay aadiag onlyrelay

2 to maintain the path between thenbulanceand thegatewaywhile all three nodes
continue south. As OLSR usedELLO-messages to discover neighbours, the nodes are
set to run for approximately 45 seconds before and aftelinmatise dynamics of the
intersection to assure stabilization of the routing aldponi. Stream and measurement
parameters are the same as in the static scenario.
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Figure 9.6: Intersection scenario of 4 nodes passing arsgttdon.relay 1turns east
in the intersection and is replaced i®jay 2that continues south with the other nodes.

Results

The tables 9.2 and 9.3 list the results of the comparisondmtthe static and the dy-
namic scenarios. The delays have small differences, itidgcimited impact of the
link dynamics. However, only considering averages in thisecdoes not reveal all facts
of the end-to-end delay measurements. Figure 9.7 showlseatldlay measurements
from a test run. From the figure it is seen that during linkabdity, delay measure-
ments are missing. Because of this, the delay averages Bréodpe interpreted as
the stationary delay in a stable environment. Still, as sadeve in the intersection
scenario, packet error rates change, enforcing a slighg@se in the average delay.

The packet delivery ratio, on the other hand, is signifigadécreased when links
become unstable compared to the static scenario. Figuii&Bates the amount of
packets sent per second from #mabulanceo thegatewaymeasured on the emulator
over the entire period. A stream of 1.55 Mbit/s with a packes ©f 972 bytes/packet
resembles a packet rate of 200pps. This rate is doubled fop40@s packets traverse
two links, and thus each packet is recorded independenitgtan the emulator. As
seen from Figure 9.8, the increase in packet loss is due tdR0aS8ng packets during
the link instability whenrelay 1leaves andelay 2 joins the network. Whemelay 1
leaves, packets are still forwarded to it by OLSR fromaingbulanceHowever, as the
link to this node is not existing, these packet are not reszkefor relaying.

Also, this loss of packets during link instability is whatusas the loss of delay mea-
surements.
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Testcase Packet delay mean Packet delay deviation
Static 9.50 ms 1.91ms
Dynamic 12.09 ms 0.61 ms

Table 9.2: End-to-end delay measured fromahgulanceo thegateway
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Figure 9.7: End-to-end delay measurements in the dynarsitasio from theambu-
lanceto thegateway

Testcase Packet loss
Static 0.59%
Dynamic 6.39%

Table 9.3: Packet loss measured fromdngbulanceo thegateway
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Figure 9.8: Flow of packets frommbulancdo gatewayin dynamic scenario. Packets
are lost due to routing errors wheglay 1leaves andelay 2joins the network.

Result evaluation

As shown by the results, the introduction of link instalilitue to mobility has an im-
pact on the routing performance in terms of packet delivatipr Despite an always
available path from thambulancedo thegateway packets are lost due to the routing
protocol not adapting to the link changes in time before geduink ultimately disap-
pears. This is, however, not a definite measure of a perfacendegradation of OLSR.
The OLSR implementation used in the test cases uses allltleddues, corresponding
to the environment to which it was designed. In this envirentnnodes move with
a significantly lower speed (< 5m/s) compared to this scen@5m/s), and it is thus
expected by OLSR to have a longer period to react than is tbe ahthis mobility
scenario. The protocol parametéeighborHoldTiménas a default value of 6 seconds,
which is the period in which OLSR trusts the latedELLO-message (rate is 1 per sec-
ond) from a neighbor and thus believes it to be present.

Figure 9.9 illustrates the conditions for this parametdtireg in the intersection sce-
nario. The movement generates a link change from a gooddiaknon-existent link
between thambulanceandrelay 1in just 2 seconds. Moreover, the new path between
theambulanceand thegatewaythroughrelay 2 only coexists with the old path through
relay 1for 5 seconds. Even if OLSR tries to establish a new routegusiay 2 the un-
reliability of the links to the joiningelay 2results in a very low probability of routing
packets getting through telay 2and thegateway
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Figure 9.9: Link properties of the links between the nodehintersection scenario
plotted around the time when they cross the intersectionliakcdbecome poor and
unstable.

9.2.3 Routing algorithm comparison

The previous test shows that link instability, for instagemerated by node movement,
has an impact on routing performance of OLSR. OLSR represkatproactive family
of ad hoc routing protocols and DSR represents the readfiveompare performance
metrics of these two families with respect to mobility resice, OLSR and DSR have
both been tested in the intersection scenario, and thedsslts are described in the
following. The scenario and testing mechanisms applietlimtest are the same as in
the previous tests.

Results

Figure 9.10 shows delay measurements from both DSR and Ob8#e iintersection
scenario. These two routing protocols show very similaagiehlues, yet, their char-
acteristics differ during the link instability of the int&ction. From the measurements,
it is seen that DSR gets delay measurements sooner than Oh&Rlink breakage.
This is due to packet loss and is evaluated below. The delansand standard devi-
ations are calculated and listed in Table 9.4. Each mean évamage of 5 individual
means from test runs of each protocol. The numbers confirnthtbaelays are similar.

The means and deviations of the packet loss measured fophatthcols are listed
in Table 9.5. From this it is seen that the mean packet lossSit [3 lower than OLSR.
This, however, requires an investigation, as the meansdisoeare averages of 5 in-
dividual means for each protocol. Plotting the individuatket flow measurements,
illustrated in Figure 9.11 reveals that OLSR in some tess manages to handle the
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Figure 9.10: End-to-end delay measurements of DSR and Ot@Rthe intersection
scenario showing an 'outage’ of measurements during tharstability.

Protocol End-to-end delay mean End-to-end delay deviation
DSR 12.14 ms 0.01 ms
OLSR 12.10 ms 0.01 ms

Table 9.4: End-to-end delay means and deviations of DSR &r18Rdrom the inter-
section scenario.

link instability, resulting in a lower packet loss rate. 3l the cause of the deviation
size of OLSR compared to DSR.

The high variation of packets in the plot in Figure 9.11 isssiby all the delay mea-
surements traversing the links simultaneously with thdqeayUDP traffic. Filtering
the logged data of the emulator from these delay packetersiigure 9.12. From this
figure another property of the routing protocols is reveateanmely that DSR utilizes
more packets than OLSR when routing. As DSR routes reagtiyadiating routes as
traffic flows, this is to be expected from the measurementslsasdescribed in section
9.1.

Results evaluation

The mean end-to-end delays of the two routing protocols Bnest identical. The
slight increase of DSR is most likely caused by DSR introdg@dditional data into
the IP-header, resulting in a larger packets to transmitsiog a longer transmission
delays, combined with the fact the a delay measurement maytiject to a route dis-
covery request, prolonging the delay.
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Protocol Payload packet loss mean Payload packet losstidevia
DSR 4.93% 0.5%
OLSR 6.93% 2.9%

Table 9.5: Packet loss means and deviations of DSR and OL@Rtfre intersection
scenario.
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Figure 9.11: Packet flows of DSR and OLSR measured on the énslaowing that
OLSR in some cases manages to avoid serious packet losg dinkinnstability.
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When comparing the performance of DSR and OLSR in terms ofgidoss, DSR
appears to be superior to OLSR. However, as previously ibestrthis scenario may
penalize the performance of OLSR as the topology changesatndly compared to
the specified parameters of the OLSR implementation. Thetliat DSR seems to
recover faster than OLSR from the link breakage is mainlyabse of the way DSR
works. DSR’s response time to link changes is dependenteiralffic. Due to the
amount of traffic applied in the scenario and the traffic-tatézed, DSR may have
better conditions for recovering than OLSR.

The reason why OLSR in some cases manages to avoid packetudeg link in-
stability may be due to (lack of) synchronization of the ax@mn of the test. The
OLSR-implementation is initialized on the end-nodes befexecuting the test, trig-
gering each end-node to begin broadcasting for neighbaliffatent times. Depend-
ing on the combination of these broadcasts and the stamiregdf the scenario, OLSR
sometimes manages to discover the link quality reductichcdmange the path for the
end-to-end route before the link telay 1 disappears. This effectively reduces the
packet loss of OLSR.

9.2.4 Model comparison

It has been shown that the two families of ad hoc routing paithave different
performance capabilities in a mobile ad hoc environmertt witstable and unreliable
links. The experiments also show that properties of thestesécutions, the delay
and loss models influence the outcome of the routing evaluafio show the impact
of such model settings, alternative loss and delay modelinénoduced and used for
evaluating the routing protocols. Typically, when perfargevaluations, assumptions
are made in the underlying models. This test shows the ingfarsting simple loss and
delay models compared to using more complex loss and deldgisas described in
this project.

In [Matthiesen et al., ], simple loss and delay models ard tmeevaluating application
level service replication in urban mobile ad hoc networkshke following, described,
adapted and tested for comparison to results from the modetsin this project.

Loss and delay model

The models described in [Matthiesen et al., ] are primarédiag models. Instead of
using a packet error rate, a loss free end-to-end route isv&st The existence of
individual links are determined by a threshold of 60% on tieslror rate, resulting
in an error-free link (with respect to packets) at distangedo 300 meters and no
link at higher distances. The bit error rate is defined as @omantial funtion with a
rate proportional to the received transmission power, lvigccalculate by the path-
loss reduction on the used transmission power. The rectigadmission powep; is
defined by way of path-loss as

20log,o(C-d=7 - B) if d < 300m

PldBm] = { 0 otherwise (1)

where the path-loss exponent= 2 andd is the distance.
The bit error rate is thus defined as an error rate on blockg#®BJ E R (i.e. a block
error rate where a block represents a packet) as

e *F if B[dBm] >0

1 otherwise (©-2)

BLER = {
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Protocol End-to-end delay mean End-to-end delay deviation
DSR 371 ms 35.0 ms
OLSR 263 ms 0.433ms

Table 9.6: End-to-end delay means and deviations of DSR &r18Rdrom the inter-
section scenario using the simple loss and delay models.

wherek = 0.32 is a drop-off rate of the exponential function. The constin equa-
tion 9.1 is fitted appropriately so equation 9.2 yields 14¢r 300m. This delay model
assumes infinite retransmission and no wireless collisiBysconsidering the proba-
bility of having a bit error in a packet and thus causing meraissions, the individual
packet delayD is modeled as

BLER

D=D Dhn+Dy - —M—
o+ Dh+ Dy 1 _ BLER

where Dy is the initial delay to transmit a packdd,, is a processing delay for a for-
warding node,D; is the delay induced by a retransmission a2 is the ge-
ometrically distributed number of failed retransmissioBesides assuming possibly
infinite retransmissions, the model also assumes indepépdeket errors in BLER
for the retransmission number to obtain a geometric distiob.

The model has a 'cut-off’-distance at 300 meters. Packetswurcessfully received
when the distance is lower than 300 meters, though delaybis. specific 'cut-off’-
distance value is adjustable by the constant To match the distances used in the
intersection scenarid; is fitted to match a 'cut-off’-distance of 150 meters. The dis
tances from thambulanceo relay 1and fromrelay 1to thegatewayare 110 meters. A
‘cut-off’-distance of 150 meters yields separation of #mbulanceand thegateway
and still maintains a path vieelay 1 Also, as the emulator only mimics the actual
link-delay, the node processing deldy is 0.

By implementing and deploying the described loss and delagets in the simula-
tor module of the topology emulator, both DSR and OLSR artetkis the intersection
scenario, and the results are presented in the following.

Results

From Table 9.6 it is seen that an average of mean delays fordd8RLSR have close
to similar values. However, the deviation of the DSR meamatiser high. The reason
for this is revealed when plotting delay measurements fragimgle test run of DSR,
as in Figure 9.13. The upper figure shows that the values aeotrated around three
levels, which is confirmed by the lower figure of the delay PNIRe center values
from the 3 levels with high probability are; 263 ms, 392 ms &24 ms. It is this
concentration that causes the high deviation in the delagnsieT he specific values of
the levels are interpreted in the subsequent evaluation.

Regarding the delay measurements from OLSR, they have a smalter devia-
tion, which is also confirmed when plotting them, as seengufé 9.14. Here, another
property is revealed, namely that OLSR in some test runspalda of handling the
link instability of the intersection without losing delayeasurements. However, as
seen from Table 9.5, the average mean packet loss of OLSH largfer than that of
DSR.
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Figure 9.13: End-to-end delay measurements from DSR inrttegsection scenario
using the simple loss and delay models.
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Protocol Payload packetloss mean Payload packet losstidevia
DSR 0.158% 0.123%
OLSR 3.89% 3.56%

Table 9.7: Packet loss means and deviations of DSR and OL®Rtfre intersection
scenario using the simple loss and delay models.

Result evaluation
Considering the characteristics of the delay measuredff8R with the simple model,
the delay is classified in three levels; 263 ms, 392 ms and 524 Ta evaluate the
cause of obtaining these values, the imposed delays frormttel are considered.
At a distance of 110 meters a deterministic delay of 65 ms &ed on each packet.
Interpreting the level values in terms of this delay is iat#ing a263 = 4 - 65.75,
392 = 6 -65.5 and524 = 8 - 65.5. The factorizations are interpreted as end-to-
end delays of 263 ms consist of pure transmission delay, @sd=ay measurement
traverses 4 links; 2 facmp echo reque$tom ambulancéo gatewayand 2 for thécmp
echo reply End-to-end delays of 392 ms originate from measuremeateiperience
aroute discoverpneither the request or the reply, enforcing an increased delay dause
by routing ARQ. Finally, end-to-end delays of 524 ms are froeasurements that are
subject taoute discoverynboth the request and the reply. The slight deviation of 0.5
and 0.75 from the 65 ms is due to rounding precision of theades discretization in
the emulator, causing the distances to be slightly off 11f&meat some points in time.
Concerning packet loss, several aspects of routing pediocmis seen from the
tests. From the lower sub-figure of Figure 9.14 it is seen @z8R in some cases
manages to deliver all packets successfully from end to édalso previously de-
scribed, this may be due to synchronization issues of thexezution. However, the
conditions under which the routing algorithms work are saime more optimal with
the more simple model used in this test. Due to the assumpfian error-free link,
OLSR has a larger probability of detecting the additional lio relay 2 earlier, as the
links to bothrelay 1andrelay 2 coexist longer and free of errors. This is exemplified
in Figure 9.15. The upper sub-figure shows OLSR not reactittigrie, losing packets
while trying to reestablish the end-to-end route and theskosub-figure illustrates a
case where OLSR manages to detetay 2beforerelay 1disappears.
Moreover, the low packet loss rates measured for DSR aredalsdo loss and delay
model properties. As no packets are lost, all routing packed successfully deliv-
ered and the routing algorithm thus has an optimal view ofttipwlogy constantly.
The longer delays imposed by the delay model enforces DSRBrfonmn route discov-
ery often, as request acknowledgement timeouts occur éretyy resulting in a more
topology-change-aware DSR algorithm. As seen from Figut8,3he impact of the
link instability, in terms of packet loss, is almost nonsigint.

9.2.5 Overall evaluation issues

Before describing the conclusions made from the conduetd,ta few issue concern-
ing general evaluation in the framework are described.

Black-box implementations: Throughoutthe tests, the routing implementations have
been considered black-box implementations. Howevernduesting, several
issues regarding the implementations have been identifd&R holds a buffer
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Figure 9.15: Packet flows as seen from the emulator, of padksting from theam-
bulance Intended receiving node 3 is tirday 1node and node 5 is thelay 2node.
The upper figure shows a case of OLSR not managing taealag 2 beforerelay 1
disappears and the lower shows a case where OLSR succeeds.
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of packets that are unacknowledged by the receiving nodéhelDSR-UU im-
plementation this buffer has a size of 100 packets. Also,rtidementation
has amaintenance hold-off timef 250 ms, meaning that packets are kept unac-
knowledged in the packet-buffer for 250 ms before re-sandirhis effectively
means that when sending packets with a rate of more than 40@ypp buffer
overflows, when subject to large delays (>250 ms). The pafape buffer is
to discard incoming packets when full. In turn, if a packedispped on a link
at high rates, the routing algorithm has no knowledge of ihndpesent, as it is
not in the buffer, and thus no need for it to be re-sent. Camsedy, if a link
disappears, the route discovery routine is never inigalito discover an alter-
native to the broken path. Moreover, testing the boundafiése protocols also
reveal problems. As DSR adds extra information descritfiegised route to the
IP-header, the maximum payload per packet is reduced. lowssrved during
testing that a serious problem exists when trying to sen@ b§¥es (the normal
maximum UDP payload) per IP-packet when using the DSR imefgation. In
several, reproducible, experiments, the laptops lock wpranst be turned off
and on again to resume operation.

Stateful routing algorithms: Both OLSR and DSR holds tables of available routes
in a cache for different amounts of time. When executing iplgttests in the
testbed it is thus required to restart each routing algoritiefore each test run,
to assure equal starting conditions for the algorithm. Thischievable, as the
emulator blocks all link communication between end-nodefoie executing
the test. However, in a real experiment, no blocking occuasequal starting
conditions are thus difficult to attain. The problem can Heved by letting
the routing algorithm run a certain amount of time to stabilihowever, as also
identified by the test results, synchronization issues@gigorithms still exist.

Hardware issues: For performing the real experiment, laptops with wirelesswork
adapters were used. The settings of these are describedpiendpx D. It
was discovered during prototyping for the experiment tlrahethough all used
laptops employ an Intel Centrino chipset with 802.11a/bigehss network
adapters, driver issues prevent certain adapter modetstoncinicate. Specif-
ically, theipw2200and theipw3945Intel Linux drivers are not compatible in
ad hoc mode, and thus do not support inter-communicationdsst network
adapters. Thus for the experiment, oigw3945drivers were deployed.

9.2.6 Conclusions of routing evaluation

Implementations of the DSR and OLSR ad hoc routing protdeale been subjected
to several tests for evaluating the performance of eactopobin terms of end-to-

end delay and packet delivery ratio. Details of each testlrésve been presented
and evaluated. This section describes the conclusions mamalethese performance
results.

Experimental versus emulated environment

From experimental test cases of multi-hop routing with OLtB& complexity of per-
forming real tests is evident. Even with a static scenadeeral issues regarding node
separation, background noise and wireless adapter coafigutieads to cumbersome
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and impractical configurations. The parameters of the obleanmd the applied equip-
ment have large variations from test case to test case meimgduction of a specific
environment characteristics very unlikely. Considerietfing up a scenario that in-
corporates node movement, like the described intersestienario, and expecting the
underlying environment to be even similar between testasems highly optimistic.
Additionally, the use of real applications, stateful or,riothe setup increases the com-
plexity of the experiment as coordination and synchroiores very hard to maintain
during test execution.

Comparing the coarse results of the experimental testsrtitesicases performed
on the emulator have shown somewhat similar results in teffiess and delay, serving
as a validation of the topology emulator as a whole. Stilinptete reproduction of the
in-door environment is not possible, as the underlying nsdethe emulator are de-
veloped for an urban vehicular environment. Additionatigse conclusions motivate
for performing experimental routing tests on the emulasrit presents a controlled
environment for performance evaluation. Non-determimidtanges in characteristics
of a real environment may render very different routing perfance results which will
bias the final evaluation of the routing protocols.

Static versus dynamic scenario

Parametrizing topology dynamics with respect to link digbhas shown impact on
the performance of the OLSR implementation. In a dynamioade with changing
link properties and end-to-end paths, the OLSR implememtdtas a lower packet
delivery ratio, despite the fact that an end-to-end pathwsys available. However,
the measured performance degradation is not definite foDtt#R implementation.
Evaluating the parameter settings of the OLSR implememtditas revealed differences
from the topology model for which OLSR was designed to thetogy model used in
these test cases, which may partially be the cause of ansixeatecrease in packet
delivery ratio. Nevertheless, the performance resultganerated in a simple VANET
scenario with relatively slow topology dynamics, reveglihat care must be taken
when setting parameters for the OLSR protocol if deployedANETS.

DSR versus OLSR

The two families of ad hoc routing protocols, i.e. reactind proactive, have been rep-
resented by DSR and OLSR respectively for making performanmparisons. Over-
all, they both show to be affected by the topology dynamicthefdynamic scenario,
meaning that the end-to-end performance both in terms afydmhd packet delivery
ratio is decreased. From the evaluation results, it is shivahthe mean delays in-
duced by the routing protocols are similar. The expectedydelerhead of DSR, as a
consequence of continuous route maintenance, is not signify revealed. This sug-
gests that the topology used in the scenario may not comaingh nodes for the route
discovery delay to increase beyond regular transmissi@ysle

Regarding packet delivery ratio, DSR performs slightlytéethan OLSR, yet several
parameters have been identified as impacting on the perfm@n®ue to the amount of
packets sent and the speed of the changes in the topologyi€X&®ured compared
to OLSR due to the fundamental differences in routing medhamgly. Contrary, the
expected overhead of DSR in terms of bandwidth due to theiveaouting method-
ology is recognized in the results. The conclusion of the mamson of reactive and
proactive protocols is that more experimental researcleésiad, using larger topolo-
gies with more dynamics, combined with optimization anadyt establish optimal
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parameters for each protocol implementation, in order finiely conclude which
performs more efficiently in a VANET context.

Simple versus complex loss and delay models.

A comparison has been performed of simple and the moretieatind thus more com-
plex, loss and delay models used in the project. This coraparieveals that not only
does the models influence the traffic flowing in the topologgrupperation, they also
influence the performance of the routing protocols signifiiya The simple model,
incorporating typical assumptions such as infinite retr@iasions and no wireless col-
lisions and a simple transmission delay relation to packers and retransmissions,
shows to trigger mechanisms in the routing protocols noeggpced to the same ex-
tend when using the more realistic models. Large delayscediby the model forces
DSR to perform route discovery more frequently, making thetqrol more resilient
towards topology dynamics but also making it produce moeslozad in terms of de-
lay and sent packets. Comparing the model outputs in tertnarmgmission delays and
packets lost due to channel errors to measurements fronetheetup, the complex
model developed in this project appears more realisticnTobemparing the results of
the performance evaluations when using the two models shigmgicant differences
in routing behavior. This shows that care must be taken whemisibns on model
complexity are made for making evaluations that rely onirmuperformance, as the
individual model assumptions have significant impact onpgadormance and func-
tionality of the protocols.

Conclusively, by being able to implement and deploy a cotepleéndependent
model in the emulator shows that the interfaces createddegtsimulator and emulator
work properly as they generically support input generateditferent types of models.

9.3 End-to-end reliability evaluation

This final evaluation section describes the evaluation afing dependability. The
routing capabilities with regards to end-to-end relidgpiliave been evaluated accord-
ing the framework described in the evaluation methodoldmpter. The specific meth-
ods for recording data in a specific scenario, the relighiéisults and the evaluation of
these results are described in the following. The evaloatiso serves to illustrate the
use of the topology emulator as a black box tool, since allsmesaments are performed
on the end-nodes.

The previously described tests have been designed wittivediashort term, rather
deterministic, scenarios. This evaluation incorporatesceie stochastic, stationary
scenario, run for a long period of time, illustrating that topology emulator is also
capable of producing more general results.

Overall, the evaluation presents the difference in depilifawith respect to end-
to-end reliability, of the two ad hoc routing families alongth the inherent cost of
providing dependability, in this case an increased endridelay. Finally, the perfor-
mance achievements of the two routing protocols are evadutatvards the application
requirements set in the pre-analysis. These achievementistussed to provide a
perspective on the difference of the routing schemes andubability.
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Scenario

The scenario applied for evaluation contains the four nfrdes the previous test cases
and is depicted in Figure 9.16. In this scenario, the passtif theambulanceand the
gatewayare fixed and only the relay nodes move. The relay nodes mowahsynously
back and forth between tlanbulanceand thegatewaycreating a dynamic topology in
the sense that the end-to-end path between the fixed nodegeshperiodically from
usingrelay 1to usingrelay 2

Through this path, a stream ping packets is sent from thembulancedo thegateway
Ping packets are of the Internet Control Message Protocol (ICMBjocol and con-
tains an incrementing 16-bit sequence number. Continyaesiding ping packets in
sequence enables measurement of consecutively receigketpan the gateway. By
observing the sequence number of the recepiad packets, holes in the data stream
can be detected as missing sequence numbers. The contiflmousf packets ob-
served between missing sequence numbers is defined as aremseqThus the sizes
of the sequences can be measured by counting the receivedaenoficonsecutive se-
guence numbers. Additionally, this sequence numberingesdlpossible to tolerate
reordering of packets due to delay, as a simple sorting ofebeived sequence num-
bers before sequence length calculation eliminates tleetedf reordering.

For recording the sequence numbers of packets, Wireshaskin the case of OLSR.
However, Wireshark does not, in the current version, supp8R packet dissection,
so in case of DSRecpdumptcpdump, 2007] is used, and the sequence number has to
be parsed from hexadecimal representations of the raw dRepa Finally, as the se-
guence number field size of ICMP is only 16-bit, overflow of Heguence numbering
is handled during data processing.

To test the stationarity of the scenario, two simulatiorsrare performed; one last-
ing 10 minutes and one lasting 60 minutes. The movementrpaifehe scenarios is
periodic. An illustration of one period of movement, lagtepproximately 60 seconds,
is depicted in Figure 9.17. The figure illustrates that dy@pproximately one half of
a period (30 secondsglay 2 can be used for routing packets from tmbulanceo
thegatewayand for the remaining period of 30 seconasay 1can be used.
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Figure 9.16: Scenario used for evaluating routing relighilThe ambulanceand the
gatewayhave fixed positions and the relay nodes move together swidietween
moving south-west or north-east. This creates shiftinig divailabilities enforcing the
routing algorithms to adapt to the dynamic topology.
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Protocol Runtime End-to-end delay mean End-to-end delaiatien

OLSR 10 min 11.506 ms 0.978 ms
DSR 10 min 17.179 ms 1.407 ms
OLSR 60 min 11.508 ms 0.970 ms
DSR 60 min 17.260 ms 1.179ms

Table 9.8: Mean end-to-end delays of DSR and OLSR from exygerial routing reli-
ability tests.

Results

Overall, the packet losses of the two protocols have beersumed and are listed in
Table 9.9. This table shows that OLSR has a significant pde&etcompared to DSR
in the applied scenario. Moreover, it is seen that less gaeke sent in total with DSR
than with OLSR, which is due to a higher round-trip time, whis evaluated upon in
the following.

The measured packet sequences are presented as histograigsre 9.18. All
three sub-figures show the lengths of the different paclaeseces observed on the
first axis and the amount of sequences received with a cdaagth on the second
axis. To emphasize the illustration over a large amount qfisece sizes, sequence
length bin sizes of 50 packets have been used in the loweghnisn.

The length of the packet sequences are calculated by cguhgmumber of con-
secutive packet sequence numbers in a row. By interpretjamp of more than one
sequence number as a lost packet, a such jump determinesdimg @f a sequence
and thus facilitates counting the total number of packetssequence. If a jump of 2
or more sequence numbers is detected, a sequence of lengik detected, meaning
that not even the first attempt of packet delivery was sutgdsgthe routing protocol.

From the upper sub-figure of Figure 9.18, it is seen that mdrihe attempted
packet transmissions from ttembulance while using OLSR, fail to be received at
the gateway This is illustrated by the high amount of zero-length sewpes in the
histogram for OLSR. By zooming in on the histogram, as in thddbe sub-figure, is it
seen that even though OLSR gets the first packet of a sequencgh to thegateway
the length of many sequences, compared to DSR, is short. othedmber of short
packet sequences measured for DSR is explained by lookithg atequence lengths
on lower values in a broader range. The lower sub-figure tevieat DSR manages to
deliver significantly larger sequences to teteway despite the changing scenario. As
also seen from the lower figure, one sample is observed ahgetp to 3718 packets
consecutively through with DSR. For comparison the longesasured sequence of
OLSR is 1156 packets.

This property of DSR, to be able to maintain an existing rdatea longer period
of time, is caused by the mechanisms of DSR. These mechahmsras cost in terms
of end-to-end delay, which has also been measured durinteit® The results of
these measurements listed in Table 9.8. From the table éeis #hat the end-to-end
delay is significantly lower for OLSR than for DSR. It is alsees that the scenario,
whether tested over 10 minutes or 60 minutes, shows veryasimiluences on the
measurements of end-to-end delay.
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Figure 9.18: Histograms of the sequence length measursmEDSR and OLSR from
the reliability test.

Protocol Runtime Packets sent Packetloss
OLSR 10 min 49916 37%

DSR 10 min 42268 1%
OLSR 60 min 295952 38%

DSR 60 min 249896 0.8%

Table 9.9: Measured packet loss for DSR and OLSR from expaiah routing relia-
bility tests. The packets lost are measureding requiring both the request and the
reply to succeed in delivery.
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Protocol MTTF [packets]
OLSR 2.70
DSR 262

Table 9.10: Mean time to failure of DSR and OLSR calculate@ims of packets sent
end-to-end from routing reliability tests.

Result evaluation

Due to the lower round-trip time measured for OLSR, the amhotipackets sent from
end to end is also higher. As the rate is controlled bygimg tool, which in turn is
controlled by the round-trip time, the rate varies with tbend-trip time. Ping waits
for a response, or at most 2 round-trip times, before assythie requesteither a
success or a failure.

Interpreting the length of the sequencediae to failureof the route facilitates
calculation of themean time to failurdMTTF) which can be used to express the reli-
ability of the routing service. As the routing service isirgreted as discrete, ttiene
is conceived as packets, so the MTTF is calculated as meadw®isao failure when
sending a stream of packets over a route.

The calculation shows that the MTTF for DSR is 262 packetsthadTTF for OLSR
is 2.70 packets (listed in Table 9.10), revealing the DSRgsificantly more reliable
than OLSR in the specific scenario. OLSR does not reach #yaaild manages to
establish usable routes before the changes in the sceeayidires re-routing. Even
though the scenario is dynamic, it is in the very low end of tmeaexpect from a
VANET scenario regarding link dynamics. The value of the D8RTF is mainly due
to the periodicity in the movement of the relay nodes. Inimidg more dynamics to
stress the DSR protocol more in terms of reliability will ve@ the length of the larger
sequences. For OLSR, a more dynamic scenario will probadphyfieantly reduce the
probability of getting packets through at all.

The large sequence of 3718 packets observed with DSR s Ipsotae to periodic-
ity in the scenario as well. The long sequence is probablywig over two periods
where the link properties, due to the stochastic natureefittk properties, provides
good conditions and allow for DSR to maintain the route owar tonsecutive peri-
ods. This can be seen froﬁij—S = 1859 packets which is also a relatively probable
sequence length of DSR.

An interesting point in the evaluation process is to relageretrics to the require-
ments set by the applications analysed in the pre-anallysisn the specification, the
video conferencing application used in this project yi@duirements to delay, delay
jitter and packet loss. Delay must be below 150ms, the jitehis below 50ms and
the packet loss as low as possible.

Compared to the results attained in both the performandaati@ans and this reliabil-
ity evaluation, which also has provided some performancasm@ments, neither the
delay nor the jitter seem to exceed the limits within the #ppEtscenarios. These are,
however, only limited scenarios with few nodes and confineyement. When the
scenarios are scaled, e.g. in terms of nodes, links and ityptiie end-to-end delay is
expected to become near the specified limits for the applitat Also, the difference
in the protocol performances, even at this simple scenaviel| must be elaborated
upon. DSR shows an approximately 50% higher delay in a sii2{3ehop scenario
compared to OLSR. When relating this to a scale of scenaifédtident that DSR
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reaches the limit before OLSR, in matters of delay.

Utilizing connectionless end-to-end data streams tylyicaime packet drops are
acceptable, as timing of reception is of greater importahowvever, the packet loss
of 37%-38% experienced using OLSR is intolerable even fordao conferencing
application. Considering a connection-oriented appbcateven just considering use
of TCP, results in a very low probability of succeeding witlistamount of packet
loss on the link. As TCP expects a relatively reliable comization channel, only
interferred by congestion, massive packet loss inducedviyedess link has shown to
render unusable throuhgput [Holland and Vaidya, 2002].

In the overall perspective, it is believed that using OLSRiymamic large-scale
scenarios severely causes packet losses compared to D&Bydrpthe end-to-end
delay of OLSR may not increase as fast as for DSR when scalitgrins of nodes,
links and mobility.

Conclusion

The evaluations of this chapter aim to show the differennegliability of DSR and
OLSR. From a defined scenario which incorporates a dynamiii-hmap topology that
continues to vary throughout the simulation. Contrary t® pinevious test cases, the
ability of the protocols to deliver consecutive sequendgmokets has been measured.
From these measurements it is clear that within the definenlsio, DSR has a clear
advantage to successfully providing a routing serviceithatore reliable than OLSR.
Even though OLSR periodically maintains its routes, thdiagdupdate periods are not
sufficient to handle the dynamics present in the scenaridfarslOLSR losses a sig-
nificant amount of packets. DSR on the other hand experiaaloesst no packet loss,
as the rate of which the packets are sent makes DSR highlyeasfdhe continuous
topology changes.

From these experiments and the results derived, it can beumed that under cer-
tain dynamic scenarios DSR has an advantage over OLSR. @ethbiith the results
previously attained from performance evaluation of thetinguprotocols it is con-
cluded that this advantage is not a singular case of inapiatefscenario specification.
Although both protocols have been tested only using thdmudeconfigurations, as
also discussed previously, the routing scheme of OLSR doeseem fit for handling
highly dynamic scenarios, such as provided when dealing VANETs. Several tests
using different dynamic scenarios have shown to suppatthmclusion in this project.
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Conclusion

In the following the achievements and the conclusions wbarhbe made based on the
work performed in this project are described.

10.1 Achievements

Dependable services in the context of medical assistangkcations in mobile ad

hoc networks require dependable communication servicgs as routing. Develop-
ment and deployment of such dependable solutions reqliebleevaluation methods.
This project has concerned development and deployment efanation framework,

including a topology emulation testbed, for performancg @éependability evaluation
of routing for MANETS.

Topology emulation testbed

For developing a topology emulation testbed, overall fiomatl requirements have
been derived. The topology emulation testbed emulatesrtpepties of wireless links
between several end-nodes, which are connected througtitidnal Ethernet infras-
tructure. To ensure that the emulation is performed tranesyly, i.e. without affecting
the overlaying applications, requirements to emulatioriggmance have been spec-
ified as the foundation for the design. This design has beddeatl into two major
components, namelysimulatorand anemulator

The simulatoris responsible for simulating the properties of the linksazeen end-
nodes, while themulatorimposes these properties onto real ongoing traffic between
end-nodes. To facilitate a realistic emulation, the sinaddink properties are derived
from detailed models of packet loss and delay. These modetsporate a high level
of detail with respect to the wireless channel, the physigedr and the data-link layer.
For link technology, a model of IEEE 802.11a, which utiliZea6DM on the physical
layer, has been applied onto a statistical path-loss arbghiag fading model of the
channel.

As input to these link property models, a graph based timerelie microscopic mo-
bility model has been defined which provides realistic nod@ement. This model is
capable of modeling both the urban and freeway mobility mmrents which com-
prise the context of the applications in this project. Eviaput to and output from the
simulator is stored in files to facilitate support of extdiyngenerated movement or
link property data for the topology emulator.

117
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Theemulatorintercepts the data traffic between end-nodes and imposesintulated
properties on the emulated transmission links on this traffi

All the components have been implemented and integratecitdapology emulator in
a computer running Linux.

The functionality of each of the integrated components tenbverified through ex-
tensive testing. The performance of the emulator has besgfiedewith regards to
the introduction of extra delay and bandwidth reductiondevbmulating, as well as
the overall system-level implementation has been confinoedeet the functionality
requirements.

Routing evaluation framework

A framework has been developed for evaluating performanded@pendability of ad
hoc routing protocols. This framework defines the basis of\aluation in terms of
routing performance metrics. Performance metrics aretitotesd of packet delivery
ratio, routing overheadndend-to-end delaglong with the dependability metrend-
to-end reliability To provide a reference for evaluation results, requiraséar the
metrics have been specified based on a case, from the medgisiaace scenario,
where a dependable video conferencing application izatli

Routing evaluation

Two routing protocols, Dynamic Source Routing and Optirdizénk State Routing,
which are candidates for ad hoc routing protocols for MANESdefined by IETF,
have been selected for evaluation in the developed evatuiimework. These two
routing protocols represent two different methodologmsderforming ad hoc rout-
ing, a reactive and a proactive. Implementations of eactopobhave been installed
successfully on end-nodes in the topology emulation telstber routing evaluation,
several scenarios have been specified. These scenarioddractatic scenario without
mobility, a dynamic scenario with deterministic mobilitycha stochastic scenario with
constantly changing mobility. The four scenarios provialities to evaluate the per-
formance differences of the routing protocols when onlydieamics of the topology
is a parameter. Thmuting overheadf both DSR and OLSR has been evaluated in
the static scenario. The performances in termgawket delivery ratimandend-to-end
delayhave been evaluated in both the static and the dynamic soendihe depend-
ability of the routing protocols, in terms eihd-to-end reliabilitywas evaluated in the
stochastic scenario. In the context of the static scenarnieal experimental setup was
created and the static evaluation was performed in the etapsas well. Also, the
influence of the link property model complexity and realismsvevaluated. By using
OLSR in a dynamic scenario and implementing a simple losslatay model used for
higher-level dependability evaluation, it was possibledmpare the results to those of
the complex model applied in this project.

10.2 Conclusion

The main motivation for developing a reliable emulationdzhevaluation framework
for dependable solutions is the unreliability of the prajgsrof a real experiment. This
issue has been illustrated in this project by a comparis@mafxperimental setup and
a similar emulated setup. The experimental setup providedricomparable results,
as if they were from two very different environment settindsspite the fact that they
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were merely repetitions of the same experiment under idantonditions. Also, the

execution of the experimental test has provided valualsiglm to the difficulties and

pitfalls of performing experimental work. For instancec#énnot be expected that
two network adapters from the same manufacturer are ablentonzinicate in ad hoc

mode. Also, synchronization issues arise in managing testssystem distributed

among several laptops. Finally, the state behavior andepties of the applications
used must be assured prior to performing evaluation. Inahéext of gathering results
for the evaluation it has been discovered that Wireshank(#oly known as Ethereal)

has problems capturing packets at packet rates above 15@R6tp per second (pps)
and that the routing algorithm implementations used havweltwaded between each
test execution, to ensure comparable results, due to tiagfsiness.

10.2.1 Routing evaluation

From the tests performed in this project many interestingchesions can be drawn
regarding ad hoc routing protocols and their implementationitially, it has been es-
tablished that the implementations are capable of perfay@il hoc routing both in the
case of a real environment and in the emulated case.

An inherent difference of the two applied routing algoritfamilies is that DSR
uses the ongoing traffic to carry routing information wheréd SR periodically up-
dates neighbors with information about the topology. Tsailtds that DSR produces
a higher overhead than OLSR during high traffic load. Corelgr®SR does not pro-
duce overhead when traffic is absent, opposed to OLSR whiatincmusly transmits
topology information regardless of the network load. Thidfic dependence of the
DSR implementation has been verified using the developathgavaluation frame-
work and the results show a linear proportionality betweandwidth overhead and
sent traffic.

The benefit of OLSR continuously transmitting topology imhation is a low la-
tency when routing packets, since available routes do nat taabe rediscovered as
with DSR. This is optimal if routes do not change. As this isthe case in mobile ad
hoc networks, the impact of dynamic links due to movementieas investigated.

The results of a simple dynamic scenario show that the erahtidelay is similar
for the two routing protocols, illustrating that the dynasof the links in the scenario
do not enforce enough re-routing for the benefit of OLSR toigeificant. This has
been further investigated using a more dynamic scenarioalanger period of time,
and from this experiment it is seen that the mean end-to-etayf OLSR is 11ms,
whereas for DSR it is 17ms. These results readily illustiia¢eincreased delay over-
head of DSR during multi-hop routing. Comparing the resfutis the two scenarios
illustrate the importance of creating an appropriate sdeffiar the metrics to be mea-
sured.

Moreover, the ability of the routing protocols to succeligfperform routing, i.e. de-
liver packets end-to-end, has been evaluated in seversisos. From all comparisons
between DSR and OLSR, DSR has the highest packet delivéoy Aagieneral conclu-
sion from these tests is that DSR is faster to recover froktdneakages from topology
dynamics and thus is capable of delivering more packets@mhd. In a simple dy-
namic scenario, a difference in packet loss of 2 percentagesis measured, which
is relatively small. However, when testing in a more dynastienario a difference of
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37 percentage points is observed. This is a very high diffsxeas the results show
that DSR losses 0%-1% packets in a such scenario. From thketmadivery tests, the

conclusion is drawn that OLSR is not fast enough to settlevéen link changes and
thus performancs much worse when delivering packets esido

Regarding dependability, the end-to-end reliability ¢ irotocols has been eval-
uated. The end-to-end reliability is regarded as the meae-to-failure (MTTF) for a
routing service in the sense that packets must be delivenesecutively, and a failure
is when a packet is not delivered end-to-end. The time is ithtespreted in steps of
packets. From the results, it is concluded that DSR provadasch more reliable rout-
ing than OLSR. The MTTF for DSR has been measured to be 27&ekereas the
MTTF for OLSR was 2.70 packets. Where the DSR is more reli@hi8R provides
a lower end-to-end delay, which for OLSR is 11ms and for DSK'iss in the scenario.

From the results produced in this project, it seems striigliard to conclude that
DSR is the better choice for routing in a dynamic ad hoc netwdrhis is true in
the sense that DSR is the more reliable protocol compared 8ROhowever, if the
decisive parameter is delay, then OLSR should be chosearrstof routing method-
ology, the results indicate that the reactive approacheisrtbre appropriate for highly
dynamic ad hoc environments. Proactive protocols needyhigh update period,
which makes them flood the network, potentially producingrbead worse than reac-
tive protocols. However, as the results also show, the ptieseof the scenarios used
have significant impact on the performance of the protocilsre scenarios, prefer-
ably employing a more stochastic nature of topology changesd to be applied for
further testing to substantiate these conclusions.

Also, it must be taken into consideration that throughoattsts, both protocols im-
plementations were used with default settings. As the destfar which the protocols
were designed do not completely match the scenarios applibis project, these de-
fault settings also have an impact on performance. Howévenist be emphasized
that the scenario parameters used in this project are oowhsidle of potential values
for representing highly dynamic mobile ad hoc networks. iRetance, the speeds of
maximum 50km/h that have been applied here may reach 150kmdbre in real sce-
narios. Consequently, such settings would seriously atecperformance outcome of
routing evaluation of DSR and OLSR. Finally, the scale ofgbenarios is relatively
small compared to the context of medical assistance apiplita The maximum num-
ber of nodes used in the tests is 4, but can easily scale to2A®riodes or more when a
more realistic vehicular topology is considered. Scalmgtbpology significantly in-
creases the dynamics of the links, entailing less stalaility reliability. The number of
hops from end-to-end is expected to increase as well. Furtkearch on these scaling
issues needs to be performed to establish their impact itptargly.

10.2.2 Topology emulation testbed

As a backbone in the evaluation framework, the topology etouhas been developed
from the requirements specified which cover both perforraamad functional aspects.

By using the topology emulator, it has become possible toodyxre properties
of scenarios for testing, which is difficult in real experim@ setups. The topology
emulator employs a stochastic, yet stationary, emulatitich facilitates realistic em-
ulation The storing of movement and link properties faaibis repetition of a given test
case to provide stochastically similar test environments.
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Furthermore, the topology emulator provides transparenti@ion as seen from the
applications on the end-nodes on the network layer and abithis makes it applica-
ble in many other experiments than routing evaluation, ag s the applications or
services do not depend on response from functionalitiesbttle network layer.
Additionally, the topology emulator provides a non-invasiimed logging facility of
all packets sent within the emulated networks by the endegoghich provides a cen-
tralized and synchronized addition to the test results oreason the end nodes. The
logs from the emulator are valuable for debugging expertmenfor tracking data that
is not otherwise available to the end-nodes, such as the tratersed by individual
packets.

As the logs contain all packets from the network, also theppeal packets are
recorded, which may help provide insight for evaluatingleagtion behavior when
testing with unreliable links between end-nodes. This wihg, consequence of a
dropped packet can be tracked from the emulator, as the @rsetof each drop is
recorded.

For emulation, the topology emulator employs detailed &ton models of the
the physical and data link layer.
The impact of varying the realism of these model has beersiigated to illustrate
the impact in routing performance under different assuomgtin the models. These
results show that care must taken when specifying modelsaasamptions for per-
forming application evaluation. It has been shown how sarggsumptions such as
infinite retransmissions in the data-link layer and no sals in the wireless channel
have significant impact on the performance of the routingréigms. Compared to the
results created with the more realistic models derivedimpghoject, the simple model
is inadequate for routing evaluation.

Through performance testing it has been shown that the ¢onigecapable of em-
ulating a wireless network without biasing the ongoingficdby inducing additional
delay or reducing link bandwidth. From tests, the perforogdmoundaries of the em-
ulator have been established. The maximum sustainablefrpteckets has been mea-
sured to 80000pps over 10 minutes, supporting bursts of ApA600pps over periods
up to 10 seconds. As the design-maximum of end-nodes is B@sibeen calculated
that full wireless emulation of links between all 20 nodepdassible. The emulator
is subject to a problem of independent network partitiomsylich independent chan-
nels of equal bandwidth are utilized. It can be calculated thall nodes in a set of
partitions broadcast periodically, minimum supportedcdoieast periods exist. If these
are violated, the emulator may induce additional delay ttkpts. For 20 nodes in one
partition, the minimum broadcast period is 5ms, wheredsaj tare separated into 10
partitions, the minimum broadcast rate is 0.5ms. As thesegeare very small, it is
concluded that the emulator is capable of fully emulatindesin 1 to 10 partitions.

Common to all the performance results is that it has not bessiple to fully in-
spect the boundaries of the topology emulator, so the de=stiimits may not be the
actual maximum limits. The tools used during testing, hedew laptops with a traf-
fic generator and Wireshark for packet capturing, were nigt ttbreliably stress the
emulator with sustained high traffic loads. Hence, moreabdi equipment must be
employed to better assess the performance boundaries erfrthiator.

Implementing the topology emulator in Linux has illustchome of the issues
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which arise when developing real-time application in oagiynLinux. Linux is a soft
real-time operating system that has no guarantees for leadlides in terms of process
completion time. As the topology emulator employs a packbkeduler for delaying
packets and is expected to be able to update link propetteesextain rate, such guar-
antees are beneficial for successful and accurate emula&®this is not possible in
Linux, the real-time capabilities of the emulator have beemoughly tested to assure
the real-time performance.

The fastest attainable periodic timer in Linux operatesfae@uency of 8192Hz. This
means that the minimum period-time in the processes desdligpl22:.s. The conse-
guence of this is that it is not possible to emulate link delelpse to or below 122s.
However, as the complete service time of the emulator frothresde to end-node has
been measured to be 284 this will never be a possibility. An additional consequenc
of the timer is that link property updates cannot be applésidr than once per 1 ms,
due to timer granularity and jitter.

The emulation is based on off-line simulated link propestigecause on-line sim-
ulations on packet basis requires to much processing pawsudceed. One conse-
guence of this, is that the assumed network load in the madelspecified during
simulation and not the actual on-line traffic forwarded bg #mulator. As the link
property simulation is dependent on the mobility model, ti@/ement is also simu-
lated off-line. This means, that applications that are sgpg to affect the movement
of individual nodes is unable to do so. Another consequehttesoff-line movement
simulation is that end-nodes are not aware of their postéhuring emulation.

Although the current limitations reduce the applicatiomadn of the topology em-
ulator, it can be concluded that the concept of a topologyl@toiuprovides a necessary
means for enabling experimental evaluation of real-woplgligations in a controlled
environment. The evaluation results of this project shaat the current version of the
implemented topology emulator provides an applicableasgmtation of the concept.



Chapter 11

Outlook

Several issues and limitations have been identified througihe development of the
routing evaluation framework. These are divided in two magdegories regarding 1)
the topology emulation testbed and 2) the routing evalonatial dependability evalua-
tion in general. The identified issues and limitations asew$sed in following provid-
ing an insight on the future for the evaluation framework.

11.1 Topology emulation testbed

In the conclusions on the topology emulation testbed, seliaritations of the current
version of the testbed are described. These are discuspealvide an overview of the
tasks necessary to partially or completely overcome theaangf the limitations.

The end-nodes in the testbed are described as passive,ngé¢hai they have no
notion of their current position related to the movementgated prior to performing
emulation. A such position-awareness could be needed iicapipns where the nodes
adjust their position as a consequence of changed link piepeMoreover, the nodes
are required to be independent of the link technology usedvieless communica-
tion, as this is exchanged for Ethernet when using the eowl@his way information
of link failures or received signal strength observatiorstmavailable to the end-node
applications.

By implementing acontrol channebetween the emulator and the end-nodes, position
and link information may be exchanged continuously. Thisleequire the emulator
to appear as a node on the network and be able to transmittpaokihe end-nodes,
voiding the transparency requirement. These packets magJay be disguised on the
network and captured in the link layer by an interface dissgd¢he information from
the packets and providing the information to the end-noklesigh virtual interfaces,
e.g. a fake WLAN interface for signal information. Exchamgposition information
from the end-nodes to the emulator would require the emutati@cilitateonline sim-
ulation, as the nodes themselves control the change of the positibins way, the
link properties will have to be re-simulated continuouslythe nodes 'move’. Online
simulation has been opted out in the current design for paidace reasons, so the
emulator is capable of emulating link properties transpidye¢owards the end-nodes.
Recalculating the link properties continuously requireliidnal computation power,
which may delay packets inappropriately. Hence, reseafrtheoapplicable models
and their complexity need to be performed to establish thsildity in providing on-
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line simulation support.

Moreover, a control channel in the testbed would providddes difficult experiment
execution management, as a central poineigreriment controat the topology emu-
lator GUI would exist.

As a general note, theser friendlinessf the testbed is not currently at level were
it can be widely deployed. Thus, a framework to ease the managt of tests and
results should be devised. This would consist of tools angts¢ possibly controlled
from the GUI, for aiding the execution of tests and the pastpssing of test results
recorded on the emulator node.

As well as the emulation is independent of the online 'mowvetrad the end-nodes,
the simulated link properties are modeled based on a predieted traffic rate. To be
able to support a wider range of evaluations, the online fgitiin should be extended
to includetraffic dependencas well. This means that the link properties are calcu-
lated based on the actual traffic flowing through the emulatarthe traffic amount
aggregated at the emulator node accumulates, also hereasibifity of online sim-
ulation should be investigated. Several solutions exestgiing from calculating new
link properties per arrived packet, over aggregating paitées into means by which
the simulation is adjusted, to pre-simulating severafitrédads and adjusting the link
properties based on online measurements of traffic loadntfjrehensive online simu-
lation is needed, still, the computational power availablanited, and the complexity
of the models must be revised, possibly resulting in a deere&realism in the link
property models applied. This trade-off must be investiddtirther before a solution
to making the emulator traffic dependent is chosen.

Regarding the performance evaluation of the testbed, thipeent at hand during
the project did not facilitate sufficiently precise benchkiag of the capabilities of the
topology emulator. To completely assess the boundaridseofi€lay and the packet
rates of both the topology emulator and the entire testdedicated test equipment
must be used, which is capable of creating loads on the eonulatr the limits of the
hardware employed in the emulator. Alternativelynadel-based evaluatiapproach
could be used. By modeling the emulation testbed as a qugsgstem, and using
the service times and limits measured in this project, aassssent of the maximum
emulator capabilities can be attained.

As a final aspect of the emulation testbed, the support foradtmsradditional to the
ad hoc domain should be considered. Most of the HIDENET Ses@ehare constituted
by ad hoc and infrastructure domains. For the emulator toskd in sucthybrid net-
work scenarios, the ability to emulate high bandwidth and lowrerate links between
static nodes must be evaluated.

11.2 Evaluation framework

The result evaluations and conclusions reveal sicahario properties and configura-
tion play a significant part in the characteristics of the res#s instance, periodicity
in movement may cause favorable conditions for one tesestibyer another.

To fully evaluate the impact of scenario parameters, thiesald be systematically ad-
justed and applied for testing to reveal dependencies leetwiserved results and spe-
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cific parameter settings. Such parameters include (butaiemited to) scenario scale
(nodes, map size) and model parameters such as modulatiemsc packet lengths,
applied transmission power and other environment prageestich as fading constants.

Moreover, the routing evaluation results are specific tatluting protocol imple-
mentations used for evaluation. To be able to generalizedhelusions made on the
different routing protocol families, momeuting protocolsshould be evaluated within
the framework andlifferent implementationsf these should also be applied to inves-
tigate the impact of the difference between the implemantaiof specific protocols.

Finally, the dependability evaluation of routing protaebhs only concerned single-
path routing protocols. Naturally, further work should fprmed to assess the im-
pact of usingmulti-path protocolsin the context of mobile ad hoc networks. The
topology emulator readily supports this either by impletir@enmodels supporting the
protocols, or by the online simulation extension. With taxtension, no further alter-
ations are necessary to the methodology of the evaluationework or the topology
emulator as a tool.



Appendix A

Prototype configuration

This section describes the first implementation setup ofapelogy emulator, includ-
ing specification of switch and emulator node hardware.

A.1 Network setup

The prototype emulator has been implemented as a bridgiystsated in Figure 6.2.
This means that it is invisible to the other nodes in the nétwdhe nodes are con-
nected to a single port on the switch which is separate tafadirgports by a VLAN. A
trunkingport on the switch gathers traffic from all these VLANs. Basadhe VLAN
and trunking settings on the switch, all nodes use the bffiolgigansmitting their Eth-
ernet traffic. The bridge receives this traffic on only oneiiféce. An issue in relation
to network setup, is that the Ethernet channels used fromdbes to the switch are
100Mbit/s channels, which does not correspond well to thdtiigs theoretical max
of a WLAN 802.11a/g channel. However, within the contexttoéaming applications,
bandwidth utilization is not predicted to be as high as 54kbithe streams used are
around 1Mbit/s. This argues, that the 100Mbit/s Ethernaiholel can be used as a
substitute for the 54Mbit/s WLAN channel, as the data stredlfimever overload the
link. This way, the excess bandwidth available on the Etliechannel is not utilized
for payload traffic.

A.2 Hardware setup

The hardware used for the topology emulator consist of:
e Cisco CATALYST 2950T 24-port switch featuring

— 802.11q, VLAN - for separation of broadcast domains, no VUANNly
port 2-23 are used

— Gigatbit uplink, for maximization bandwidth towards thedator node
e Emulator node

— 1.66 GHz Intel Core 2 Duo processor

— 3 GB RAM, for holding everything off the hard drives duringardime
emulation
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Client node 1 || Client node 2 || Client node n

Switch

Trunking

Emulator
(Bridge)

Figure A.1: Prototype implementation of the emulator tedtb

— Intel PRO/1000 MT Server Adapter, individual processing baffering in
stand-alone NIC, i.e. not integrated on mainboard for offeing the CPU.



Appendix B

Emulator functionality
verification

This appendix describes the verification of the implemefféadures in the emulator
node. The emulator features are:

e Control of the logical links between the end-nodes by bridgi
e Dynamically controlling individual link existences frorhé simulation output
e Setting properties from the simulation output on the indlixl links.

In the following, black-box tests and result evaluatione@ath feature are described.

B.1 Bridging verification

By controlling virtual LAN connections, the emulator is ég®ed to be able to control
the actual link connections of the connected end-nodes. [ids been tested and these
tests are described in the following.

B.1.1 Testsetup

The emulator node receives packets with a 802.1Q VLAN taggeinimg a value equiv-
alent to the port a given end-node is connected to in the Bwikor reference, the
physical connections, network and VLAN settings are giveiable B.1. As the de-
fault VLAN tag on port 1 isvlan0001on the Cisco Catalyst 2950T switch and cannot
be changed, the tag and the port has been avoided during tgsp

The primary tools for testing the functionality goerg andWireshark During all
tests,icmp echo requestare broadcasted from a node usipigg and on all nodes
Wireshark records if and when a request is received and thresponding reply is
sent. A prerequisite for execution is that the nodes are gordd to reply to broadcasts
packets. Four test cases are configured, which are desdmibiezl following.

T1 - allinrange: Nodes 2-4 are connected to the switch. The emulator is caefigu
to fully connect all VLANs.nodeZbroadcasts an echo request.
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Node name IP-address Switch port VLAN tag

node2 10.0.0.2 2 vlan2
node3 10.0.0.3 3 vian3
node4 10.0.0.4 4 vlan4
node5 10.0.0.5 5 vlan5

Table B.1: Configuration of the end-nodes used to verify thgging functionality of
the emulator node.

10.0.0.2->10.0.0.255
10.0.0.2-}10.0.0.255

10.0.0.3->10.0.0.2

Figure B.1: Resulting traffic from Figure B.2: Resulting traffic from
bridging test case T1. bridging test case T2.

T2 - one out of range: Nodes 2-4 are connected to the switch. The emulator is con-
figured to fully connechode2andnode3 but notnode4 node2broadcasts an
echo request.

T3 - two partitions: Nodes 2-5 are connected to the switch. The emulator is config-
ured to fully connechode2to nodedand fully connechode3to node5 node2
andnode3broadcast echo requests.

T4 - asymmetric links: Nodes 2 and 3 are connected to the switch. The emulator is
configured to connectode2to node3 but nothode3o node2 node2broadcasts
an echo request.

For all test cases the connectivity of the end-nodes is othetr only based on the
simulation output files for the emulator and no physical desare performed.
B.1.2 Testresults

The results of the four test cases are depicted as sequeagrauis in figure B.1 to
B.4, which have been generated based on traces from theatest.c

T1-allinrange: From Figure B.1 it is seen thatbde2broadcasts a ping, which is
forwarded by the emulator node so both nodes 3 and 4 recei¥e ithey both
reply, node2receives replies from both nodes.

node2 node3

10002-floo0zss N H 10.0.0.2->10.0.0.255

10.00.41110.0.02

Figure B.3: Resulting traffic from Figure B.4: Resulting traffic from
bridging test case T3. bridging test case T4.
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T2 - one out of range: From Figure B.2 it is seen that due to the missing limge4
does not receive the broadcasted request fnote2 and thusnode2only re-
ceives reply frormode3

T3 - two partitions: From Figure B.3 it is seen that due to separation of the links
between the nodes in the emulator, the four nodes appeatinddggcally sepa-
rated broadcast domains. Aede2makes a request, the only receiver and replier
is node4 as well as whenode3requestsnodeSis the only receiver and replier.

T4 - asymmetric links: From Figure B.4 it is seen that the link betwesode2and
node3appears asymmetric as the request is received and replgatade3 but
the reply is never received abde2 and hence the logical connection between
node3andnode2appears non-existing.

B.2 Dynamic link update verification

As described in the design section, a reading-procesgigetred by a timer to read
the simulation and feed it to thebtables_emulatiokernel module, featuring dynamic
updates of link existences and properties. The timelinétheoreading process is
verified and accepted, however, it has to be verified that tbpesties are actually
imposed onto the traffic, i.e. applied in the kernel by éiables emulatiomodule.
This must be done in a timely manner, meaning that the setwiezof applying the
properties must be lower than the period of property updaiesa If the update arrival
rate is larger than the service rate, the system is unstatilassa consequence will drift,
i.e. the emulation is slowed down. To test that this is notddge, a single black-box
test conducted, which is described in the following.

B.2.1 Testsetup

Opened-closed link End-nodes 2 and 3 from the setup described in Table B.1 are
used.node2sends a constant stream of small UDP packets (payload = ] byte
to node3at a rate of 2000pps. Meanwhile, the topology emulator idcsely-
namically change the link existence between the end-no@ese per second
the status of the link is toggled, i.e. from open to closedemfclosed to open.
This should effectively prevent packets going frande2o node3 representing
a broken link. The test is run over 120 seconds, i.e. 60 opanddO0 closed
periods.

By measuring the time from the first packet arrives in an opaiod to the last packet
arrives in the same open period, the length of open period$b¥ealetermined. Simi-
larly, the lengths of closed periods are determined by mé@asthe time from the last
packet in an open period to the first packet of the next opeiogheBy combining
the two measured period types, it can be determined if theécgetime of theebta-
bles_modulés lower than required by the property update rate.

B.2.2 Testresults

From figures B.5 and B.6 the results of the test are seen. Figune=B.5 the ability
of dynamically applying link properties of thebtables_emulatiomodules is shown
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Figure B.5: Amount of packets ar- Figure B.6: Durations of open
rived over time, exemplifying the and closed periods from thebta-
open and closed periods of tlebta-  bles_emulatioomodule.
bles_emulatiomodule.

as periods of open link, allowing packets through, and ddisd, preventing through-

put of packets. Calculations of the duration of open andetlqseriods are shown in
Figure B.6, showing that the closed periods are slightly&rthan the open periods.
Calculating the average time of all period durations gitreesdkombined mean time for
1) applying a link property and 2) waiting one second. Thismgme is 1 second and
68us.

As the mean is measured by use of packets with a rate of 2009ding an
average inter-arrival time of 0.5ms, the precision of thamis+0.5ms. As the excess
period duration of 68s is within the precision of the mean, it is considered to bsaoi
from the packet generator or from the packet processingeiethulator. Moreover, as
the 68.s actually is with the precision, it can be concluded, thaethibles _emulation
module is capable of applying properties within a range-6fsms of the given dura-
tion value of 1 second. This means that the service time ofrthéule is below 1ms,
and thus an update can be performed with resolutions of um# As this is the mini-
mum used resolution allowable in the simulator, it is codeldithat the link emulation
capabilities of theebtables_emulatioare sufficient.

B.3 Link property emulation verification

While being able to dynamically change the existence of thelated link, it must also
be verified that link properties such as packet loss and paekay of existing links
can be emulated. This has been tested and is described wiltheifhg.

B.3.1 Testsetup

Packet loss emulationUDP traffic is generated fromode2to node3at a packet rate
of 1000pps over a period of 30 seconds. Different detertiinéettings of the
packet error rate is set on the emulator node.

Delay emulation 1000pings are sent fronrmode2to node3at different deterministic
emulated link delays. The average round-trip time from eaelasurement is
used to calculate the one-way link delay by ustagy = @ assuming that
the link delay is symmetric on the link.
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Preset packetloss Measured packet loss

5% 5.08%

15% 14.62%
30% 30.24%
50% 49.67%
75% 75.04%

Table B.2: Preset and measured values of packet losses emtliator, measured at
the receiving node.

Preset emulated link delay [ms] Measured one-way link dptes}
0.239
1.211
2.187
3.236
4.263
5.242
6.238
7.214
8.314
9.289
10 10.266
100 100.235

©Coo~NOULhWNEO

Table B.3: Preset and measured values of one-way link delaheemulator, mea-
sured using round-trip times froping.

B.3.2 Testresults

Packet loss emulationFrom Table B.2 it is seen, that a set value for the emulated
packet loss on the emulator is reflected in the actual amdunsbpackets on
the network. Therefore it is concluded that the emulatoajsable of emulating
a given amount of packet loss on an existing link between twebrodes.

Delay emulation From Table B.3 it is seen, that setting a deterministic détape
emulated on a link by the emulator results in packets utigizhe link are de-
layed by the same amount. The measured one-way link delaysiased from
a constant delay in the emulator, which is further investigaand discussed in
section 7.1. The variation in the excess delay means is a&qgaesce of using
a scheduler in the emulator with a granularity~ef22,s. Moreover, from the
results described here, it is concluded that the emulatapsble of emulating
a given duration of packet delay on an existing link betweemeénd-nodes.



Appendix C

Routing overhead evaluation

This appendix describes the scenario setup, the paranaeithe test cases performed
in order to evaluate control overhead of the DSR and the OLU§®&tithms.

C.1 Scenario and test case specification

Figure C.1 presents the scenario used in this experimeptsdtup contains the topol-
ogy emulation testbed, consisting of the switch and the atimn node. Furthermore,

3 laptops are used, running Ubuntu Linux 6.10, kernel ver8i6.17 and each imple-
menting and running the routing algorithms listed in Tabl&.C

End-node Zyenerates UDP traffic received bypd-node 4rerouted byend-node 3

For generating UDP traffic, a traffic generator called Disttéd Internet Traffic Gen-
erator (D-ITG) is used. D-ITG implements a sender (locatectiod-node Pand a
receiver (located oend-node 1 The parameters used for generating UDP traffic are
listed in Table C.2. The test cases executed in the expetiarerconstituted by the
different settings of thpacket rate

C.2 Data processing

Each packet forwarded through the testbed is recorded idatebase using the log-
ging facility. In the database relevant header informat®gathered. The relevant
information for evaluation of routing overhead case are:

e time stamp
e packet length
e sender address
e destination address
e ingoing VLAN
e outgoing VLAN
The sender and destination addresses recorded from thetpack the end-node ad-

dresses of the IP-header and not intermediate relay-nadtesses. Thus, the actual
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end-node 2 end-node 3 end-node 4

04 ———————————— > ( )€ --3 > O

| Switch |
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Emulator

< - - P logical link
~— physical link

Figure C.1: Routing overhead evaluation scenario feagu8iend-nodes and multi-hop
routing by way of the topology emulation testbed.

Protocol Implementation Available from
DSR DSR-UU v0.2 http://core.it.uu.se/core/index.phfO3U
OLSR OOLSRVv0.99.15 http://hipercom.inria.frfOOLSR/

Table C.1: Routing protocol implementations used for mytbverhead evaluation
experiment.

VLANS used is important to distinguish the links used fonmfarding a packet. For in-
stance, a packet froend-node Zip x.x.x.2) toend-node 4ip x.x.x.4) that is relayed
by end-node 3s tagged with the same sender (2) and destination (4) imige of
being sent fronend-node 20 end-node 2r from end-node 3o end-node 4By con-
sidering the VLANS used (of both sender and receiver) a wnidantification of each
packet is possible.

SQL-queries are used for processing the gathered data. rEhediery identifies
the routing packets of interest and a second summarizesttiepsizes based on the
previously identified time interval.

SELECT mi n(ti mestanp), max(ti mestanp) FROMtabl e
VWHERE packet _si ze>=1000

SELECT sunm( packet _| ength) FROM t abl e
WHERE ti nest anp>="mi ni numti mest anp’
AND ti mest anmp<=' maxi mumti nest anp’

Parameter Value

Payload size (UDP) 972 bytes

Duration 30 seconds

Packet rate 0,10,100,300,500,750,1000 pkts/s

Table C.2: Traffic generator parameters used for generatffge for routing overhead
evaluation.
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Figure C.2: Evaluation results of routing overhead of DSH @SR for different
packet rates.

The payload UDP packets used in the experiment are of siz&@é8. And since the
packet size logged in the database is of IP-packets, UDBené@bytes) and IP-header
(20 bytes) must be added. Since DSR extends the headerafgské IP-packet, all
lengths above 1000 bytes are accepted. To calculate thal @sterhead rate;overhead
in kB/s, the size of the generated payload throughput isract®d from the total and

normalized as
|32 0 rpackel)]

30 - 1000

wherenpacke(?) is the individual packet size, N is the total amount of paskietcluding
payload packets) andis the packet rate of the test case. The factor 2 must be iedjud
as the 1000-bytes packets are sent over two links each, idguhe amount of traffic
forwarded and recorded by the emulator node. The duratidimeotransmission is 30
seconds.

The results of the experiments are depicted in Figure C.2.

—2X

Toverhead=



Appendix D

Routing evaluation
configurations

This appendix lists the configurations of the hardware aerdiibdel parameters used
for performing both the performance and the reliabilitylaa#ion in the project.

Laptops

The laptops used are three Fujitsu Siemens Lifebook E81d®ae Fujitsu Siemens
S7020. The E8110 are running Ubuntu 6.10 and the S7020 isngitibuntu 5.10.
The routing algorithm implementations used are listed ih @h page 134 from the
overhead evaluation.

Wireless adapters

For the experimental setup, the wireless adapters of thegapvere used. The E8110
laptops all employ thgpw3945wireless NIC driver, as they support both 802.11a/b/g,
whereas the S7020 only supports 802.11b/g and thus empieyipw2200driver.
However, thapw3945and thepw2200drivers are not compatible for communication,
so only the E8110 laptops were used in the experimental s&thp incompatibility
issue was discovered during testing and Intel, who prodootsadapters, is aware of
the driver problem. All applied network adapters were set to

e 3802.11a

e retry limit 15

e bandwidth 12Mbit/s

e transmission level 16 dBm

An average noise level of-95dBm was observed for the different network adapters
during the experiments.

For performing the experimental setup, the laptops wheratéml as depicted in Figure
D.1 to obtain separation of the end-node, while maintaiaingulti-hop scenario. Also,
as very little user-level control is supported of the pararelisted above, the nodes
had to be placed so they themselves adjusted to the desttedyse These settings
are very dependent on the environment, and as they were natared throughout
the tests, they might have deviated, and may in that senseihiiwenced the results.
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Relay 1
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Figure D.1: lllustration of the physical locations of thetaps used in the experimental
setup. All doors were closed during the experiments.

Parameter Value
Acceleration 2my?

Speed 14m/s

Node routes  Pre-scripted

Table D.1: Mobility model parameter settings for the evibratests.

However, deviations from the desired settings were notmkseat any point during
testing.

Emulator configuration

The different models of the simulator in the emulator nodeenenfigured to match
the properties of the experimental setup for the compasistables D.1 to D.4 list the
different parameter values.

Parameter Value
8 2.3

o 4

Py 16 dBm

Background noise  -100 dBm

Table D.2: Channel model parameter settings for the evalugdsts.
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Parameter Value
Moam 4
Frame size 1500 bytes

No. of retransmissions 15

Table D.3: PHY layer model parameter settings for the evalndests.

Parameter Value
Bandwidth 12Mbit/s
Network load 1Mbit/s

Number of nodes According to scenario

Table D.4: Delay model parameter settings for the evalnaéets.



Appendix E

Physical layer model

This appendix describes details of the physical layer muasetl in the simulator. The
purpose is to provide the formulas used in the implementatio

The OFDM model of [Mangold et al., 2004] is based on the rafi@mergy per
symbol E,, to the energy of the nois&, (see equation (E.1)), i.e. the SNR for each
OFDM symbol. This is expressed as

Eow ay,C
No N+>. I

(E.1)

whereC' is the received signal strengthy is the background noise ard I is the
cumulated interference level e.g. interference from o#ft@tions transmitting, all the
terms are innW. o4 is a power loss caused by the guard interval for each OFDM
symbol, and is defined as, = ’7 L—Ts whereT), = 4us is the duration of an OFDM
symbol andl, = 0.8usis the duratlon of the guard interval. This interval is imtoced
to avoid the S|gnal degradation caused by ISI. ISI is caugetddtiple receptions of
the same signal with different delays.

To avoid ISIT, should be larger than the delay spread of the channel, ie. th
maximum delay between two identical signals.
Assuming that:

e The delay spread of the channel is belbyy eliminating ISI.
e Thatall bits of an OFDM symbol are subject to the sakge.

e That the interferenced” and)_ I consist of additive white Gaussian noise, ig-
noring that there might be a correlation between interfegsrand the received
original signal.

OFDM uses three different modulation schemes: Quadratanplfude Modulation
(QAM), Quadrature Phase Shift Keying (QPSK) and Binary el&fsft Keying (BPSK),
each offering different data rates and levels of resilieneerds interferences. Gener-
ally, the higher the data rate of the modulation the lesdieesiit is to noise. This is
because the higher data rate is achieved by encoding meri lgach OFDM symbol
increasing the chance of a bit error. For QAM different nurstue bit sequences may
be encoded in each symbol, e.gM&aQAM symbol may containV/ different bit se-
quences. The BER for QAM may be expressed using the protyatbilselecting the
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correct bit sequence
P.=(1-P)?, (E.2)

This formula is based on the relation of QAM to another motiotascheme called
Pulse Amplitude Modulation (PAM), for details on this rétetrefer to [Proakis et al., 2001].
P /37 is the symbol error probability for PAM

P =2 0= 7 Q(Vist &), E3)

hereQ(z) is the Gaussian error integral, which provides the proiighitass above

2. The probability of a wrongfully detected/-QAM symbol can be expressed by
Py=1-(1- P\/M)Q. Assuming that a wrongfully detected symbol only leads to
one bit error the BER for QAM can be expressed as

M—gam 1
P = Togsi - Py (E.4)
This assumption is somewhat fair, since the bit sequenceéidifferent modulation
schemes are arranged so that adjacent bit sequences onfyedby one bit, entailing
that this is the most likely error. The formula also appliesdPSK, since it may be
viewed as a 4-QAM.

For BPSK the BER can be expressed as

PPPSK = <2- ?\‘;ﬂ) (E.5)
0



Appendix F

Delay model

This appendix describes details of the delay model useckigithulator. The purpose
is to provide the formulas used in the implementation.

In the following the terms: time, timeslot and backoff slate all of the same
magnitude and constitute the time discretization of theehddscribed.

According to [Tickoo and Sikdar, 2004] the delay experighbg a node attempt-
ing to transmit a frame, which may be called the service tiftbeframe, is comprised
of the time it takes to send the franigy, the time spent in backoff, and the delay due
to other nodes transmitting. [Tickoo and Sikdar, 2004]ldg&thes the PGF for the dis-
tribution of the service timeB(z), as:

B(z) = BO(2)X(2)L(2) (F.1)

Where BO(z) is the PGF for the time spent in backof,(z) the PGF for the delay
caused by other nodes transmitting dnd) the PGF for the length of the packet to be
served. Each with their respective Probability Mass Famc(PMF):bo(3), (i) and
1(i), used to establish the PGFs. In order to establif) it is necessary to characterize
the number of backoff slots the node has to wait before trittiama frame. If a node
successfully transmits a frame in its’ first attempt with lpability (1 — p), p is the
probability of a collision and the PMF for the backoff slosdi; cw,,,.,., whereU,
denotes the uniform distribution of a random variable betweandb. CW,,,;,, is the
minimum contention window size. If the frame is succesgfitinsmitted after a single
collision, with probabilityp(1 — p), the backoff slot PMF isl/1 cw,,.... * U1,2cW,,in s

x denotes the convolution operation. Extending to a seriesli§ions, the probability
that the node experiencébackoff slots, before successfully transmitting a frame is

P[BO =i| = p[(1 = p)Ur,cw,n., (i) + p(1 = p)(Ur,cWpin * Ur,20Winin (1)) + -+
+p™ (1 — p)(Ur,ew,,., * Ur2cw,,. * -+ % Uramow,,,,. (1))+
P A = p)(Ur,ewp, * - % Ut am oW, * Ut amew,,,,) + - -]

(F.2)

Wherem is the upper bound on the times the contention window may béléd and
p is the queue utilization at the node. The number of elementké summation is
bounded by the number of allowed retransmissions. From {B(2) can be obtained.
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z(7), may be obtained by determining all possible contributitm¢he service time
from other nodes transmitting, while the target node is ickio#.

P(X =n) = Pk collisions|j active slots] - '=*(i)P[SA = j] forn = kTc + 1,
= 0 otherwise.
(F.3)

Equation (F.3) is the probability that the collisions andeassful transmissions of
other nodes contribute time slots to the service time.

In order to determine the variables for the equation comsideetwork, with chan-
nel service ratg:, consisting ofN nodes, each with frame arrival raleand queue
utilization p. All specified in frames per timeslot. The foundation of thedal is the
probability that a frame transmission causes a collisiba.rlode transmits a frame in
a given timeslot, the probability of a collision caused byansmission from one or
more of the remaining nodes may be denoted as:

p = 1-PNTIN! (F.4)

WhereP[NT| represents the probability that a node does not transmiliotaP[ N 7]
may be written as, the probability that the frame queue anthée is empty QF)
combined with the probability that the queue at the node impty (Q N F) and the
probability that the node is not transmittingy ("):

P[NT] = P[NT|QE|P[QE]+ P[NT|QNE|P[QNE] (F.5)
= 1-p+pP[NT|QNE] (F.6)

Considering that the average number of backoff slots a negergnces in the satu-
rated case, i.6Q N E, is (for details refer to [Tay and Chua, 2001])

— 1—p—p2p)" CWiin
_ F.7
w 1-2p 2 (F7)

P[NT] may be written as

wW-1
(L—p)+pee =1- L

P[NT] = =

(F.8)

In order to establislp and keeping in mingp = % the average time it takes to serve

a packet,u !, is established. Assuming that all nodes have the samecteafiival
rate,p(N — 1) transmissions from other nodes occur between two tranEmssfom
the target node, on average. Entailing that the contribudfcthe transmissions from
the other nodes in terms of time slotsgd&V — 1)Ts. HereTys is the time it takes
to send a packet in units of timeslots. Adding the contrifoutirom the collisions
of transmissions of other node%@;_% (T¢ is the time a collision occupies the
channel), and the time to transmit the frame of the targe¢ naldng with any collisions
that it might encountey;~! may be defined as:

W= (N 1) [Ts-f-Tclp (F9)

}—FW—!—TS—FTclp
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Combining (F.7), (F.8) and (F.4), and substitutingy utilizing thatp = ﬁ p may
be obtained by solving:

A {TS + Tc%}

1-AN-1) [Ts +Tc ﬁ;p} - A(l_ﬁi’;fp)m) W onin

(F.10)

Having determineg we return to Equation (F.3) and establish the tétff A = j].
P[SA = j] represents the probability that there gractive slots before the target
node’s backoff counter reaches zero, and is given by Equéffid1). An active slot is
a slot where a given node, besides the target node, iniidi@msmission.

PSA=j] = Y (;) ¢ (1 —¢q) 7 P[BO =] (F.11)

=]

Heregq is the probability that a given slot is active:

¢ = 1<1%)N (F.12)

% is the probability that a node tries to initiate a transnaissh a given timeslot.
In Equation (F.3)k represents the number of active slots where a collisionrgccu
Given that a slot is active, the probability that a collis@seurs in the slot is given by:

N-—1
g = 5 (1q_ %) (F.13)

The probability thak collisions occur given active slots, may then be expressed as:

Pk collisions|j active slots] = (i) gt (1 — gk (F.14)

The remaining — & active slots result in successful transmissions. The irtion

to the service time from the successful transmission mayeperahined by’ =% (i),
defined in Equation (F.15)

P[i pkttime =i] = Ixls---x1() =19)(i), (F.15)

which describes thg-fold convolution of the time it takes to send a frame, yielli
the PMF for the time it takes to serigackets. Having established this distribution the
equations need to establish(s), z(i) andi(:), have all been defined.



Acronyms

AODV Ad hoc On-demand Distance Vector
APl Application Program Interface

BER Bit Error Rate

BPSK Binary Phase Shift Keying

CDF Cumulative Distribution Function
CNM Control Network Manager

COTS Commercial Off-The-Shelf
CSMA/CA Carrier Sense Multiple Access with Collision Avoidance
CTS Clear To Send

DCF Distributed Coordination Function
DIFS DCF Inter-Frame Space

D-ITG Distributed Internet Traffic Generator
DNC Deterministic Network Calculus

DSR Dynamic Source Routing

DSSS Direct Sequence Spread Spectrum
DYMO Dynamic Manet On-demand

FER Frame Error Rate

FPGA Field Programmable Gate Array
FPGAs Field Programmable Gate Arrays
GUI Graphical User Interface

ICI Inter-Carrier Interference

ICMP Internet Control Message Protocol
IFS Inter-Frame Space

ISI Inter-Symbol Interference
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LoS Line of Sight

MAC Medium Access Control

MANET Mobile Ad hoc NETwork
MANETs Mobile Ad hoc NETworks

MB MegaByte

MPR MultiPoint Relay

MPRs MultiPoint Relays

NAV Network Allocation Vector

NIC Network Interface Card

OFDM Orthogonal Frequency Division Multiplexing
OLSR Optimized Link State Routing
OSPF Open Shortest Path First

PAM Pulse Amplitude Modulation

PER Packet Error Rate

PIFS PCF Inter Frame Space

PGF Probability Generating Function
PMF Probability Mass Function

PMFs Probability Mass Function

QAM Quadrature Amplitude Modulation
QoS Quality of Service

QPSK Quadrature Phase Shift Keying
RIP Routing Information Protocol
RPGM Reference Point Group Mobility
RSS Receive Signal Strength

RSSI Received Signal Strength Indication
RTC Real Time Clock

RTS Request To Send

SIFS Short Inter-Frame Space

SIP Session Initiation Protocol

SNR Signal to Noise Ratio

STRAW STreet RAndom Waypoint
VANET Vehicular Ad hoc NETwork
VANETs Vehicular Ad hoc NETworks
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