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ABSTRACT:

The objective of the project was to design and imple-

ment FPGA-based Multi-standard Software Radio Rece

ver

WLAN and UMTS are taken as case study. Xilinx FPGA

Virtex-1V is the target platform. Bandpass sampling te

ch-

nigue at 840MHz is used to alias the combined band of

WLAN and UMTS. The WLAN and UMTS channels a
required at baseband with the sampling rate of 20MHz
61.44MHz respectively. Bandpass filters are used to sep

e
AaNnc
Aral

the UMTS and WLAN bands. In the channelization process,
in contrast to conventional channelizer, polyphase channe

izer is used. In the simulations, optimal-method-based
filters are used. In polyphase channelizers, the proto
filter for WLAN has 50 taps, partitioned into 5 polypha

FIR

yp!
se

sub-filters whereas the prototype filter for UMTS has 2520

taps, partitioned into 210 polyphase sub-filters. The xeck

channels at baseband has 50dB of dynamic range. In th

implementation, different structures for polyphase cledn
izer are considered (such as) standard structure, syntm

n
ptri

property based structure, Adder shared structure and seri

polyphase structure with serial and parallel MAC. Se
polyphase structure with parallel MAC is selected. In the
dividual sub-filter implementation, different implemetiba

structures are considered. These being Parallel Multgp
and Accumulate, Bit systolic array, Distributed Arithnoe
(DA), Fast FIR, Frequency domain filtering and Multiplig
Less filtering techniques. An analysis based on the appI
mations for the area requirements for multipliers, addeds
registers for these structures is performed. For 16-tagy.fi
the structures for Parallel-Multiply and accumulate, DASH|
FIR and Frequency domain filtering require 2896 (with
adders), 3072, 4064, and 5572 slices, respectively. The
is found to be suitable for the implementation due to be
resource efficient. Polyphase sub-filter is implemented |
Distributed Arithmetic structure or with Xilinx-DSP48 sés
for improved performance.
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PREFACE

This report is written by group 1044, studying the mastecigbization Applied Signal Processing
and Implementation (ASPI) at Aalborg University. The repsgrves as documentation of the
Thesis work at the 10th semester.

The introduction provides a rationale for the project, agals to a definition of the problem.
The problem is specified in the problem statement, whichddada definition of the modules
necessary for the project. The functionality of the aldorns are examined in the Software Radio
System Design, WLAN and UMTS Channelizers, and Simulataregpters, and the mapping of
the algorithm to the architecture is conducted in the Altponi-to-Architecture-Mapping chapter.

The appendices expand on some of the details in the projéetent is not strictly necessary
in the main report.

All chapters, sections, figures, and tables have assignethens, and the reference will make
clear, whether the reference is made for figures or table®. effuations are assigned numbers,
and the reference for an equation is shown in parenthesésteRees to the bibliography are done
using Harvard citation style, e.d. [Haykin, 2002, p. 205]

The enclosed CD-ROM contains all the relevant MatLab sgrigd VHDL codes used in the
project.

Muhammad Mahtab Alam Mehmood-Ur-Rehman Awan
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CHAPTER 1

INTRODUCTION

Communication is a major part of our everyday life. We comioaite through telephones, Emails,
Internet chat rooms, in writing and of course face to faceonta fundamental point of view
communication can be seen ansmission of information from one point to anoth&he sim-
plified communication system is shown in Figlirel 1.1. Thistams three basic elements namely,
transmitter (information source, modulator), chanaeld receiver (demodulator, destination in-
formation) The purpose for the transmitter is to convert the messaigral(base-band) into a
radio frequency (RF) signal which can be sent through therdla The task for the receiver is to
reconstruct the base-band signal and present it for the user

Transmitter Receiver
T T T RF RF ———————————————-—-
Information | | Signal Signal |
|
I

I" Information
Source

Destination

|
Modulator —»  Channel —>: Demodulator

Figure 1.1: The simplified communication system with three basic bogdilocks i.e transmitter, channel and receiver

1.1 Wireless Radio’s

This section explains the evolution in the architecturesasfsmitters and receivers of the wireless
radio’s. The wireless radios for the cellular mobile commation system have passed through
several generations. The tradional hetrodyne architeésuronsidered as a first generation where
only the base-band processing in done in digital domain. Higare[L2 is the first generation
of RF architecture of N-channel receiver. The synthesipesists of dual stage down converters.
In the first stage the radio frequency (RF) signal is down eaed to band limited intermediate
frequency(lF), and in the second stage the output of eachtéf & again down converted to
base-band by matched quadrature mixers followed by matechse-band filters that perform the
final bandwidth control. Each sub receivers is then condart® digital domain where the output
of Analog to Digital Converter(ADC) is processed by DSP eegi which perform the required
base-band processing i.e. synchronization, equalizadiemodulation, detection and decoding.
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Figure 1.2: A traditional radio receiver with multiple stage down corsien. There could possible be more than one
down-conversion in RF with single stage IF down-conver@nly the baseband processing is done in digital domain.

The problem with this type of architecture is that they hargltude and phase imbalance
which results in cross-talk between the narrow band charthed to ageing(time, temperature) of
analog components of the quadrature down-converters,ctpigdnalance related spectral image
must be lower then the desired spectral term, which is difftcusustain over time and temper-
ature. So the need to acheive the extreme levels of 1/Q balariogs the second gereration of
radio’s which is shown in the Figufe1.3. In the second gdimrathe second stage(IF) down
conversion is digitized, so for each sub-channel a digitayrd converter and a LPF is required.
The digital conversion at IF brings more control on the inabak by manipulating the number of
bits involved in the arithematic operation. The precisiéreaefficients used in the filtering pro-
cess sets an upper bound to spectral artifacts level$@B /bit, so thel2bitADC will have an
image level below-60dBs. Thus DSP based complex down conversion brings two advesitag
First, the spectral images are controlled to be below thetigaion noise floor of the ADC in-
volved in the conversion process and second, the digitai filllowing and preceeding the mixers
are designed to have linear phase characterigtics [Frédrarris and Rice, 2003]. This second
geneation of wireless radio is a reliazable verion of softwadio and is called 'Software Defined
Radio’.
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Figure 1.3: The second generation of radio receiver, in which the IFestegomes completely in digital domain. The
second generation bring control on the I/Q imbalance cddayehardware oscillators.



1.1 Wireless Radio’s

1.1.1 Software Defined Radio

A software-defined radio (SDR) system is a radio commurdoasiystem which can tune to any
frequency band and receive any modulation across a largedney spectrum by means of a
programmable hardware which is controlled by software. deal software radio(ISR) samples
the signal at RF, just after the antenna, whereas the rblizarsion of the software radio is the
one that solve the problem of sampling the RF signal (acogrth minimum nyquits criteria, i.e.
to sample at twice the maximum frequency of the incommingal)g by using a mixer and a
reference oscillator to heterodyne the radio signal to a&fdwequency (Intermediate frequency),
as described in the second generation of cellular radib@ye in Figurd_LB. In the Sectign1.1,
the architectural level significance of SDR is described thoere are lots of system level issues in
the wireless communication industry which embarks theressand motivation for the Software
Defined Radio’s, which are:

e Commercial wireless network standards are continuousiviexg from 2G to 2.5G/3G and
then further onto 4G. Each generation of networks diffenigicantly in link-layer protocol
standards causing problems to subscribers, wireless netyperators and equipment ven-
dors. Subscribers are forced to buy new handsets whenewew generation of network
standards is deployed. Wireless network operators fadelgars during migration of the
network from one generation to next due to presence of langeber of subscribers using
legacy handsets that may be incompatible with newer geaenagtwork.

e The air interface and link-layer protocols differ acrossaas geographies (for e.g., Euro-
pean wireless networks are predominantly GSM/TDMA baseiflevih USA the wireless
networks are predominantly 1S-95/CDMA2000 CDMA based)isTgroblem has inhibited
the deployment of global roaming facilities causing greabnvenience to subscribers who
travel frequently from one continent to another. Handsetlees face problems in building
viable multi-mode handsets due to high cost and bulky naifiseich handsets.

e Wireless network operators face deployment issues whilegeout new services/features
to realize new revenue-streams since this may require-Ergle customizations on sub-
scribers’ handsets.

SDR technology promises to solve these problems by impléngethe radio functionality as
software modules running on a generic hardware platfornrthEy multiple software modules
implementing different standards can be present in thersygiitem. The software modules that
implement new services/features can be downloaded oeeaittonto the handsets. This kind of
flexibility offered by SDR systems helps in dealing with peshs due to differing standards and
issues related to deployment of new services/featuresreTdre lot of advantages of the full-
downloadable type software radio, the system can be chamge@mand by changing software,
there are many gains for not only operators and service geos; but also for government and
commercial customers. such as, Global roaming servicesfixed without the need to recall the
product and new services can be added without changing timneds [Ramjee Prasad, 2002].
The most promising application of SDR is the applicationagmitive radio (CR). The radio spec-
trum becomes more and more sparse, making it an extensk/¢otatiocate a new spectrum for
new services. The radio that is aware of its environmengrival state, and its location, then it




Chapter 1 Introduction

make a dicision about its operating behaviour based onrf@ination [Cook, 2006].

1.2 Problem Description

The increasing trend toward a single device integratingrsévfeatures and capabilities encour-
age the companies and research centers to develop thestamitiard multi-mode "all-in-one"
front-ends. A scenario of multi-standard multi-mode isvshan figure[IT6. High level of inte-
gration and small size are precedence objectives in thess tyf mobile applications. In order
to acheive those objectives it is feasible to move most ofdt@ processing to digital domain
through shifting the digital to analogue converter (ADC)casse to antenna as possible. There-
fore the idea in this project is to use an efficient technigaléed bandpass sampling which can
directly sample the RF signal (after LNA) and all the signadgessing to be done in digital do-
main as shown in Figure—1.4. It will overcome the problems dl Zeneration radios, being
sustaining the gain and phase imbalance of analog commoriem 3G (UMTS,CDMA2000 etc)
wireless systems impose severe requirements on level dbdighce. The need to acheive the
extreme levels of 1/Q balance motivates us to perform theptexnconversion process in DSP
domain [Fredric J. Harris and Rice, 2003]. Thus by procestie digital data, the unique func-
tionalities of each standard can be set in the digital sigmatessing programmable parts by
employing the concept of software-defined radios (SDR)s Emables the front-end to process
numerous signals without the traditional hardware linota.
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Figure 1.4: This is the proposed architecture of the software radiogreveampling is done at RF just after the LNA
which is the only analog component in this architecture.

The scope of this project is to implement an algorithm to quenf this multiple reception of
standards and process the data in intermediate frequeanuiegerform all the required reception
functionalities such as decimation and downconversiore dévelopment and implementation of
the system depend on several things: application requitesnalgorithmic capabilities, hardware
limitations, etc. In order to describe their dependenciemdel named A-cubeA®) is introduceﬁ

1This model is used internally at AAU and unfortunately, thexist no literature to document the model
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as shown in FigurEZ1l9. This model deals with two major pamg being mapping from appli-
cation to algorithm (algorithm development) and second pitepfrom algorithm to architecture
(implementation). It is an iterative process, which me#as e can go back and forth to tune the
parameters of application, algorithm and architecture.

Application

Algorithm
L

Architecture

R
//’///Op(imiza(ion processes:
~ _.77  Loop Unroliing
- Executing processes in parallel

Figure 1.5: The A*> model, used for illustrating the mapping from the applisatio the algorithm, and the mapping
from algorithm to architecture. It is an iterative process.

1.2.1 Application

GSM, 3G, BLUETOOTH,

SATELLITE DVB, DAB WIMAX ZIGBEE

\

i
e

WLAN Downlink

User
- Equipment (UE)

Figure 1.6: A scenario of multi-standard multi-mode "all-in-one" fteends user equipment. It highlights the user
equipment capbale of receiving two standards i.e. UMTS ahéM/
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In the project, a multi-standard software radio recieverassidered. One of the main chal-
langes is the coexistance of several standards in one usgmeent(UE), since the chances for
channels interferance among the standards is very highdBéfastaran, 2006]. Therefore, out
of the multi-standards i.e. GPS, GSM, Bluetooth, zigbetllga communication, the application
is limited to a case study where two standards being UMTS ahdMvare considered which
are shown in FigureZl.6, This is a case study which actuaiytdithe cellular systems where the
possible scenario could be that a doctor is talking with @&pabn the mobile phone(UMTS) and
at the same time it is down-loading the histroy of that pafi&hAN). Some of the specifications
of these standards are shown in Tdblé [T.T [Behjou Nastaoéa] 2

UMTS and WLAN Specifications for UE

| | UMTS | IEEE 802.11g |
Duplexing FDD TDD
Frequency Band 1920 - 1980 MHz: UL| 2.4 - 2.4835 GHz

2110-2170 MHz: DL

Receiver Sensitivity -117 dBm -82t0-65 dBm
Transmitter Power Level 24 dBm (Class 3) | 20 dBm (Europe)
Channel Bandwidth 3.84 MHz 16.6 MHz
Number of non-overlapping channels 12 3

Table 1.1: Some specifications of UMTS and WLAN standaids [Behjou NasteZ2006]

In the scenario of the project, the receiver must be abledeive the signals coming in all
different channels of these two standards. As mentionealelT1, the UMTS and WLAN sig-
nal bands have 12 and 3 non-overlapping channels resdgctMeus, the target device must be
tune-able to serve to all different combinations of the tigmals (36 different frequency combi-
nations). we have to recieve only one of the possible contibimaut of them at a time.

1.2.2 Algorithm

The system level block diagram is shown in figlirel 4.2. The fselct filter is required to initially
select the whole band of information that contains both thedards i.e (UMTS and WLAN) and
then seperate them through a channel which have bandpass, fidhd the block of channelizer
which down convert and down-sample the IF signal to desisetband along with the required
channels for each standard.

The algorithmic development for the design analysis of iplglistandards have few phases.

e First, the idea is to use the aliases of the original signlaiveer frequency(IF) while sample
it at higher frequency(RF). So the technique called 'basdEampling’ is used to acheive
the non-overlapped aliases of the WLAN and UMTS channels.

e Secondly, to design the digital band-select and bandpaessfit intermediate frequency
(IF)(within the specification defined by first phase) to estithe relevent band within each
standards.

¢ Finally, the channelizer is required to down-convert thsitfhals to baseband and to down-
sample to the desired sampling frequency for both the UMTBEVEQAN.
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UMTS
Radio Freq. Intermediate
(RF) Freq. (IF)

| |

| |

I |

) Bandpass Band-Select

sampling | ] filter
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Figure 1.7: This is a complete block diagram of the system. After recgithe signal at antenna it is passed through
the low noise amplifier(LNA) which boost-up the signal (atifla low noise). The next block is of bandpass sampling
which samples the input at RF and brings the information dawifr. The band-select filter then select the complete
band of interest followed by two channels which have indialdBPF to seperate the multiple information, in this case

Baseband
Bandpass —>» Channelizer —»
filter

Baseband
Bandpass

filter

H Channelizer

itis two i.e. UMTS and WLAN. followed by the block of chanredir which further down convert by down-sampling

and filter the IF signal.

1.2.3 Architecture

The RF (Radio Frequency) front-end is supposed to receiwertentioned signals(UMTS,WLAN)
at the same time. The signals are adjusted, filtered and goestty downconverted from RF to
lower intermediate frequencies in the RF front-end desigiiter digitization, the signals are
passed through the digital signal processing block. Thepeetive of the project is to employ the
state of the art technology such as moderen DSPs or FPGA tegsdhe data in intermediate
frequencies and perform all the required reception funefities such as decimation and down-

conversion.
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Figure 1.8: Gorden E. Moore Law: The number of transsitors are incrgabina factor of 2 after every 18 to 24

months, due to increasing demand of applications. The aaxitplof the overall systems are increasing but with the

demands of minimum cost, minimum size, faster executioe &md least power dissipation.

The selection of the hardware architecture is not easy fdR Bsed applications in an era
where the number of transistors in an integrated circuitrameeasing by a factor of two every sec-
ond year(Moor’s Law) as shown in the figlrell.8. As signal pssing tasks (the algorithms) are

7
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getting more and more complex which is at the same time guktigh requirements on the tech-
nologies platform with increasing demand of the MIPS(roiilof instructions per second). So the
software solution for SDR makes it possible to make the itiansfrom dedicated, single-purpose
hardware (ASICs, etc.) to highly versatile general-puepbardware such as FPGAs and DSPs,
and even to general-purpose processors whose functioimalitefined solely by their software
configuration. This in turn paves the way for high-volume#cost production, making it finan-
cially viable to embed autonomous radio communication ak/in a wide range of new kinds
of devices and applications J[CSD, 2007]. The DSP is a spee@imicroprocessor optimized for
performing multiply and accumulate operations. The DSPdiss proven to be inefficient for
some tasks, where a customized architecture actually ie Bwitable. One solution has been the
application specific IC (ASIC), which is the least flexibleit Imost optimal solution with regard
to execution time, power dissipation and cost. The cosbfasthowever, only low for a very
large number of units, as the development of an ASIC is vepeesive and time consuming.
As the applications that request SDR based technologyreantio require systems that can be
reconfigured fast, as well as provide a massive amount oepsirtg power, the need for powerful
reconfigurable architectures emerges. One solution ferighthe use of field programmable gate
arrays (FPGAs). FPGAs offer the possibility of programmiimgjc to be more suitable for certain
algorithms than the general DSP. This goes especially fmrigthms where parallelism can be ex-
ploited efficiently, but also more special operations ligeare root, cosine etc. are very suitable
for FPGA implementation. The use of FPGAs in handheld devinght be limited, as the cost
and power dissipation are still relatively high comparednicASIC solution.

The generic A3-model as shown in figure is now modified to fihis project which is shown
in figure[I.®. The focus of application to algorithm mappiega take into account the various
multi-rate filtering techniques or the other techniques t@en fulfill the required application of
multiple standard software radio. Then mapped those fazedhlalgorithm onto the specified
architecture i.e. FPGA or ASICs.

Application

Multi-standard

Wireless Radio Software Radio

//.

Digital Radio =

] ( ]
®

Software Defined Ra\ﬁc\ . //\

Architecture

Xilinx Virtex-1V
Altera Cyclon Il

Figure 1.9: The focus of application to algorithm mapping is to take iatount the various multi-rate filtering
techniques or the other techniques that can fulfill the meguapplication of multiple standard software radio. Then
mapped those formalized algorithm onto the specified achite i.e. FPGA or ASICs.



1.2 Problem Description

1.2.4 Problem Definition

Design analysis and implementation of Multi-standard Bafe Radio Receiver.






CHAPTER 2

SOFTWARE RADIO SYSTEM DESIGN

The principle idea behind the design of a software radio jgaoe the analog-to-digital and digital-
to-analog converters as near the antenna as possible fgichdst of the radio functionalities can
be implemented on a programmable digital signal proces3oe way to achieve this is by direct
bandpass sampling of the desired RF signal band to basetsmehcy. However, the design of
a software radio receiver becomes more complicated whemitwuore distinct RF signals are to
be received [Dennis M. Akos and Caschera, 1999].

In a multi-standard radio receiver design, UMTS and WLANd&xds are taken as case study
and a receiver is required to receive both these standardtameously with same front-end, and
downconvert them to baseband separately. The spectraidndar UMTS and WLAN standards
are shown in FigurE2.1. UMTS has a bandwidth of 60MHz for dewnhaving 12 channels
and WALN has a 84.5MHz of bandwidth having 3 channels. It ¢gineed to downsample and to
downconvert these channels to baseband.

Spectrum Allocation for UMTS &WLAN

BW = 373.5 MHz
e

- HE

T T T T T I T i

500 1000 1500 1750 2000 2250 2500 f (MHz)

2110— 2170  2400—2483.5

Figure 2.1: Spectrum Allocation for UMTS and WLAN standards. UMTS hasaadwidth of 60MHz for downlink
having 12 channels and WALN has a 84.5MHz of bandwidth ha8ingannels.

wH=zc
Zpr s

2.1 Downconversion Techniques for Software Radio

Traditionally the superheterodyne architecture has beed extensively for radio systems since
it provides a number of advantages such as image rejectibadjacent channel selectivity. Soft-
ware radio is an enabling technology for future radio trengs, allowing the realisation of mul-

11



Chapter 2 Software Radio System Design

timode, multiband, and reconfigurable base stations antriats. Bandpass sampling and direct
conversion are two receiver architectures that are seitablsoftware radios. However, consider-
able research efforts and breakthroughs in technologyeargéred before the ideal software radio
can be realised.

2.1.1 Bandpass sampling Architecture

The sampling of bandpass signals can be carried out at @tes than conventional lowpass
Nyquist sampling, causing intentional aliasing the sigridandpass sampling can allow for re-
ceived signals to be digitized closer to the antenna usingagreable sampling rates and hence
could be favourable for downconversion in software radits.this project secnario, the total
receiver bandwidth for the UMTS and the WLAN is 373.5MHz, hewn in the Figur€2Z]1. Ac-
cording to bandpass sampling, the sampling frequency dhmmutwice the signal bandwith rather
than twice the maximum frequency component as in the case/giist sampling. So the sam-
pling frequency for the combined band of UMTS and WLAN mustatleast 747MHz to have
non-overlap alaises. Today’s technology set a limit to@ghisuch a high sampling rate. Signifi-
cant improvement in ADC performance is required for sangpéhRF.

RF SECTION LOWPASS

FILTER |
BANDPASS
ADC
> FILTER P Base Band
LNA LOWPASS Q
FILTER
Analog Digital
47

Figure 2.2: Bandpass sampling Architecture of Sofware Defined Radio

As the ADC is moved closer to the antenna, more radio funsti@an be written in software
and embedded on programmable logic. However, ADC perfocmatill is not sufficient enough
to perform digitization at RF [Patel and Lane, ]. In partanuthe input analogue bandwidth, sam-
pling rate, dynamic range and therefore resolution neediderable amounts of improvement if
wideband front-ends and sampling at RF are to become in ayredhe performance of DSP
must be able to cope with the increased amount of progranenralio functionality as a result
of moving the ADC closer to antenna. Schemes using a mixtu2S® and FPGA have been
proposed[[Patel'and Larie, ].

2.1.2 Direct Conversion Architecture

Direct conversion, also sometimes called zero-IF, due ¢oldbk of an intermediate frequency,
converts the received RF signal direct to baseband. Thiarigcplarly attractive for the use in
wireless systems, especially in handsets since directecsion receivers lend themselves more

12



2.1 Downconversion Techniques for Software Radio

easily to monolithic integration than heterodyne architezs, since the IF components are re-
placed by lowpass filters and baseband amplifiers. Directezsion exhibits immunity to the
problem of image since there is no IF [Patel and Lane, ]. Theeea number of design issues
associated with the direct conversion architecture. Thstreerious problem is DC offset in the
baseband, following the mixer. This offset appears in thadhei of the downconverted signal spec-
trum, and may be larger than the signal itself. This phen@mean be caused by local oscillator

leakage and self-mixing [Patel and Lahe, ].

RF SECTION ADC/ | | LOWPASS
Quantizer FILTER |
cos27Tf t
BANDPASS sampler
FILTER P

v

Base Band

LNA

ADC/ | | LOWPASS Q
Quantizer FILTER

Figure 2.3: Direct conversion Architecture of Sofware Defined Radio

Bandpass sampling allows for the ADC to digitize at RF, pdow the ADC is of adequate per-
formance, whereas direct conversion, although consisifrgore analogue components, places
fewer demands on ADC performance since digitization ocatitmseband.

As mentioned above that by moving the ADC closer to the aemore radio functions can
be written in software and embedded on programmable logampiing at the antenna is not
realistic since some amount of band select and filtering meir prior to the ADC to minimize
adjacent channel issues. However, sampling at the Firi-fffactical, yeilding the concept of
Direct-IF sampling.

2.1.3 Direct-IF Sampling Architecture

Recent advances in converter technology have allowed dateerters to faithfully sample analog
signals as high as several hundred MHz. Sample rates negderas high as twice the signal
bandwidth to keep the Nyquist principle. Since most airrfaige standards are less than a few
hundred MHz wide, sample rates in the tens of MHz are requiedohinating the need for ex-
tremely fast sample rates in radio design. Thus allowingdar cost digitizers[[Brannon, ]. A
IF-sampling radio receiver is shown in Figlirel2.4.

Once digitized, the signal would have to be processed. Wigtpiaal sample rate of 20 MHz
(for instance), data would stream too fast for even the BbfSP to do much with in terms of
filtering, much less process the data for user informatiolner&fore, some preprocessing of the
data must occur [Brannon, ]. With a sample rate of 20 MHz, th® dbandwidth would be 10
MHz, much more than is needed for most air interfaces. Theggbne thing that preprocessing
should achieve is to reduce the data bandwidth as well asatserdte. Thus in addition to the
ADC (analog-to-digital converter) a DSP preprocessor gsiired as shown in Figuie2.5.
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Figure 2.4: Direct IF sampling software Defined Radio
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BANDPASS Baseband
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Interface Section

Figure 2.5: Interface circuit required between IF-sampling and baselprocessing
2.2 Architecture Selection

In the above section, different architectures have beaust®d in terms of their performance and
structures. The project aim is to have multi-standard veceivhere the ADC is place as close
to the antenna as possible. The Direct-IF sampling uses dmwaersion process prior to ADC
conversion. This leaves the other two possible arhitedtarbandpass sampling and direct con-
version for the consideration. Bandpass sampling ardhitecloes not require additional circuits
for downconversion prior to quantization. This leads totladl processing required for bandpass
sampling architecture to be implemented on FPGA which carebenfigured to different radio
configuration. Although the choice of ADC becomes moreaaltibut we will not deal with these
issues.

The project focuses on the bandpass sampling architedeeleal only with the sampled data
after the ADC process. It is required to downconvert and d@ammple the individual channels of
UMTS and WLAN standards to baseband.

2.3 Design Process

Bandpass sampling architecture has been selected ass#iddnghe previous section. This leads
to the selection of sampling frequency which is critical. éhrgling frequncy of 676MHz is taken
as a start/[Behjou Nastaran, 2006]. This frequency is belmwequired sampling of 747MHz,
in order to have non-overlap aliases. In the combined spector UMTS and WLAN, there
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2.3 Design Process

is an unsed spectrum between them. By having the overlagealia this unused spectrum, the
sampling frequency can be decreased. This is the case feathpling frequency at 676MHz as
shown in FiguréZl6.

Bandpass Sampling : A band including multi-standards (UMTS & WLAN) is undersampled @ 676 MHz and the Nyquist
frequency band (0-338MHz) contains the aliases of the standard signals. The aliases of the receiving band are overlapped
but aliases for individual standard bands are still non-overlapped. The WLAN becomes spectrally inverted in the Nquist
frequncy zone.

- ! |
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= Vi) | @
| { |
(nr-all I v
T' A
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0 fsi2 fs 3fs/2 2fs 5fs/2 3fs | | Tis2 | (k)

| | |
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Figure 2.6: Combined spectrum of UMTS and WLAN is bandpass sampled aM#8. 12 channels of UMTS are
required to downsample from 676MHz to 61.44MHz, and 3 chienoEWLAN are required to downsample from
676MHz to 20MHz, along with downconversion to base band.

The combined spectrum is aliased to Nyquist-zofig¢%) as overlap aliases but the required
UMTS and WLAN bands are still non-overlapped. The zoom ot#pen in the Nyquist-zone is
shown in the Figure217.

Nyquist frequency zone (0-338MHz) having two aliased spectrums for UMTS & WLAN. The WLAN is spectrally inverted.

BW=222

| |
|
1 O] 220 ] [zea |
|

0 O 0 G B E B G e

Figure 2.7: The zoom of spectrum in the Nyquist-zone. The resulted ediasgnals for UMTS and WLAN lie at
(82-142)MHz and (220-304)MHz respectively.

The individual channels (12 UMTS channels and 3 WLAN chas)nale shown in Figurle3.8.
Each of UMTS channel is 5MHz wide and have 5MHz of spacing betwinter-channel carriers,
whereas each of the WLAN channel is 24MHz wide and have 30Mt&pacing between inter-
channel carriers.

The resulted aliased signals for UMTS and WLAN lie at (82)Miz and (220-304)MHz
respectively. The goal is to downsample these signals tdékaed rate i.e. 20MHz for WLAN
and16 x 3.84 = 61.44MHz for UMTS. 3.84 is the UMTS bandwidth and the numbg@iis the
oversampled ratio that can vary as 16, 32, etc. But the nub®éras been taken into account.
The required sample rates for UMTS and WLAN are summarietenrabldZ]1.
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Individual channel representation of UMTS & WLAN standards. UMTS has 12 channels of 5MHz each with no
spacing among them, wheras WLAN has 3 channels of 24MHz each with 6MHz of spacing among channel bands.

N N S S N S N N 7 4 A 4 B

7

Ch1 Ch2 Ch3 Ch12 Ch1 A Ch2 A Ch3 A
_______ A, o A,
i i i 70 V) Y7
0 0 0

0 f=6144 MHz 0 o 0 f’=20MHz
Each of the UMTS channel is to be downsampled from Each of the WLAN channel is to be downsampled from
676MHz to 61.44MHz and downconverted to baseband 676MHz to 20MHz and downconverted to baseband as
as well (as shown above) well (as shown above)

Figure 2.8: Individual channels: (12 UMTS channels and 3 WLAN channdigch of UMTS channel is 5MHz wide
and have 5MHz of spacing between inter-channel carriergreds each of the WLAN channel is 24MHz wide and

have 30MHz of spacing between inter-channel carriers.

Specifications for UMTS and WLAN sample rates
Standards | Current sampling rate (MHz) | Desired Sampling rate (MHz)
UMTS 676 61.44
WLAN 676 20

Table 2.1: Specifications for UMTS and WLAN sample rates.

In order to extract these channels and downconvert themseblaad at the required rates,

channelizers are required, which will be explained in the section.

2.4 Channelization

A conventional way to do channelization is presented in ihafeZ9, where each channel is first

downconverted to baseband and then downsampled aftengdksbugh a lowpass filter.

e—jeun

Lowpass filter Channel 0
edlm Lowpass filter Channel 1

Sampled data : :
e-JOkn ! !
Lowpass filter Channel k
&) °
e'joM-ln

Lowpass fiter Channel M-1
& °

Figure 2.9: Conventional channelization: where each channel is finshdonverted to baseband and then downsam-

pled after passing through a lowpass filter.
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2.4 Channelization

The digital sample rate conversion uses the techniquesasidecimation, interpolation and
combination of them to have rate conversion by rational nensibln a process of decimation by
M, M — 1 samples are discarded and every Mth sample is taken in taaiccbhis results in the
spectral expansion, so the bandwith of the signal is firatged before the decimation process to
compensate this expansion. The general system for deomiatshown in FigurE2210.

Lowpass filter
——»|Gain=1 M >
X[n] Cutoff = /M X[n] X’d[n] = X'[nM]

Sampling period T Sampling period T'= MT

Figure 2.10: General system for sampling rate reduction by facof M [Ala@fpenheim, 1999].

On the other hand, in a process of interpolationMdy A/ — 1 zeros are inserted between the
samples. It results in the aliases at the multiple of the wutigquency which are removed by
using a lowpass filter after the interpolation process. Tére msertion also results in decrease in
the average signal energy, which is compensated by the §#ie €ilter. The general system for
interpolation is shown in FigufeZl 1. These processesxgiaiaed in detail in AppendikIA.

Lowpass filter
I f L »| Gain = L |
X[n] X_[n] Cutoff = wL X_In]
i Sampli iod i i
gearril;l)%llr_}g T‘a=m19lll.ng perio _?_a=m_|;_)llll_ng period
Figure 2.11: General system for sampling rate increase by facér L [Ala@ppenheim, 1999]

There are some of the observation in the conventional ctiaenewvhich are listed below:

e The rate conversion process is carried out after downcsirerand passing through the
filter, which simply discards the samples processed by tlnndonverter and filter(in the
case of decimator). There is no need to process the sampiels are eventually discarded
by the down sample operation. This will result in the sigmifitcomputational savings.

e Rate changes by large factor, requires a long filter whichlt®& an increase in computa-
tional complexity. One of the solutions is to have multigetaperations.

e The downconversion and the filter operate at the same ralte @spgut sampling frequency.

Based on the above observations, there should be somergftbi@nnelizer structure. An ef-
ficient structure performs the channelization as a singleyeteprocess called a polyphase-path
filter bank, which is shown in FiguleZZl12. The polyphaserfittank partition offers a number
of significant advantages relative to the set of individuald-conversion receivers. The primary
advantage is reduced cost due to major reduction in systeoanees required to perform the mul-
tichannel processing [Fredric J. Harris and Rice, 2003 fiéxt section describes the polyphase
channelization in detail.
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Polyphase
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(sampled data) Hm_> M- PNT
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h(n) = h(r+nM)

Figure 2.12: Polyphase channelizer: resampler, all-pas partition i phase shifters
2.5 Polyphase Channelization

In conventional channelizer as shown in Figlird 2.9, indigicchannelizer for each channel are
required. One can form only one channel and by having reamafiglity of that, can be used for
other channels. On the other hand, the channelizer progmséderedric J. Harris’ as shown in
Figure[ZIP is capable of delivering all the required chémpest by using one channelizer. Be-
sides that it is more efficient when large sampling rate caarage required.

In the understanding of polyphase channelizer, a stepwmseps is explained now, starting
from the conventional channelizer and transforming it eoghlyphase channelizer [Fredric J. Harris and Rice, 200:
The block diagram of a single channel of a conventional cbbrer is shown in FiguleZ13. This
structure performs the standard operations of down coiowveis the selected channel with a
complex heterodyne, low-pass filtering to reduce bandwiidtine channel bandwidth, and down
sampling to a reduced rate commensurate with the reducethidth.

-j0.n
ek Digital
Lowpass filter
— H(z) VM ——
X[n] y[n k] y[InM.K]

Figure 2.13: Kth channel of conventional channelizer

The expression fog(n, k), the time series output from the kth channel, prior to redampis
a simple convolution, as shown in the following:

y(n, k) = [:c[n]eij@k”] * h[n] (2.1
N—-1

= Z z[n — r)e 7%l (2.2)
r=0

The summation of Equatidn 2.2 can be rearranged to obtaitagedesummation reflecting
the equivalency theorem. The equivalency theorem staé¢dhb operations of down conversion
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2.5 Polyphase Channelization

followed by a low-pass filter are totally equivalent to theemgiions of a bandpass filter followed
by a down conversion.

N-1
y(n, k) = z[n — r)e 7%l (2.3)
r=0
N-1
= z[n — rle "0k p[r] e (2.4)
r=0
N-1
= eI Z z[n — r]h[r]el (2.5)
r=0

The block diagram demonstrating this relationship is shawRigure[ZI}, while the rear-
ranged version of Equatidn2.2 is shown in Equalioh 2.5.

Digital g0
band-pass filter
—> Hze®n) | — VW >
X[n] y[n.K] y[nM.k]

Figure 2.14: Bandpass filter, Kth channel of channelizer

Applying the transformation suggested by the equivalehepttem to an analog prototype sys-
tem does not make sense since it doubles the required hardivarould have to replace a com-
plex scalar heterodyne (two mixers) and a pair of low-pagsrsilwith a pair of bandpass filters,
containing twice the number of reactive components, antl admplex heterodyne (four mixers),
whereas digital filters which are defined as a set of weiglat®dtin coefficient memory. So, in
the digital world, no cost is incurred in replacing the loasp filter required in the first option with
bandpass filter required for the second option. This is aptished by a simple download to the
coefficient memory.

It is noted that following the output down conversion, a skmpte reduction is performed by
retaining only one sample in evefy samples. Recognizing that there is no need to down convert
the samples that are discarded in the down sample operatiamly the retained samples are to
be down sampled. This is shown in Figlre2.15.

Digital e IM6,n
band-pass filter

—> HZze™™) jym

X[n] y[InM.K]
Figure 2.15: Down-sampled down-converted bandpass kth channel of efiaan
The down converter is shifted to the low data-rate side ofélseampler, it is, in fact, also down
sampling the time series of the complex sinusoid. The miatate of the sampled complex si-

nusoid is©; and M ©, radians per sample at the input and output, respectivel{heoM-to-1
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resampler.

This change in rotation rate produce an aliasing affectpassid at one frequency or phase
slope, appears at another phase slope when resampled. #agunis invoked on the sampled
data center frequency of the down-converted channel, bgsihg center frequencies, which will
alias to DC (zero frequency) as a result of the down sampény ©,. This condition is assured
if MO, is congruent t@x, which occurs whe/©; = k27 or, more specifically, whe®, =
k2w /M.

Digital
band-pass filter

—> H(ze @My M —

X[n] y[nM,K]

Figure 2.16: Alias to baseband down-sampled down-converted bandpash&hnel of channelizer

The modification to Figur€2Z15 to reflect this provision i®; = k2x/Mis seen in Fig-
ure[ZTI6. The constraint that the center frequencies bgeantaultiples of the output sample
rate assures aliasing to baseband by the sample rate chaihge. a channel aliases to baseband
by the resampling operation, the resampled related hgteeodefaults to a unity-valued scalar,
which consequently is removed from the signal-processath.p

The operations invoked by applying the equivalency theaiethe down-conversion process
has following sequence of maneuvers:

e slide the input heterodyne through the low-pass filters e thutputs;

doing so converts the low-pass filters to a complex bandpliéess fi

slide the output heterodyne to the downside of the down sampl

doing so aliases the center frequency of the oscillator;

restrict the center frequency of the bandpass to be a naultiithe output sample rate;

doing so assures alias of the selected passband to baseb#reresampling operation;

discard the now unnecessary heterodyne.

The savings realized by this form of the down conversion is tiuthe fact that it no longer
requires an oscillator, nor the input mixer to effect thejérency translation.
2.5.1 Transforming the channelizer

The current configuration of the single-channel down caevenvolves a bandpass filtering op-
eration followed by a down sampling of the filtered data tasthe output spectrum to baseband.
There is no need to compute the output samples from the pabéhiar that will be discarded by

20



2.5 Polyphase Channelization

the down sampler. Now interchange the operations of filtdrdown sample with the operations
of down sample and filter. The process that accomplishesriteischange is known as tmoble
identity which states that the output from a filtéf(z"') followed by an M-to-1 down sampler
is identical to an M-to-1 down sampler followed by the filtefzZH TheZ™ in the filter impulse
response shows that the coefficients in the filter are segghidtsamples rather than the more
conventional one sample delay between coefficients in ttee Fl(z).

In order to apply the noble identity, some rearrangementitvé® done and it starts with an
initial partition of the filter into M-parallel filter pathsThe Z-transform description of this par-
tition is presented in Equatido 2.8, which is interpretedrigures CZIIM 21§ 219. For ease of
notation, first the baseband version of the noble identigxamined and then trivially extend it to
the passhand version.

N—-1
H(Z) = hln)Z~" (2.6)
n=0
N—-1
= Y ZH.(ZM) (2.7)
r=0
N-1 (N/M)—1
= Z7" > h(r+nM)zM" (2.8)
r=0 n=0

The block diagram reflecting this M-path partition of a repéed digital filter is shown in
figure[Z1Y.

x[n]

—T Hy (")

H,@")
% +>—¢ M >
H,(z") yn] y[nM]

Hovn(@")

Figure 2.17: M-path partition of a prototype low-pass filter with outpasampler

The output of the filter is the resampled sum of the output efgbparate filter stages along
the M-paths. The resampler is pulled through the output satiom element and down sample
the separate outputs, only performing the output sum fordtened output sample points. With
the resamplers at the output of each filter, which operatesvery Mth input sample, which is
prepared to invoke the noble identity and pull the resamipléhe input side of each filter stage.
This is shown in FigurE2218.

The input resamplers operate synchronously, all closingeasame clock cycle. The signal
delivered to the filter's path are one-stage delay line, fwhsgcthe previous input sample. The
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xn] M H,(2)
Z
VM H, @)
& Bor
M H,(@) yinM]
|
L |
i
vM Howr)@)

Figure 2.18: M-path partition of a prototype low-pass filter with inpuseempler (Noble Identity)

interaction of the delay lines in each path with the set ofthyonous switches(M-1 converters)
can be likened to an input commutator that delivers sucoessimples to successive legs of the
M-path filter. This interpretation is shown in Figure3.19.

o—3 H,®@
o—y H,@
+
x[n] —3 H,© ‘ y[nM]
|
|
|
T H-1)(@)

Figure 2.19: M-path partition of a prototype low-pass filter with inputtpalelays and M-1 resamplers replaced by
input commutator.

Now the final steps of the transform is carried out that chaaggandard mixer down converter
to a resampling M-path down converter. By applying the fesgry translation property of the
Z-transform, a low-pass filter can be converted to a bandfiésisby associating the complex
heterodyne terms of the modulation process either with ltiee feights or with the delay elements
storing the filter weights.

N-1

H(Z) = Y hnjz™" (2.9)
n=0

G(Z) = H(Z)|.eeny=H(e"Z) (2.10)

Now applying this relationship to Equati@nP.5 or, equivdle to Figure[2ZIP by replacing
eachZ with Ze=7?, or more clearly, replacing eacti—' with Z—'e7?, with the phase term sat-
isfying the congruency constraint that= k(27 /M). ThusZ~! is replaced withz —1eik(27/M),
and Z—Mis replaced withz —M7#M@27/M) By design, the kMth multiple ofr /Mis a multiple
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2.5 Polyphase Channelization

of 27 for which the complex phase rotator term defaults to unityndhis interpretation, aliases
to baseband (dc). The default to unity of the complex phateaiooccurs in each path of the
M-path filter shown in FigurE2Z20. The nondefault complergihangles are attached to the de-
lay elements on each of the M paths. For these delays, the térfare replaced by the terms
ZTedkr(27/M)  The complex scalar attached to each path of the M-path éiéterbe placed any-
where along the path and, in anticipation of the next stepctimplex scalar are placed after the
down-sampled path filter segmeriis (Z). This is shown in FigurE2Z20.

Psg/r;:i:::ie eiOk(21'c/M)
Hy(2)
o 1k@aM)
@ v [NM.K]
yInM,
Xin] 9_,
A
H,2)
T |
| |
: ! G-k @mM)
HM-1(Z) 1

Figure 2.20: Re-sampling M-path down converter

The modification to the original partitioned Z-transformEduationZB to reflect the added
phase rotators of FiguEe2]20 is shown in the following:

M-1
H(Ze—j(2r/M)k) = > Z7"e/CTMIvH (7) (2.11)
r=0
The computation of the time series obtained from the outpuinsation in Figur€2.20 is shown
in EquatioZ1P.

M—-1
y(nM, k) = Z yr(nM)e? G/ M)k (2.12)
r=0
Here, the argument M reflects the down-sampling operation, which incrementsutn the
time index in stride of lengttd/, delivering everyM** sample of the original output series. The
variabley, (nM) is then M sample from the filter segment in th& path, andy(nM, k) is the
nM*™ time sample of the time series from th& center frequency. The down-converted center
frequencies located at integer multiples of the output $arfipquency are the frequencies that
alias to zero frequency under the resampling operatione Mt outputy(nM, k) is computed as
a phase coherent summation of thieoutput serieg;,.(nM ). This phase coherent sum is, in fact,
a discrete Fourier transform (DFT) of the M-path outputsiclvitan be likened to beam forming
the output of the path filters.

The beam-forming perspective offers an interesting irtsighthe operation of the resampled

down-converter system. The reasoning proceeds as follihescommutator delivering consecu-
tive samples to the M input ports of the M-path filter perforandown-sampling operation. Each
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port of the M-path filter receives data at oh&” of the input rate. The down sampling causes the
M-to-1 spectral folding, effectively translating the M-ftiples of the output sample rate to base-
band. The alias terms in each path of the M-path filter exhibiue phase profiles due to their
distinct center frequencies and the time offsets of thebffit down-sampled time series delivered
to each port. These time offset are, in fact, the input desysvn in Figurd—Z18 and in Equa-
tion[ZI3. Each of the aliased center frequency experieagdmse shift shown in Equatibn2.13
equal to the product of its center frequency and the path diefey.

o(r k) = wp AT, = 2n(fs/M)krTs = 2n(fs/M)kr(1/fs) = (2n/M )kr (2.13)

The phase shifters of the DFT perform phase coherent sutmmatery much like that per-
formed in narrow-band beam forming, extracting from the iaxyof aliased time series, the alias
with the particular matching phase profile. This phaseife@asummation aligns contributions
from the desired alias to realize the processing gain of themrent sum while the remaining alias
terms, which exhibit rotation rates corresponding to theddts of unity, are destructively can-
celed in the summation.

The inputs to the M-path filter are not narrow-band, and plshsie alone is insufficient to
effect the destructive cancellation over the full bandtvidt the undesired spectral contributions.
To successfully separate wide-band signals with uniqusgpeofiles due to the input commuta-
tor delays, the operation equivalent of time-delay beammiiog must be performed. The M-path
filters, obtained by M-to-1 down sampling of the prototypepass filter supply the required
time delays. The M-path filters are approximations to afispfilters, exhibiting, over the channel
bandwidth, equal ripple approximation to unity gain andgbeof linear phase shifts that provide
the time delays required for the time-delay beam-formirsg.ta

A useful perspective is that the phase rotators followirg fihers perform phase alignment
of the band center for each aliased spectral band while tlyplpase filters perform the required
differential phase shift across these same channel batithitivhen the polyphase filter is used
to down convert and down sample a single channel, the ph&s®n® are implemented as ex-
ternal complex products following each path filter. When akmumber of channels are being
down converted and down sampled, appropriate sets of pbteens can be applied to the filter
stage outputs and summed to form each channel output. Wkemuthber of channels becomes
sufficiently large in the order dfogs(IV), the DFT operation can be used to simultaneously ap-
ply the phase shifters for all of the channels required toaextfrom the aliased signal set. For
computational efficiency, the FFT algorithm is used to impdat the DFT.

2.5.2 Summary

The commutator performs an input sample rate reduction bynmatating successive input sam-
ples to selected paths of the M-path filter. Sample rate temuoccurring prior to any signal
processing causes spectral regions residing at multiplé® @utput sample rate to alias to base-
band. This desired result allows to replace the many downerters of a standard channelizer,
implemented with dual mixers, quadrature oscillators, ladwidth reducing filters, with a col-
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2.6 Polyphase filter bank parameters

lection of trivial aliasing operations performed in a smglartitioned and resampled filter.

The partitioned M-path filter performs the task of alignihg time origins of the offset sampled
data sequences delivered by the input commutator to a singhenon output time origin. This is
accomplished by the all-pass characteristics of the M-filitin sections that apply the required
differential time delay to the individual input time serie$he DFT performs the equivalent of
a beam-forming operation; the coherent summation of the-tifigned signals at each output
port with selected phase profiles. The phase coherent suamraftthe outputs of the M-path
filters separate the various aliases residing in each pattobstructively summing the selected
aliased frequency components located in each path, whilalsineously destructively canceling
the remaining aliased spectral components.

2.6 Polyphase filter bank parameters

Channel bandwidth, spectral spacingand theoutput sampling rates are the parameters, re-
quired to be adjusted for the polyphase channelizer. The pé&fforms the task of separat-
ing the channels after the polyphase filter so it is naturalaiclude that the transform size is
locked to the number of channe|s [Fredric J. Harris and Ri063]. Filter bandwidth is deter-

mined by the weights of the low-pass prototype and that thisdividth and spectral shape is
common to all the channels. In standard channelizer desigashandwidth of the prototype is
specified in accord with the end use of the channelizer ositpwihen a channelizer is used to
separate adjacent communication channels, which areatbered by known center frequencies
and known controlled nonoverlapping bandwidths, the chbrer must preserve separation of
the channel outputs. Inadequate adjacent channel separasults in adjacent channel interfer-
ence [[Fredric J. Harris and Rice, 2003].

The polyphase filter channelizer uses the input M-to-1 rediagn to alias the spectral terms
residing at multiples of the output sample rate to basebdrtds means that, for the standard
polyphase channelizer, the output sample rate is the sathe abannel spacing. When operated
in this mode, the system is calledreaximally decimated filter bank

2.7 Maximally decimated filter bank

The general blocks of this efficient channelizer are showRigure[ZZL. When sample rate
matches with the spectral spacing, the filter bank is saietmaximally decimated.

64-1 64-

64-Path . channels
Input Transfer 64-Point Output
7> pufer [ 7% FoWPhase O muger P EET 7> Buffer

X[n] 64 64 Filter 64 64 64 64 y[64n]

Fs =12.288
MHz Fs'=12.288/64
=192 KHz

Figure 2.21: Maximally decimated filter
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Figure[ZZ1 shows a system in which a sequencg & downsampled by a factor aff = 64
and fed to a 64-path polyphase filter. The commutator peg@minput sample rate reduction by
commutating successive input samples to selected pathe M-path filter. The down-sampler- a
commutator operating at a rate of M (64), is an efficient impmatation of down-sampler, instead
of using delay elements and then 64-1 (M-1) down-samplersdoh polyphase path.

In order to change the desired sampling rate along with numbehannels (which are same
for maximally decimated filter bank), the filter structuransdified as shown in FiguieZ21. Let
the desired downsampling factor be 48 instead of 64 and nuaflmannels be 50 instead of 64.

50
Channels
48-1 out of 64-
. 64-Path . ’ channels
Circular Circular 64-Point Output
— | Polyphase —/p —p —>
X[n] “ Buffer | Fiter  |ex | Buffer |ef FFT |5 7| Buffer [0 Jjasn

Fs =12.288
MHz Fs'=12.288/48
= 256 KHz

Figure 2.22: Modified Maximally decimated filter to have different decime factor along with different number of
channels

Thus, the task is to use the 64-point DFT to separate andeddi¥ of the possible 64 chan-
nels spanned by the sample rate, but to deliver one outpypledior every 48 input samples.
Figure[Z2ZP is a block diagram of the modified form of origimadximally decimated version
of the 64-stage polyphase channelizer. The differenceantwo systems resides in the block
inserted between the 64-stage polyphase filter and the B4-pBT. Remarkably, the inserted
block performs no computation, but rather only performs taadescheduled circular buffers
shifts [Fredric J. Harris and Rice, 2003]. The details ofypblse channelizer for non-maximally
decimated mode will be explained in the next sections.

2.8 Polyphase Computational Complexity

This section compares the computational workload requo@cplement a channelizer as a bank
of conventional down converters with that required to immpat the polyphase resampling ap-
proach.

Taking an example of the 50-channel channelizer to supglyahaumbers. First the length
of the finite impulse response (FIR) prototype filter s regdito satisfy the filter specifications.
The filter designed to operate at its input rate (12.288 MH®)its specifications controlled by its
output rate (256 kHz). This is because the filter must satiefyNyquist sampling criterion after
spectral folding as a result of the down-sample operatidre [&€ngth of any FIR filter is controlled
by the ratio of input sample rate to filter transition bandWwidnd the required out-of band attenu-
ation, as well as level of in-band ripple. Standard desidgsrdetermine the filter length from the
filter specification, and the filter length was found to be 5apst
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2.8 Polyphase Computational Complexity

An important consideration and perspective for filters tteate different input and output sam-
ple rates is the ratio of filter length (with units of operatioutput) to resample ratio (with units of
inputs/output) to obtain the filter workload (with units gferations/input) [Fredric J. Harris and Rice, Z2003].
A useful comparison of two processes is the number of midS@nd adds per input point. A mul-
tiply and add with their requisite data and coefficient fetghles is counted as a single processor
operation and uses the shorthand notation of "ops" per.input

A single channel of a standard down-converter channelemuires one complex multiply per
input point for the input heterodyne and computes one caxnplgput from the pair of 512 tap
filters after collecting 48 inputs from the heterodyne. Ttwarfreal ops per input for the mixer and
the two (512/48) ops per input for the filter result in a perrote workload of 26 ops per input,
which occur at the input sample rale [Fredric J. Harris arme R2003].

The polyphase version of the down converter collects 48tisgmples from the input commu-
tator, performs 1024 ops in the pair of 512 tap filters, and therforms a 64-point FFT with its
upper bound workload of real ops. The total workload of 10@¢ for the filter and 768 ops for the
FFT results in 1792 ops performed once per 48 inputs for aut wprkload of 38 real ops/input.
The higher workload per input is the consequence of forméhg@put channels in the FFT, but
preserving only 50 of then [Fredric J. Harris and Rice, 2003]

The workload per input sample for the standard channelizes faund to be 26 ops, and for
the polyphase channelizer was found to be 38 ops. The adyaidahat the polyphase 38 ops
per input built all 50 channels, and the standard down coerer26 ops per input built only one
channel and has to be repeated 50 times. Thats impressiyetomparing numbers, it can be
concluded that the polyphase form should be used even i&jfest output channels are required,
because the polyphase down converter requires less catopstéhan even two standard down
converters.

While comparing hardware resources, the standard chaeneliust build and apply 50 com-
plex sinusoids as input heterodynes to the input data atitifeihput sample rate and further
must store the 50 sets of down converted data for the filterpegations. On the other hand, the
polyphase filter bank only stores one set of input data bectngscomplex phase rotators are ap-
plied after the filter rather than before and the phase nstatiee applied at the filter output rate, as
opposed to the filter input rate.
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CHAPTER 3

WLAN AND UMTS CHANNELIZERS

In this chapter, polyphase channelizers for WLAN and UMTE& designed based on the analy-
sis carried out in the ChaptEl 2. It cover the basic chanemsljsystem level modifications, and
techniques to obtain the desired output sampling rate.dBas¢he observations, polyphase chan-
nelizers are reconstructed (after resampling the datajrdaer to reduce the processing load on
the sub-filters. Refering back t4*-Model, we are now in the Algorithm domain, performing the
Application to Algorithm mapping, as shown in the Figlire 3.1

Application

Multi-standard

Wireless Rad/if/-""'\\\So are Radio

Digital Radio ( ‘ ‘

\ )
Software Defined Radio . »,%\

Algorithm

Bandpass sampling and filtering

Multi rate Signal Processing

Decimation ahd Down conversion

Architecture

Figure 3.1: A3-Model: Emphasising the Algorithm domain, where the maggiom the Application to Algorithm is
performed.

3.1 WLAN and UMTS Channelizers

Polyphase channelizer are most efficient in term of comjmutsiand required hardware resources
as compared to standard channelizer. Based on the unicatesefe of the polyphase channelizer,
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Chapter 3 WLAN and UMTS Channelizers

we have choosen it, to implement the project scenario.

Channel Selector

WLAN —
—
B DS | » POLYPHASE |
CHANNELIZER || * Baseband
N Processing
—>» ADC > — DsSP
k > g
>
BANDPASS POLYPHASE >
CHANNELIZER | |
>
uMTS

Figure 3.2: The modified bandpass receiver structure: The bandpass fite required to seperate the bands of
UMTS and WLAN standards, and their channels are further dsmmpled and down converted to base band by using
channelizers.

In order to use the polyphase channelizer, the bandpassees&ucture has to be modified
as shown in the Figule_3.2. The bandpass filters are requiregperate the bands of UMTS and
WLAN standards, and their channels are further down sanghelddown converted to base band
by using channelizers. Focusing to the channelizer bloekhawe to calculate the channel spac-
ing, number of channels/transform size in accordance wéhrtput sampling rate, along with the
downconversion factor. In WLAN, the Nyquist zone alias desat (220-304)MHz, with individu-
als channels centered at 232, 262 and 292 MHz, whereas in UM& Slyquist zone alias reside
at (82-142)MHz, with individuals channels centered at 88%5, .... and 139.5 MHz.

The relation between the sampling frequency, channel sgaid number of channels for the
polyphase channelizer is [Fredric J. Harris and Rice, 2003]

fo = NxAf (3.1)

where f; is the input sampling frequencyy is number of channels/transform size aid is
the inter channel spacing.

The number of channels/transform size for WLAN and UMTs cem4t to be 22.53 and 135.2
for the channel spacings of 30 and 5 MHz respectively at 678Mibsampling fequency. These
are the numbers for which the input spectrum is divided imfoaé spectral bins. There are two
requirements here, one is that thé)(number of channels should be an integer, and second that the
channels to be down-sampled and down-converted to basshanttl be centered to the multiples
of the channel spacing. For both of these two conditiongjgiase channelizer do not fit over the
given scenario of UMTS and WLAN aliases as shown in Figurk 3.3

Channelization in this case will results in the correspogdiffset from the baseband for each
of the downconverted channel as shown in the Fifuie 3.4.

The first condition i.e. channel numbers to be an integer mupdan be meet by changing ei-
ther the sampling frequency) or the channel spacing\(f). The baseband offsets of the down-
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A) WLAN channel carrier positions at the equally distributed spectral spacing of 30MHz
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|B) UMTS channels carrier positions at the equally distributed spectral spacing of SMHz

Figure 3.3: Equal spectral distribution of WLAN and UMTS spectrum to 3@ &MHz channel spacing respectively.
Non of the WLAN and UMTS channels become centered on the phedtiof 30 and 5 MHz placing respectively.

1 1

1
-
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(A) WLAN channels converted to baseband having the offset, same as in the equal spectral spacing of 30MHz

CH1 CH2 [CHIT ] [CcH1Z ]
[[0.5MHz Offset | [ 0.5MHz Offset | [0.5MHz Offset | [ 0.5MHz Offset |

(B) UMTS channels converted to baseband having the offset, same as in the equal spectral spacing of 30MHz

Figure 3.4: Channelization results in the corresponding offset froentitaseband for each of the downconverted chan-
nel, due to non-centered channels on the equally distrigedtral placing.
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Chapter 3 WLAN and UMTS Channelizers

converted channels due to voilation of the second requiteoam be treated by having follwing
three ways:

e One is to change the sampling frequency and chosen suchhthatiases of UMTS and
WLAN channels satisfy the required demands of being at thialexpectral intervals.
Different sampling frequencies instead of 676MHz are t(fezjuencies lower than 676 MHz),
keeping the required aliases of UMTS and WLAN non-overlappe order to meet the in-
teger number of channels and equal spectral spacing, buifribam satisfied both of these
conditions.

e Second way is to use the channelizer as it is, with unequalrgiglacements but having
the first condition true. In order to compensate the resutegliency offset from the base
band, the signal can be further hyterodyned and lowpassfiltas shown in the FigufeB.5.

Hytrodyning

X[n]
M-Path
Polyphase

channelizer -jon

Figure 3.5: Frequency offset from the base band is compensated by funyterodyned and lowpass filtering
the signal.

But this is not an efficient structure, since it uses an exitier fand a mixer for each of the
channel, resulting in the requirement of more hardwareuress. The required mixer can
simply be restricted ta-1 or 0, if the required hytrodyne is a simple translation from the
quarter sampling rate to the base band, thus avoiding thefuszual multiplication.

e The third way is to made some changes in the polyphase steustuthat this hetrodyning
gets embedded in it. Now a variant of the polyphase strudtaving the required funtion-
ality is described[Harris, 2006]. The Z-transform of thequency translated version of the
prototype filter impluse response is:

N-1
H(Z) =Y h(n)e/r/Mnk z=n (3.2)

n=0

and the 1-to-M polyphase partition of it is:

M—1(N/M)-1

H(Z) _ Z Z h(?“ + nM)ej(Qﬂ'/M)(T-l-nM)kZ—(T-l—nM) (3.3)
r=0 n=0
M-1 (N/M)—1
_ Z Sj(QW/M)rkZ_T Z h(’l“ + nM)ej(27r/M)an;Z—nM (34)
r=0 n=0
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3.1 WLAN and UMTS Channelizers

When the frequency index k is an integ@rrnk is congruent t@x, and the selected fre-
guency bin, bin k, aliases to zero in the polyphase partitdwvariant of this relation ship
is obtained by replacing with & + s/d, where s= 0,1,2...d-1. Lets take= 4 and thes
becomes 0,1,2,3. and the resulted equation is:

M-1 (N/M)—
H(Z) — Z ej (2m/M)r k+s/4)Z—r Z h 7“ + nM)ej(27r/M)nM(k+s/4)Z n% 5)
r= n=0
M—1 (N/M)—1
— ej(QW/M)T(k‘f‘S/‘l)Z_T Z h(T‘ + nM)ej(Qﬂ/4)nsZ—nM (36)
r=0 n=0

which shows the inner sum representing the operation ofgbalye stage still has a phase
shift that varies with time index. The residual phase term for the cake- 4 is simple
power ofj. In the operation, when path cofficints are loaded into thhb fikers, the coeffi-
cents are rotated by the path rotatiorp(j0.57n) for s=1 orexp(—;0.57n) for s=3. This
pre-rotation of the weights results in successful coneersby the sampling operation, of
the frequency component of the channels offset by the quaifrtee channel spacing. This
offset is also embedded in the phase rotators on each palgmran that are applied in the
outer summation of Equatidn_B.6, embedding the j phaseomiathe path weights has a
slight impact on the structure of the plyphase filter arms thedsubsequent phase rotator.
While no actual complex products are involved in the polgeharm, the data formed by the
polyphase arm are now complex rather than real. This meang$dimely complex scalar
phase rotator applied at the stage output now requires edmplex product. The structure
of the modified polyphase filter is shown in the Figlird 3.6.

Polyphase ejO k'(2t/M)

Partition

O Hy(+-i2) 7

2

oi1k@rM)

K = k+-(%)

too—frcml,

Polyphase Filter Bank
with +-j Rotators

ej(M Nk'@r/M)

Figure 3.6: Modified form of the polyphase channelizer to compensatbdseband offset to zero. The struture
is efficient for the offsets of quarter multiples of the chalspacing.

The structure shown above describe the senario of offseqsianter steps of the channel
spacing. The significance of this quarter offset intervalthat no actual complex products
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Chapter 3 WLAN and UMTS Channelizers

are involved in the polyphase arms. The offsets other thamtiarter one can be achieved
in the polyphase structure but doing so results in complexysts in the polyphase arms,
requiring more hardware resources.

3.1.1 Conclusions

The methods for compensating the offsets of the downcaedesignals to baseband have
been discussed above and it is seen that the modified polygirasture is more efficient.
Furthermore the modified structure is best for the offsetpiafter multiples of the channels
spacing.

3.2 Modified System Design

Based on the conclusions above, it is seen that the offsdteofjtiarters of the channel spac-
ing can be efficiently downconverted to the baseband. But évis modification does not help
in transforming the UMTS and WLAN channels to baseband, lmzan WLAN the offsets of
8MHz is not the quarter sub-multiple of channel spacing d¥iB& and in UMTS the offsets of
0.5MHz is not the quarter sub-multiple of channel spacin§MfHz. In order to fit the polyphase
channelizers, there can be two options:

e The UMTS and WLAN channels are resampled in such a way thaethdted signals fullful

the requirements of the polyphase channelizers. It is shiowigure[3.Y.

Channel Selector

WLAN J—

BAFTBTF:EA;QSS ’“% SAI\}:FI’EI__ER %” POLYPHASE
CHANNELIZER

Baseband
Processing

1y

—_» ADC » L] DSP
u BAFTETEQSS F+ SAI\':FI::I-_ER %” POLYPHASE |-
! | CHANNELIZER

Ly

UMTS

Figure 3.7: Re-sampler blocks inserted prior to the UMTS and WLAN chéimass to fullfill the polyphase
channelizer requirements, but it do not work out.
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The re-sampler block is in fact a sample rate converter.eifit integer factors have been
tried but even doing so does not solve the required chanaelirgp and integer number of
channel requirement. Rational number factor have not kréth gince it would require an

extra filter, which will require extra hardware.

The second option is to change the sampling frequency ofytbiers and select the one
that results in equal channel spacing and integer numbeharirels, as required by the
polyphase channelizer. Different sampling frequencies ligeen tried to bind all the re-
quired parameters (frequencies higher than 676MHz) antlyfiasampling frequency of
840MHz become the one that meets these requirements. Sartimirsg frequeny of the



3.2 Modified System Design

Bandpass Sampling : A band including multi-standards (UMTS & WLAN) is undersampled @ 840 MHz
and the Nyquist frequency band (0-420MHz) contains the aliases of the standard signals. The aliases of
the combined band of 374MHz are non-overlapped. The WLAN and UMTS both are spectrally inverted in

the Nquist frequncy zone.
I

I
- [ Aased/ | [ 2400 2484_|
%4 |
| v
v
| ;
i : | : .
0 fs/2 fs 3fs/2 2fs 5fs/2 3fs (MHz)

Figure 3.8: The combined spectrum of UMTS and WLAN is bandpass sampl@dG@¥IHz, and the resulted
aliases in the Nyquist zone are spectrally inverted.

system has been changed to 840MHz. The corrsponding saygilases are shown in
Figure[38.
The corresponding channels of UMTS and WLAN are shown in feigl®.

Individual channel representation of UMTS & WLAN standards. UMTS has 12 channels of 5SMHz each with no
spacing among them, wheras WLAN has 3 channels of 24MHz each with 6MHz of spacing among channel bands.
WLAN UMTS

N o -
1 1 =

Figure 3.9: Individual channels: (12 UMTS channels and 3 WLAN channdigich of UMTS channel is 5SMHz
wide and have 5MHz of spacing between inter-channel carnenereas each of the WLAN channel is 24MHz
wide and have 30MHz of spacing between inter-channel carrie

The channel spacing for UMTS is set to be 5MHz that correspdnd 68 channels for the
input frequency of 840MHz, whereas for WLAN, channel spgadsiset to be 24MHz that
corresponds to 35 channels. The channel positions of UMTS/MbAN on the spectral

distribution of 5SMHz and 24MHz are shown in Figlrel3.9.

It is seen from the Figure_3.9 that in the case of UMTS, all thennels centered at the
offset of half of the channel spacing (2nd multiple of thenyeraof channel spacing), so the
corresponding value of becomes 2 and channel numievaries from 70 to 81. So one
polyphase structure can extract all the channels at the semee In the case of WLAN,
the arrangement is somehow different. Channels are cend¢igositions characterized by
(k=2,5=0),(k=3,s=1),(k=4,s=2). This means that for edde channel, one has to change
the s parameter. This will limit the extraction of WLAN channel éme at a time, and de-
pends on the value afalong with value ofi. Since we deal with only one of the channels
from UMTS and WLAN at a time, so it does not make a differenche Thannel spacing
and corresponding number of channels are listed in Table 3.1
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A) WLAN channel carrier positions at the equally distributed spectral spacing of 24MHz

CH12 CH11 CH10 CH3 CH2 CH1
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B) UMTS channels carrier positions at the equally distributed spectral spacing of 5SMHz

Figure 3.10: Equal spectral distribution of WLAN and UMTS spectrum to 3@d&MHz channel spacing
respectively. UMTS channels become centered on the mestipll 5SMHz plus two quarters of 5SMHz, whereas
in WLAN channels, one become centered on the multiples of 22Manother requires an extra offset of one
quarter of 24MHz and the other requires an extra offset ofquarters of 24MHz.

Specifications for UMTS and WLAN channelizers

Cases | Sampling rate | Channel Spacing| No. of Channels
(MHz) (MH2z)

UMTS 840 5 168

WLAN 840 24 35

Table 3.1: Specifications for the channelizer for UMTS and WLAN
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3.3 Sampling Rate Changes

After selecting the channel spacing and corresponding eumbchannels, the corrsponding
structures for polyphase channelizer for WLAN and UMTS dreve in Figure§=311 arld 312
respectively.

Polyphase Channelizer
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2 2 CH1: K =2+(0/4)

|
|
| CH2 K =3+(1/4)
| CH3 K =4+(2/4)

Polyphase Filter Bank with +-j Rotators

Figure 3.11: 35-Path Polyphase channelizer for WLAN

After specifying the polyphase channelizer structure,dt@nnel spacing and number of chan-
nels, now the next task is to obtain the desired output sagpfiequency, which is controlled by
the commutation operation at the input to the channeliziee riext section describe the operations
to change the output sampling rate.

3.3 Sampling Rate Changes

In order to change the sampling rate in a polyphase chaenebne of the straight forward ap-
proach is to change the sampling rate after the polyphasd-Biidoperation[[Chris DicK, ], as
shown in the FigurEZ3:1 3. In this case P/Q resampler bloekssed at the output of each channel.
By changing the values of P and Q, required sampling rate eathieved.

An alternate option is to embed the resampling in the polgph@mmutator, in the interac-
tion between input data registers and the polyphase cagftii and in the interaction between
the polyphase outputs and the FFT ingut [Chris Dick, ]. Thpam has no computational cost,
requiring only a state machine to schedule the interactiaimich will be explained in the next
sections.

3.3.1 WLAN Target Sampling Rate of 20MHz

In the case of WLAN, the number of channels i.e. 35 correspaodhe maximum achievable
factor in the maximally decimated mode, but the requiredrdation factor is840/20 = 42. As
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Polyphase Channelizer
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Figure 3.12: 168-Path Polyphase channelizer for UMTS
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Figure 3.13: Straight forward approach is to change the sampling rater dfte polyphase and FFT opera-
tion [Chris Dick]]. In this case P/Q resampler blocks areduestethe output of each channel. By changing the values of
P and Q, required sampling rate can be achieved.
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mentioned eariler, that any arbitrary sampling rate canchéeesied by simply modifying the com-
mutation operation.

The task is to modify the input commutator to support thea@2-tlown sample rather than the
standard 35-to-1 down sample. This is an almost trivial.td$lke modified resampling is arranged
by keeping the 35-path filter, but feeding 42 ports from theagwtator. The commutator for the
standard 35-point polyphase filter starts at port 34 andi@sli35 successive inputs to ports 34,
33, 32, and so on through 0, the modified commutator starteratopand delivers 7 successive
inputs to ports 6, 5, 4, and so on through 0, and again stdrtingthe bottom i.e. 34, 33 and so on
through 0 thus completing 42 inputs. The previous data ghdineis shifted before accomodataing
next data. Input memory for the 35-path filter must be modiftedupport this long commutator
input schedule. The mapping structure of the reindexing@mehis best seen in the original one-
dimensional prototype filter shown in figure and then tramstéto the two-dimensional polyphase

partition [Haris, 2008).

Length 35 column

of Polyphase !
partition 9:
|
42 input array : : : :
| | ! |
o : : | '
N N [N N |
I I | | ~__
k—— Circular shift —0—| 42 input array again
Eﬁ |
1 ! 2
| |
|
S~ N~ ~—_
4 origin
| F Circular shift —| 42 input array again
- g | |
1 2 3
[N [N [N

4 origin

Figure 3.14: Memory contents for successive 42-point input data blodks & 35-point prototype pre-polyphase

partitioned filter and FFT.

Figure 3.15: Memory contents for successive 42-point input data blogisa 35-point polyphase filter.
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Figure[3 I} presents the memory content for a sequence oéssige 42-point input data
blocks presented to the 35-point partitioned prototyperfilThis figure indicates the interval of
35-tap boundaries that become the columns of the two-diimesisarray, as well as the boundaries
of successive 42-point input blocks that are presentedetantiut array. Successive input blocks
start loading at address 6 and work up to address 0, and ariciire34 up to address 0 again by
shifting the previous data. The beginning and end of thisriratl are denoted by the tail and arrow,
respectively, of the left-most input interval in the filteray. As each new 42-point input array is
delivered, the earlier arrays must shift to the right-haide.sThese shifting array blocks, and the
42 input as well, cross the 35-point column boundaries aede¢d, move to adjacent columns in
the equivalent two-dimensional partition. This crossiag be visualized as a serpentine shift of
data in the two-dimensional array or, equivalently, aseutar row buffer down shift of 42 rows in
the polyphase memory with a simultaneous column buffett 8gkt of the input data column. The
operation of this circular buffer is illustrated in Figlréld, which indicates the indexes of input
data for two input cycles. It is seen that, between two sigieesnput cycles, the rows in the bot-
tom one-fifth of memory translates to the top one-fifth, wihiile top four-fifths of rows translates
down one-fifth of the memory. The columns in the bottom fofthéi shift to the right-hand side
on column once, and top one-fifths shift to the right-hane sid column twice during the circular
row translations. The next input array is loaded in thetedtst columns of this group of addresses.

Returning to Figurd_314, the one-dimensional prototypés noticed that every new data
block shifts the input data origin to the right by 42 sampl&he vectorj(r,42n) formed as
the polyphase filter output from all 35 path filters is proeeksby the FFT to form the vector
Y(k, 42n) of channelized (index k) output time series (index 42). Ochesuccessive call to the
FFT, the origin of the sinusoids in the FFT is reset to the ti@gg of the input array. Since
the origin of the input array shifts to the right on successiyuts while the origin of the FFT
simultaneously resets to the beginning of the input arrgyeaessing offset exists between the
origins of the polyphase filter and FFT. Origins are aligmedhoving the offsets, by performing a
circular shift of the vectoyj(r, 42n) prior to passing it to the FFT. Since the offset is periodid an
is a known function of the input array index, the circularseffof the vector can be scheduled and
controlled by a simple state machine. Figlre B.14 showsatatibn of the two origins for two
successive 42-point input arrays and the amount of ciraffaet required to align the two prior
to the FFT. Note that the offset schedule repeats in 5 cy6lbsjng the number of input intervals
of length 42 that is a multiple of 35. The cyclic shift for scluée for the array prior to the FFT is
shown in Figuré-3.16.

In this description of data memory management the filterfaents are not moved from their
original polyphase partition.

Notice in Figurd=3l7 that the cyclic upshift of the severtdaotrows to the top of the stack is
undone by the cyclic down-shift at the output of the sub flteRather than cycle the data regis-
ters, they are kept anchored and the coefficient sets atedot@his equivalent mapping scheme
converts the cyclic shift of the input array and the outputdruo a sliding cyclic load by the input
commutator to a fixed set of registers and a cyclic shift ofdbefficient memory[[Chris DIicK, ].
This is the process described in the state machine listec@lre[[32. It is noted that the Load
Sequence is always to the next 42- registers where the imglexperformed modulo-35. Thus the
next register to accept data as we leave state-0 and movatéelsis R-1, which is actually R34.
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Shift 0 > Shift (-7) > shift (-14) > shift (21) > Shift (-28)

Figure 3.16: Cyclic shift schedule for input array to FFT operation.
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Figure 3.17: Cyclic shift of polyphase output buffer to align time origifi cyclically shifted input buffer with FFT's
reset time origin.
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Chapter 3 WLAN and UMTS Channelizers

In a similar fashion the filter weights assigned to performitiner products with the registers are
always offset -7 modulo 35 relative to the previous filter set

State Machines for LOAD and FILTER coefficients

STATE | LOAD FILTERS
0 R6, R5,...,R0,R34,R33,...,R0| CO,C1,................ ,C34
1 R34,R33,...,R0,R34,R33,...,R28C7, C6,...,C34,C0,C1,...,C6
2 R27,R26,...,R0,R34,R33,...,R21C14,C13,...,C34,C0,C1,...,C13
3 R20,R19,...,,R0,R34,R33,...,R14C21,C22,...,C34,C0,C1,...,C20
4 R13,R12,...,R0,R34,R33,...,RT C28,C29,...,C34,C0,C1,...,C27

Table 3.2: State Machines for register loads and filter coefficients

3.3.2 UMTS Target Sampling Rate of 61.44MHz

In the case of UMTS, the number of channels i.e. 168 corredptmthe maximum achievable
factor in the maximally decimated mode, but the requiredrdation factor i840/61.44 = 13.67.

The required resampling ratio the process is then 13.6 &. 6Bhis ratio can be realized by
first up sampling the input stream by 5 and then down samphkn§& The up sampling is per-
formed by zero packing the input data and the down samplirgelyentine shifting data through
the filter in stride of length 68. This process is illustratedtwo data load iterations in Figuie_3118.

Palyphase Input Data Registers Polyphase Input Data Registers
0 “]o 14
1 1 0
2 2 0
3 3 0
4 4 0
5 5 13
|
| i b |
: 66 [ 1
66 67 0
68 0
68 I I I
68 | i b i
1 | i ! |
[ | 101
P ! 102
! ! ! 103
} ) ) 104
b | P |
| | | ' |
P ! 163
! | ] 164
185 [ | [ ] 165
166 | | 166
167 | |
(A) (B)

Figure 3.18: Successive serpentine data shifts in polyphase memoryaadahd for a 68/5 re-sampling in a 168-stage
polyphase filter. It shows just two data load operations.

There is no actual zero packing in the final configuration,sTihijust to illustrate, how the
(non-zero) data memory interacts with coefficient memadris Worth noting that in the first data
load, the left Figure, 14-actual data samples are delivierélte 68 register addresses, while in the
second load 13-actual data samples are delivered to theg&8eteaddresses. The data loading
procedure is found to be periodic in 210-load cycles for Whiavill require 210-states to control
the process. (The least common multiple of 68 and 168 is 2&&® since 68 zeropacked inputs
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3.3 Sampling Rate Changes

are delivered at a time, results in 42 states. For upsamfdictgr of 5, the LCM of 42 and 5
becomes 210, which is the periodic interval). Tdblg 3.3 lise memory loading instructions for
the process that anchors the data registers and cyclestthivdd and coefficient sets. Note that in
the 210-states, a total of 2856 inputs are delivered anditakethe polyphase engine 210 outputs
to realize the desired embedded 68/5 resampling. The Igastiheme is seen to be a constant
offset of -5 modulo 168 within a sequence as well as in thesttiam between sequences. The -5
offset is a consequence of the 1-to-5 up sampling represéntéhe zero packing but not actually
implemented in the process.

State Machines for LOAD Sequence

STATE | No. of Inputs | LOADING SEQUENCE

0 14 R67, R62, R57, R52, R47, R42, R37,R32, R27, R22, R17, R12RR7,
1 13 R165, R160, R155, R150, R145, R140, R135, R130, R125, R1PTH AR110, R105
2 14 R100, R95, R90, R85, R80, R75, R70, R65, R60, R55, R50, R4®, R35
I I I
I I I
I I I

208 13 R34, R29, R24, R19, R14, R9, R4, R167, R162, R157, R152, RR442

209 14 R137,R132,R127,R122,R117,R112, R107, R102, R97, R92,R&Z, R77, R72

Table 3.3: Polyphase filter’s Data loading sequence with the state mach

Because of the 1-to-5 up sampling implemented by the zerkimmconly one fifth of the
weights in each stage actually contributes to the subfiltigpwd. Thus each stage is further par-
titioned into 5 sub sets of weights, which results in a tofal@ x 5 = 840 filter weight sets.
These sets are denoted by CO, C1,..., C839 where the ingetler $tarting index from the original
non-partitioned prototype filter. Each filter starts withiihdex and increments in stride of length
840. Tabld=3X lists the filter assignment to the 168-suaeeskta registers for 210-states of the
process.

Table[3% shows that in a given state the successive filteximtrements by 169 modulo-840
and between states, the filter index increments by 68 mdgo- The integer 169 is the offset
between two data samples in the zero-packed load in twoemjaows. The 68 index is the num-
ber of zero-packed data points introduced per data loae cycl

State Machines for FILTER Co-efficients

STATE | FILTER Co-efficients sets
0 C0, C169, C338, C507, C676,................ ,C836, C16834CC503
1 C68, C237, C406, C575, C744,............... ,C64,C2232871
| |
| |
I |
209 C772,C101, C270, C439, C608,.............. ,C599, C768,C266, C435

Table 3.4: Filter Co-efficients loading sequence with the state machin
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Chapter 3 WLAN and UMTS Channelizers

In the design process of up sample the data by a factor of fidleeoway into the filter requires
that the prototype filter has to be designed to operate atéstfinor 4200 MHz. Consequently,
the filter becomes five times longer than the standard desigsitice only one-fifth of it is used
per processing cycle so no processing penalty is paid.

The 1-to-5 zero-packed signal presents 5 spectral copithe torocessing stream of filter and
FFT. Figure[33I0 indicates the frequency indices of the tspgmrior to up sampling and after
the 1-to-5 up sampling. By examining the spectra of the uppéeaindata at the frequencies that
correspond to the pre-up sampled locations, i.e. multipfexr /168, different spectral centers
are obsevered. For instance, the spectrardi 68 at the input rate is frequency "1", but at the
output rate there is frequency "5". The spectral locatiaesre-ordered as a result of processing
the up-sampled data in the polyphase filter. This re-ordasian expected result and is seen in the
Good-Thomas (or Prime Factor) algorithm as the result afleesddressing of a-two dimensional
array ]. Thus the FFT processing the polyphaas@a dutputs frequencies in the order
[0, 5,10, 15, ..... ,158,163,168], which is seen to be imigsiride of 5 modulo-168. The response
to the observed rearranged indices is to re-order them lopettleir natural order.

42 42
63 21 147 105
1 5
84 0 84 0
105 147 21 63
126 126
(A) Spectral Position at input rate (B) Spectral Position at 1:5 output rate

Figure 3.19: Re-ordering of the spectral locations as a result of pracgske up-sampled data in the polyphase filter

3.4 Observations

In the polyphase channelizer for WLAN, which has 35 chanoé®4 MHz at the input sampling
rate of 840 MHz and UMTS, which has 168 channels of 5MHz attipet sampling frequency of
840MHz, there are some observations which are:

e In UMTS, the filter designed for polyphase channelizer haspterate on 5 times the input
sampling frequency of 840MHz, results in a very long-lerfgtar. The filter is decomposed
to have 840 sets of 168 sub-filter coefficients. Although amg-fifth of the cofficients are
used at a time, but it requires large memory to store all tter filoefficients.

e There are total of 168 channels, from which the desired dseldhof them and only one is
used at a time.
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3.4 Observations

e Similarly in WLAN, there are total of 35 channels, but theided are 3 of them and only
one is used at a time.

This puts the extra load on the filtering process in terms gif ltlock speed requirement and
large memory storage for filter coefficients.

In order to lower down these burdens, one of the ways is taedserthe sampling frequency of
the signal, that can be done by resampling the signal beferpdlyphase channelizer input. The
idea is that the sampling frequency should be kept as low ssilge (not to have overlap aliases).
The resampling factor should be chosen such that the resdnsinal for WLAN and UMTS
have integer number of channels of 5SMHz and 30 MHz (or 24MHmnasevious case) respec-
tively based on the new sampling frequency. The second tbitigat the correponding aliased
channels of WLAN and UMTS must be centered on their chanraadipy or on the multiples of
the quarter of their channel spacing respectively.

Based on the above criteria, different resampling factorsW/LAN and UMTS have been
tried, which are listed in Tabl¢s_3.5 alndl3.6.

WLAN Resampling process

Downsampling| New Sampling Freq| Channel Statug Channel
factor (MHz) Integer/non-Integer
2 420 non-overlapped non-integer

3 280 non-overlapped non-integer

4 210 overlapped non-integer

5 168 overlapped integer

6 140 overlapped non-integer

Table 3.5: Resampling factors for WLAN, showing the channel status\aslapped/non-overlapped and resulting
number of channels as integer/non-integer.

UMTS Resampling process

Downsampling| New Sampling Freq| Channel Status Channel
factor (MHz) Integer/non-Integer
4 210 non-overlapped integer

5 168 non-overlapped non-integer

6 140 overlapped integer

7 120 overlapped integer

8 105 overlapped integer

Table 3.6: Resampling factors for UMTS, showing the channel statusvaslapped/non-overlapped and resulting
number of channels as integer/non-integer.

It is seen from the TableZ3.5 that non of the resampling facsatisfy the two mentioned con-
ditions. Similarly Tabld=316 shows that only one resampliacfor i.e. 4 satisfy the two above
mentioned conditions.

The bottleneck in the resampling process is the image stgaddo not allow the resampling
by large factors. This restriction can be omitted if the hgass filters for WLAN and UMTS
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Chapter 3 WLAN and UMTS Channelizers

operates on complex signal. This will discard the image e the signal can be resampled
by large factors such that the resultant sampling frequénapove the total signal bandwidth.
Resampling process in this case is simply the spectrumlatéors Based on this technique, the
WLAN and UMTS bandpass filters are made complex and the esgulnage free signals for
WLAN and UMTS are again tried by different resampling fastto have the mimimum possible

sampling fregencies, which are listed in Talilles 3.7[@nd 3.8.

WLAN Resampling process (at Complex signal)

Downsampling| New Sampling Freq| Channel Status Channel
factor (MH2z) Integer/non-Integer
5 168 non-overlapped non-integer

6 140 non-overlapped non-integer

7 120 non-overlapped integer

8 105 non-overlapped non-integer
10& above 84 & below < 84.5 MHz WLAN bandwidth

Table 3.7: Resampling factors for WLAN with complex signal, showinge tbhhannel status as overlapped/non-
overlapped and resulting number of channels as integeihteger.

UMTS Resampling process (at Complex signal)

Downsampling| New Sampling Freq| Channel Status Channel
factor (MHz) Integer/non-Integer
4 210 non-overlapped integer

7 120 non-overlapped integer

8 105 non-overlapped integer

10 84 non-overlapped non-integer

12 70 non-overlapped integer

14 60 non-overlapped integer

15& above below 60 <60 MHz UMTS bandwidth

Table 3.8: Resampling factors for UMTS with complex signal, showing tthannel status as overlapped/non-
overlapped and resulting number of channels as integeifhteger.

Table[3F¥ shows that a maximum resampling factor of 7 is ptesshat results in a new sam-
pling frequency of 120 MHz, with 5 channels of 24 MHz. TabI& 3hows the maximimum
possible resampling factor of 14, that results in 60MHz of sampling frequency. In order to
have desired UMTS rate of 61.44 MHz, an embedded resamictgrfof 125/128 is required.
Similarly with other two resampling factors of 12 and 8, ewhibed resampling factors of 875/768
and 875/512 are required. In this rational number embedssipling factors, we have to design
the prototype filter at upsampled frequency. To have thermim upsampled factor, embedded
resampling factor of 875/512 is selected and is rounded At017

Finally re-sampling factors of 7 and 8 are selected for WLAN &MTS respectively, result-

ing in new sampling frequencies of 120 MHz and 105 MHz respelgt This is illustrated in
system level block diagram as shown in Figure B.20.

46



3.4 Observations

WLAN ¢M =7
,,,,,,,,,,,,,,,,,,,, —>
RE- | WLAN _—
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Figure 3.20: Modified system block diagram having re-samplers prior toTl8viind WLAN channelizers.

Based on the above results, a re-sampling factor of 7 isteeldor WLAN and the sampling
frequency is reduced to 105MHz. The corresponding band oAWkEthannels translate to (-42,
-12 and 48)MHz. Based on the change in the input samplingifnecy, the polyphase channelizer
has to be restructured. The modified channelizer for WALM@s in Figurd-3.211 with reduced
numbers of polyphase sub-filters.
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Figure 3.21: Modified WLAN channelizer.

With the sampling frequency of 120MHz and channel spacir@gddiHz, the number of chan-
nels become 5 which is the number of the polyphase decongusiMow the new downfactor to
have 20MHz required rate at 120MHz sampling frequency, &s is realized by down sampling
by serpentine shifting data through the filter in stride ofgn 6. This overall process is same as
in the previous case with sampling frequency of 840MHz. Tihlg difference is the shifting data
through the filter of 5 stages in stride of length 6, insteadhifting data through the filter of 35
stages in stride of length 42. The modified process is ibistt for two data load iterations in
Figure[32P.

A resampling factor of 8 is selected for UMTS and the sampfirgjuency is reduced to

105MHz. The corresponding band of UMTS channels trans@a{83.5 to -12.25)MHz. Based
on the change in the input sampling frequency, the polypbhaanelizer has to be restructured.
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Polyphase Input Data Registers Polyphase Input Data Registers
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Figure 3.22: Successive serpentine data shifts in polyphase memory aladahd for 6:1 re-sampling in a 5-stage
polyphase filter. It shows just two data load operations.

The modified channelizer for UMTS is shown in Figlire_B.23 wétuced numbers of polyphase
sub-filters.
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Figure 3.23: Modified UMTS cahnnelizer

With the sampling frequency of 105MHz and channel spacingMifiz, the number of chan-
nels become 21 which is the number of the polyphase decotiggosNow the new downfactor
to have 61.44MHz required rate at 105MHz sampling frequeiscy.7 or 17/10. This ratio can
be realized by first up sampling the input stream by 10 and dosyn sampling it by 17. The up
sampling is performed by zero packing the input data and dhendsampling by serpentine shift-
ing data through the filter in stride of length 17. This oviepabcess is same as in the previous
case with sampling frequency of 840MHz. The only differeig¢he shifting data through the
filter of 21 stages in stride of length 17, instead of shiftaega through the filter of 168 stages
in stride of length 68. The modified process is illustratedviem data load iterations in Figure-3124.

There is no actual zero packing in the final configurationhénfirst data load, the Figure-3]124a,
2-actual data samples are delivered to the 17 register sslerewhile in the second load 2-actual
data samples are delivered to the 17 register addresseslald®ading procedure is found to be
periodic in 210-load cycles for which it will require 210agts to control the process. (The least
common multiple of 21 and 17 is 357, and since 17 zeropackegdtsnare delivered at a time,
results in 21 states. For upsampling factor of 10, the LCM bfad 10 becomes 210, which
is the periodic interval). The periodic factor is same ashim previous case. TadleB.9 lists the
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Polyphase Input Data Registers Polyphase Input Data Registers

——~NOOOBDhWN =0

- ND AN O

(A) (B)

Figure 3.24: Successive serpentine data shifts in polyphase memoryatadaid for a 17/10 re-sampling in a 21-stage
polyphase filter. It shows just two data load operations.

memory loading instructions for the process that anchasltha registers and cycles the data load
and coefficient sets. Note that in the 210-states, a totabdfiputs are delivered and take from
the polyphase engine 210 outputs to realize the desireddaaldel 7/10 resampling. The loading
scheme is seen to be a constant offset of -10 modulo 21 witbégaence as well as in the transi-
tion between sequences. The -10 offset is a consequence tfttd10 up sampling represented
by the zero packing but not actually implemented in the gsce

State Machines for Register Load Sequence

STATE | No. of Inputs | LOADING SEQUENCE
0 2 R16, R6
1 2 R17,R7
2 2 R18, R8,
3 1 R19
4 1 R9, R20
I I |
| | |
| | |

208 2 R4, R15
209 1 R5

Table 3.9: Polyphase filter’s Data loading sequence with the state mach

Because of the 1-to-10 up sampling implemented by the zeckimg only on tenth of the
weights in each stage actually contributes to the subfiltigpud. Thus each stage is further par-
titioned into 10 sub sets of weights, which results in a tofat1 x 10 = 210 filter weight sets.
These sets are denoted by CO, C1,...., C209 where the ingdferstarting index from the original
non-partitioned prototype filter. Each filter starts withiitdex and increments in stride of length
210. Tabld=37T0 lists the filter assignment to the 42-sueeeskata registers for 210-states of the
process.

Table[3TD shows that in a given state the successive filleximcrements by 22 modulo-210

and between states, the filter index increments by 21 ma2il@o-The integer 22 is the offset be-
tween two data samples in the zero-packed load in two adjaoes. The 21 index is the number
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Chapter 3 WLAN and UMTS Channelizers

of zero-packed data points introduced per data load cycle.

State Machines for FILTER Co-efficients

STATE | FILTER Co-efficients sets
0 C0, C22, C44, C66, C88,................ ,C164,C186, COIx®)
1 C17,C39, C61, C83, C105,............... ,C181, C203, CHy,
2 C34, C56, C78, C100, C122,............... ,C198, C10, C%2,
I I
| |
| |
209 C193, C5, C27,C49, C71,.............. ,C147,C169, C1%1, ¢

Table 3.10: Filter Co-efficients loading sequence with the state machin

The prototype filter has to be designed to operate at 10 tjfines1050 MHz due to up sample
the data by a factor of ten on the way into the filter. Consetjyetihe filter becomes ten times
longer than the standard design but since only one-tenthisfuised per processing cycle so no
processing penalty is paid.

50



CHAPTER 4

SIMULATIONS

A filter is essentially a system or a network that selectivdignge the wave shape in the form
of magnitude-frequency and phase-frequency charadtsrist the signal. A digitial filter is a set
of mathematical equations which forms an algorithm andd¢hatbe implemented in hardware or
software to produce a desired output against the specifitt fenmanuel C. Tfeachor, 2002]. The
nature of modification of the signal is dependent on the paadeamplitude characteristics of the
filter. Some useful definitions are explained below, which guide us to better understanding of
the filters design flow.

Phase/Group Delay. The phase delay or group delay provides a useful measurenotheofilter
modifies the phase characteristics of the signal. Phasg idalee amount of delay that each
frequency component of the composite signal suffers, aassgs through the filter. The
group delay on the other hand is averagetime delay the composite signal suffers at each
frequency. Mathematically the phase delayZi,&s the negative of the phase angle divided
by frequency, whereas the group delayTieis the negative of the derivitive of the phase

with respect to frequency:
T, = —0(w)/w (4.1)

Ty = —df(w)/dw (4.2)

A filter with non-linear phase characteristics (i.e the gelat proportional with frequency)
causes the phase distortion in the signal that passes thibug

Symmetric Impulse Response A filter is said to have linear phase response if its phaseoressp
satisfies one of the following condition.

O(w) = —aw (4.3)

O(w) = — aw (4.4)
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wherea and 3 are constant. If a filter satisfies the equafiad 4.3 it willdéoth constant
phase/group delay response and it must have positive symrmaetl is described mathemat-

ically as:
hn) = h(N —n — 1) {nzO,l,...,(N—l)/2 (N : Odd) 45)
n=0,1,...,(N/2) —1 (N : Even)
(4.6)
a=(N-1)/2 4.7)

Whereas, if the equatidn—3.4 of linear phase of the filter isfsad then it will have only
constant group delay. In this case the impulse response rieyegive or anti symmetry,
which is expressed as:

h(n) = —h(N —n —1) (4.8)
a=(N-1)/2 (4.9)
B =pi/2 (4.10)

4.1 Digital Filter

There are two classes of digital filters i.e. finite impulsspanse (FIR) and an infinite impulse
response (lIR) filter. The question of economics also arismplementation of digital filter. The
economic concerns are mainly measure interms of hardwanglewity, chip area, and computa-
tional speed, If we put aside the linear consideration irfillBrs then it can be the best choice, but
since many application does require least phase distarnipassband and also the fact that FIR
filters have been supported by special purpose DSP which rhaltgplier and accumulator that
help to reduce the computational speed of higher order H&dil The FIR filters have mainly
been analyzed for algorithmic devolopment and for simaietidue to the reason that the channels
of the WLAN and UMTS are compactly placed in the spectrum dredphase distortion in the
passband can cause severe interference.

4.1.1 FIR Filters

The brief summary of the methods for finding the FIR filter iocéfnts is explined below. Gener-
ally there are three methods for finding the FIR filter coedfits

1. Window Method

2. Optimal Method

3. Frequency Selective Method

The most common choice among the methods for finding the RER ibefficients is aindow

method The flow of this method for calculating the filter coefficigis:
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4.1 Digital Filter

e Specify the desired frequency responsse of the fliltgrw).

¢ Obtain the impulse respongg(n) of the desired filter by taking the inverse Fourier trans-
form. This impulse response tends towards the infinity.

e To truncate the infinite impulse response, an appropriatelov function that satisfies the
passband and stopband attenuation specifications, ispiredtiwith the desired impulse
response to determine the number of filter coefficients.

The window method is a most common choice, as it requireseidis komputational require-
ments, simple, and is easy to understand, but it has somatioms:

Lack Of Flexibility. Both the peaks of passband and stopband are equal, so theeatasiay end
up with either too small passband ripples or too larger stodtattenuation. Therefore the
designer does not have a freedom to select the parametersliaccto its requirement.

Approximation Issues. The window method does not provide individual control over approx-
imation error in different bands. The approximation of tlesided frequency response have
peaks in the passband ripples near the band edges and éscagas/ from the band edges.

The better approximation of the desired frequency respoasebe achieved by evenly dis-
tributed ripples in the passband or stopband that osallbegweent + 6, and1 — §,, in the
passband and betweérto d,,in the stopband. whewg, andd, are the passband and the stopband
ripples respectively. Th®ptimal filter is the one which provides such an approximation with
equal ripple design and is known equiripple design The above discussion is shown in Figure

1.7 1.2
R 1+3p
148p = 1.0
l—ﬁp 1-6p
0.8 0.8
0.6 06
Magnitude Magnitude
0.4 0.4
0.2 02
S T dst————-——— T
|
0.0 0.125 0.250 0375 050 0.0 0.125 0.250 0.375 050
a Normalized b Normalized
Frequency Frequency

Figure 4.1: Comparision of the frequency response of a low pass filténéayvindow filter and (b) the optimal filter. In
(a) the ripples are larger near the band edge; and in (b)pib&es have same peaks(equiripple) in passband or stopband

The difference between the ideal and practical responsbeaiewed as error function:

E(w) = W(w)[Hq(w) — H(w)] (4.11)

where, w €2
H,(w) : desired response
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H, : practical response

W (w) is a weighting function which provides the relative errontol over the different bands,
for the low pass filter. It is defined as:

W () I/K  0<w>wy, (4.12)
w) = .
I wp <w>pi,

(4.13)

The objective in the optimal filter design is to determine fifter coefficientsh(n) such that
the value of the maximum weighted approximation efBfw)| is minimized in the passband
and stopband, this particular criterion used in the desigegulure of Park-MaClellan algorithm
is calledminimaxor chebysheJ. H. McClellan and Rabiner, 19[73]. Mathematically it cam b
expressed as:

[1E(w)|| = min[maz |E(w)]] (4.14)

The second issue of flexibility have been overcome in theragtdesign by two approaches
[?]. In the first approach, developed by Hermann and schuséléy andd, parametrs are fixed
andw,, w, are variables, whereas in the second procedure from ParkelaCN, w,,w, and
the ratio ofd, /s parametrs are fixed ang}, J, are variables. The algorithmic details for these
approaches can be found fromn_[J. H. McClellan and Rabingi3|L9

4.1.2 Summary of Equiripple Optimal Filter

e choose the required design specifications i.e samplingiémecy, band edge and transition
width (normalized form), passband ripples and stopbarahattion.

e Then calculate the order of the filter (there is differenbfata for the bandpass and low pass
filter). The following formula calculates the order of thedpass filtef[Emmanuel C. Tfeachor, 2002].

Dw(dpaés)
AF

AF" is a normalized transition width.

N~ — f(6,,0)AF + 1 (4.15)

Do (8, 65) = 10g(65)[b1 (10g(8,))* + ba(log(8,)) + bs] + [ba(log(8p))* + b5 (log(8,)) + be)
(4.16)

£(5,,05) = —14.610g(8,/3) — 16.9 (4.17)

All the b’s coeffients are approximated and are listed in [Eamoel C. Tfeachor, 2002].

e After finding the filter taps then the proper weights for thegtmand and stopband can be
find by the ratio of passband to stopband ripples.
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4.1 Digital Filter

4.1.3 Conclusion

A design process that permits different levels of passbaddstopband ripple are required. Filters
with relaxed passband ripple requirements, will requireciecoefficents, hence require fewer re-
sources to implement. Therefore the above discussion gusose optimal filters for designing
the band-select and bandpass filtering.

4.1.4 Design Specifications for Band-Select and Bandpasster

UMTS
Radio Freq. Intermediate B Pol
p yp! >
(RIF) Fre?.(IF) filter > Channelizer
| |
| |
) Bandpass ‘| Band-Select
Sampling | ]| filter
LNA 5 b Baseband
P olyp
filter > Channelizer

Figure 4.2: This is a complete block diagram of the system. After recgithe signal at antenna it is passed through
the low noise amplifier(LNA) which reduce the noise and hgsthe signal, the next block is of bandpass sampling
which samples the input at RF and bring the information dowvitt The band-select filter then select the complete
band of interest followed by two channels which have indigldBPF to seperate the multiple information, in this case
itis two i.e. UMTS and WLAN. followed by the block of chanredir which further down convert by down-sampling
and filter the IF signal.

According to the scenario shown in Figurel4.2, the band-passpling at RF brings the in-
formation band in IF. A band-select filter is required to setbe complete spectrum of WLAN
and UMTS. Now for the case of WLAN the information band is be¢nw36M Hz to 120M H z
and for the case of UMTS it is betwe@&A0M H z to 410M H =z with the sampling frequency of
840MHz. The frequency response along with the design spedditabf the band-select filter is
shown in Figurd_Z13. The design specifications for the firsidbselect filter must have to cover
the complete spectrum of the two standards, and are given by:

Sampling freq (fs = 840MHz)

Transition Width AF' = TW, + TW, = 10MHz )

TWj : transition width of the right half of the band.
TWs : transition width of the left half of the band

Passband edge frequencies (36 - 410)MHz

The passband ripples (0.5 dB)

Stopband attenuation (>60 dB)

After having the above specifications which fulfill the regunents, next step is to find out the
weights for the bands. The weights are dependent on the gabsind stopband deviation, the
deviations in the ordinary units can be find out from passhimes and stopband attenuation.
The maximum passband ripple values for many system designsrathe order ol % to 5%.
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Figure 4.3: The frequency response of the band select filter. The sagfquency is840 MHz, the normalized
edge frequencies arBB,/fs/2 = 36/420 and PB2/fs/2 = 410/420 with 10MHz of transition band, and the
dp = 0.059 results in filter order of 177(apprrox).

These valuse are significantly larger then the stop banderipglues which are usually in the

order 0f0.1% t00.01% [Harris, 2006]. The suitable specs within this are foundeo
0.50db ripple : 20log(1 +9,) = 6, = 0.05925 (4.18)
60db attenuation : —20log(ds) = ds = 0.0016 (4.19)

The ratio of, to d, is 33.33 i.e. 105/3. Thus we could use the weighssand 105 for the
passband and stopband respectively. The order of this &aledt filter is found by using the
Equation[4Tb, and is equal 197. The design specifications for the individual bandpasgsilte
are almost the same except that the filter order is twice ®rctdse of WLAN as its band edges
are different. The UMTS band egdes &880 — 410)MHz, the WLAN its (36 — 120)MHz.

Cases Passband| Transition band | Ripplesin | Stopband
(MH2z) (MHz) Passband | Attenuation
UMTS 350-410 10 1% -60dB
WLAN 36-120 20 1% -60dB
WLAN+UMTS | 36-410 10 1% -60dB

Table 4.1: The design specifications of bandpass and band-select filter

4.1.5 Results

The simulation results of the band-select filter followeddandpass filters are explained in this
section. The two approaches i.e. equiripple and least sqoamimimizing the weighted error
E(w) are used in the simulations. The FIR filter design by the Miafiuaction 'firpm/remez’ uses
an equiripple Park-Maclellan algorithm which has the bpgraximation to the desired frequency
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4.1 Digital Filter

response in the minimax sense. However, it may not be désifate want to minimize the energy
of the error signal, Concequently if we want to reduce thegnef the error signaE'(w) as much
as possible in certain frequency bands, least square dissggeferrable. The MatLab function
firls’ provides a measure that minimizes the error in thestesquare sense that is 2-norm i.e.

(I1E(w)ll)-

Magnitude Response of "firls’

50

Magnitude (dB)
o

0.2 0.4 0.6 0.8 1
Normalized Frequency (Hz)
Phase Response

-5000

-10000 |-

Phase (degrees)

-15000 . . . .
0 0.2 0.4 0.6 0.8 1
Normalized Frequency (Hz)

Figure 4.4: The magnitude and phase response of the 'firls’. The ripplabe passband and in the stopband are
minimum in the magnitude response, with the constant grelgydn the passband.

The simulation results of the band-select filter with bothigpgple and with the least square
design are carried out. The Figurel4.4 shows the phase andabeitude response of the filter
with “firls’. The ripples in the passband and in the stopbarelrainimum which is visible from
the magnitude response in Figlirel4.6 and the stopband attemis around0d B on the average.
The phase reponse has a constant group delay meaning thafregeiency component is facing
the same delay. The result from the 'firpm/remez’ equiripgésign is very much similar except
the fact that there are equal ripple in the pass/stop bangeimiagnitude response as shown in
Figure[4®. These ripples are not minimize to zero as it ihéndase of firls’. The stop band
attenuation is much better for the case of equiripple desitinthe same specs i.e order,transition
width.

The impulse response for both the functions are shown inrég§d.y and418. The filter co-
efficients obtained from the function ‘firls’ have @dd Symmetrash(n) = —h(N —n — 1),
whereas the function 'firpom’ have @&ven Symmetrwith h(n) = h(N —n — 1). So the linear
phase characteristics of these FIR filters help to reducedh®putation by exploiting this sym-
metry. Therefore the effective order of the FIR filtetNg2, which means that the computational
resourses would also be reduced by factdr,@nd the overall computational speed would become
double.

The magnitude and phase response of the individual banfifiessthat seperate the multiple-
band are shown in the FigurEs14.9 &nd#.10. The least squpmétlan provides the best fit as it
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Magnitude Response of ‘firpm’
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Figure 4.5: Magnitude and phase response of the 'firpm’. The equirippgh does not have a constant magnitude

in the passband, and therefore it is well suited for the appibn where certain amount of tolerance has to met, but the
phase response is linear in the passband.

FIR Equiripple Band Select Filter

15 T T T
| Magnitude Responsel
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=
g
£ 051 B
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FIR Least Square Band Select Filter
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=
g
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0 : : :
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Figure 4.6: This is a magnitude response of the band-select filter fraifitpm’ and ’firls’. The equiripple design
have an equal ripples in the passband whereas the leasestpsign have minimized these ripples in the passband
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Impulse Response Of BSF(firls)
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Figure 4.7: The impulse response of the band-select filter by ‘firls’. dsfan odd symmetry with half of the filter
coefficients are same i.e h(n) = -h(N-n-1)

Impulse response of BSF (firpm)
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Figure 4.8: The impulse response of the band-select filter by firpm’.d$ lan even symmetry with half of the filter
coefficients are same i.e h(n) = h(N-n-1).
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Chapter 4 Simulations

minimizes the ripples in the pass/stop band, therefore tRebBndpass filters and lowpass proto-
type filters for polyphase channelizers are design by usiadunction firls’. The bandpass filter
for the WLAN can have a relaxed transition width as we can cedhe order, but in the broader
scenario where there could be more than two standards thenayenot have that relaxation.
Nevertheless the transition width for the WLAN is now doubde 20MHz, whereas the width for
the UMTS is still LOMHz as it is very close to the edge of thestan (fs/2).

Magnitude Response(WLAN)

50

s o
(3]
S -s0
e
g
s -100f

~150 i i i i

0 0.2 0.4 0.6 0.8 1
Normalized Frequency (Hz)
Phase Response(WLAN)

1000 T T
m
©
5 0
(3]
Z
]
@ -1000
<
o

-2000 . . .

0 0.2 0.4 0.6 0.8 1

Normalized Frequency (Hz)

Figure 4.9: FIR Bandpass filter response for the WLAN. The normalizeditedge frequencies are 0.0857 and 0.2857
with transition band of 20MHz(0.0476)

The output spectrum of the two standards are shown in FIgI 4t can be seen that the
magnitude of the input signal remains the same after pafisioggh the band-select and pandpass
filters, which is a great advantage of the linear phase fiftér laas a constant group delay. So the
specifications for bandpass filters are justifiable since awe lthe desired output spectrum at the
output of bandpass filters.

The ouput spectrum of the UMTS and WLAN signals shown in FegLI2 is an output without
applying the initial filtering i.e. the band-select filtet.i$ evident from the output spectrum that
there isno needof selecting the band of interest(UMTS,WLAN) at the first. the modified
system level block diagram is now shown in Figlire #.13, de¢snclude band-select filter block.

4.2 Polyphase Channelizers

This section explains the MatLab simulations carried outhenchannelizers designed in the pre-
vious chapter for WLAN and UMTS. It starts with the requireltiefi specifications, calculation
of the filter length and finally breakup in to their polyphassamposition as in the polyphase
channelizer. At the end, results are concluded.
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Magnitude Response(UMTS)
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Figure 4.10: FIR Bandpass filter response for the UMTS. The normalized legiye frequencies are 0.833 and 0.976
with transition band of 10MHz(0.03)

Band pass Filter O/P for UMTS

Magnitude Spectrum of UMTS

Magnitude in dbs

[ | 1 l 1
N = = = =
=] ©® o N N}
S =] S o o

100 200 300 400 500 600 700 800 900
Sampling Freq
Band pass Filter O/P for WLAN

|
[y
o
o

Magnitude Spectrum of WLAN

|
[
N
o
T

Magnitude in dbs
'L
[e2]
o

100 200 300 400 500 600 700 800 900
Sampling Freq

|
[y
®
o

Figure 4.11: The output spectrum of the UMTS and WLAN signals after pagsinough the band-select and bandpass
filters. Interesting point to note is that after passing tigio both the filters the power level of the two signals aré stil
the same. Which shows that the designed filters have enoaghasid attenuation, hence the filters can caters all the

unwanted signals in the relevent spectrum
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Band pass Filter O/P for UMTS
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Figure 4.12: The output spectrum of the UMTS and WLAN signals after pastiinough the band-select and bandpass
filters. Interesting point to note is that after passing tigio both the filters the power level of the two signals aré stil
the same. Which shows that the designed filters have enoaghastd attenuation, hence the filters can caters all the
unwanted signals in the relevent spectrum

5 12UMTS

Radio Freq. Intermediate Bandpass | | Polyphase [ > Channels
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filter ™ Channelizer 5 at
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Figure 4.13: The modified system level block diagram. The band-seleet fdtnot required at the up-front for selecting
the band of information as the required performance can hied from the individual bandpass filters.
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4.2 Polyphase Channelizers

4.2.1 Filter Specifications

In the previous chapter, it is discussed that the polyphlaaerelizer requires equal spectral distri-
bution of the input sampling frequency to form channels. fEselted channel spectral distribution
for UMTS and WLAN are 5MHz and 24MHz respectively. In polygkachannelizer, the filter is
designed at the baseband. The corresponding desired fidte"éL AN and UMTS are shown in
FiguredZTW an@Z15. In WLAN filter specifications, the passl bandwidth is 16.6MHz and
the transition bandwidth is 7.4MHz. The transition bandlen as the bandwidth between edges
of the passband of the adjacent channels. Similarly in tke cAUMTS, the passband bandwidth
is 3.84MHz and the transition bandwidth is 1.16MHz. The ffifipecifications are summarized in
the TabldZR.

Pass Band
BW=16.6MHz

Transition Band
BW=7.4MHz

T T l l T T T T T 1 T T T l l U
-36 -32 -28 -24 -20 16 -12 -8 -4 0 4 8 12 16 20 24 28 32 36
J f (MHz)
Channel Spacing 1

24MHz

J
I Channel Spacing T
24MHz

Filter Specifications for WLAN Channelizer

Figure 4.14: Filter specifications for WLAN channelizer. It has passbaaddwidth of 16.6MHz and the transition
bandwidth is 7.4MHz.

Pass Band Transition Band BW=1.16 MHz
BW=3.84MHz
A 0 4
——— g o LA —— .
// : \\ , : \
| / | \
/ I ) | \
/ | \ / | \
/ ! \ / ! \
L | [ — / | | \
= [ | I I I I [ I I I I | 4
7 6 5 4 3 2 - 0 1 2 3 4 5 6 7 f(MHz)
k ) J
I T 1

Channel Sapcing
5MHz

Channel Sapcing
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Filter Specifications for UMTS Channelizer

Figure 4.15: Filter specifications for UMTS channelizer. It has passbbaddwidth of 3.84MHz and the transition
bandwidth is 1.16MHz.

Filter specification for UMTS and WLAN

Cases | PassBand Bandwidth| Transition Bandwidth | PassBand| Stop band
(MH2z) (MHz) Ripples | Attenuation

WLAN 16.6 7.4 1% -60dB

UMTS 3.92 1.16 1% -60dB

Table 4.2: Filter specifications for UMTS and WLAN
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In the design process of the filters, the first task is to datexrthe filter length. The design
is based on equirripple optimal method. The filter length lsarapproximated by the following
empirical formula|[[Harris, 2006]:

fs Atten(dB)
Af 22

wheref; is the sampling frequency amllf is the transition bandwidth. The MatLab expression
for calculating the order of equiripple filter is:

N~ (4.20)

Filter Length = firpmord(F, A, DEV, Fy) (4.22)

where’F’ is a vector of cutoff frequencies in Hz, in ascending orddwiken 0 and half the
sampling frequencyF’ (Nyquist frequency)’ A’ is a vector specifying the desired function’s am-
plitude on the bands defined by’. ' D EV” is a vector of maximum deviations or ripples (in linear
units) allowable for each band.

The next task is to calculate the filter coefficients for thiewated filter length and specifica-
tions as given in the Table4.2. MatLab functifirs is used for calculating filter coefficients

B = firls(N, F, A) (4.22)

which returns a length N+1 linear phase (real, symmetridfictents) FIR filter which has the
best approximation to the desired frequency responseidedcby F and A in the least square
sense. F is a vector of frequency band edges in pairs, in disceorder between 0 and 1. 1
corresponds to the Nyquist frequency or half the sampliagdency. A is a real vector the same
size as F which specifies the desired amplitude of the frexyuesponse of the resultant filter B.

By using the MatLab expression, the corresponding filtegtiefior WLAN comes out 41. For
polyphase decomposition as in the case of polyphase chzemier WLAN, the number of chan-
nels is 5, which is also polyphase decomposition number.rderato have a integer number of
co-efficients in each of the decomposed sub-filters, ther isdecreased to 50, which corresponds
to 10 coefficients in each of 5 sub-filters. The impluse resp@nd frequency response of the pro-
totype filter is shown in FigureZZ1.6.

The composite complex signal consisting of three WLAN cledsis generated by adding the
exponentials together, is not the original WLAN signal thas been used in the bandpass filter-
ing. The reason is that we need to have all of the WLAN chanaetsin the original signal we
have only one of them. The purpose is to illustrate the fonétiity of Polyphase channelizer with
multiple channels. This is also the case for composite cemgignal consisting of the twelve
UMTS channels. The generated complex signal consistingeofitree WLAN channels shown in
Figure[ZTY. It shows three channels centered at frequenfiel2, -12 and 48 MHz occupying
a bandwidth of 16.6MHz (useful bandwidth). The spectratiplg is same as it would be in the
original WLAN signal.

The composite signal is fed to the polyphase channelizeWfioAN, along with the parame-
ters of channel numbérand channel offsetto extract the desired channel. The channel centered
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Prototype Filter Impulse Response
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Figure 4.16: Impluse response and frequency of the prototype filter forANIChannelizer

Signal Spectrum (downsampled by 7)
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Figure 4.17: Generated complex signal of the WLAN channels. It showsetlutgannels centered at frequencies of
-42, -12 and 48 MHz, occupying a bandwidth of 16.6MHz. Thectjaé placing is same as it would be in the original
WLAN signal.
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at 48MHz corresponds to k=2, and s=0, and its output whiclowsndonverted to baseband and
downsampled to the required sampling rate of 20MHz is shawFigure[Z211.

Output Signal Spectrum @ 20MHz
O T T T T T

_80 L L L L L L L L L
-1 -08 -06 -04 -0.2 0 0.2 0.4 0.6 0.8 1

x 107

Figure 4.18: The channel centered at 48MHz corresponds to k=2, and sd@wieconverted to baseband and down-
sampled to the required sampling rate of 20MHz.

In the polyphase channelizer for UMTS, a downsampling facfd. 7/10 is required, which is
achieved by simultaneously upsampling by 10 and downsamply 17 in the polyphase commu-
tator. This upsampling of factor 10 creates 10 copies of ilpgas Thus, the filter as shown in
Figurel4ZTh has to be designed on the new sampling frequeshash is10 x 105 = 1050M H z.

The corresponding filter length at frequency 1050MHz com#2801. For polyphase decom-
position as in the case of polyphase channelizer for UMT&ntmber of channels is 21, which
is also the polyphase decomposition number. In order to Aareger number of co-efficients in
each of the decomposed sub-filters, the order is increasgel® which corresponds to 12 coef-
ficients in each of 21 sub-filters. The impluse response agliéncy response of the prototype
filter is shown in Figur&Z.19.

The generated composite signal consisting of the UMTS daflarend the signal downsam-
pled by factor 8, is shown in Figule—4]20. It shows 12 chanmelstered at frequencies of
(15,20,25....70)MHz occupying a bandwidth of 3.84MHz. pectral placing is same as it would
be in the original UMTS signal.

The composite signal is fed to the polyphase channelizdd kTS, along with the parameters
of channel numbek and channel offsei to extract the desired channel. The channel centered at
35 MHz corresponding to k=7 and s=2, is downconverted to base and downsampled to the
required sampling rate of 61.77MH&Y.44MHz) as shown in figuieZR1.

4.3 Conclusion

The composite complex signal consisting of three WLAN cledsiis generated by adding the
exponentials together, is not the original WLAN signal thas been used in the bandpass filtering.
The reason is that we need to have all of the WLAN channels rtiaei original signal we have
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Figure 4.19: Impluse response and frequency of the prototype filter forf3\Channelizer
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Figure 4.20: Generated composite signal of the UMTS channels (Top Figlitee bottom figure shows the composite
signal downsamped by factor 8. 12 channels are translateenter frequencies of (15,20,25....70)MHz occupying a
bandwidth of 3.84MHz. The spectral placing is same as it el in the original UMTS signal.
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Output signal Spectrum CH-1
O T T T T

Frequency N 107

Figure 4.21: The channel centered at 35 MHz corre§ponding to k=7 and s=@pwnconverted to base band and
downsampled to the required sampling rate of 61.77M&1z44MHz).

only one of them. The purpose is to illustrate the functidypadf Polyphase channelizer with
multiple channels. This is also the case for composite cemgignal consisting of the twelve
UMTS channels.

The prototype filter for WLAN has 50 taps which are partitidrieto 5 polyphase sub-filters,
so that each sub-filter has 10 coefficients, whereas thetppetdilter for UMTS has 2520 taps
which are partitioned into 210 polyphase sub-filters, sa daah sub-filter has 12 coefficients.
Only one tenth of the sub-filters i.e. 21 out of 210 are usedtamhe. This saves the processing
panelty due to embedded upsampling process. The recovgredssat the baseband has 50dB of
dynamic range.
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CHAPTERDS

| MPLEMENTATION ANALYSIS

This chapter illustrates the hardware design of the polgeliidters. It starts with their theoretical
complexity analysis, followed by the filter structures amang of their optimizations. Then, it
focuses on the basic FIR filter struture, illustrating sorhthe designs. Finally the design based
on the defined cost-function is selected for the final impleta#on to the target platform.

5.1 Polyphase Filter Structure

A M-path polyphase filter consists of M parallel sub-filtefie data is fed by a commutator and
the ouput is taken after the DFT (FFT) operation as shown imé[&.1..

Polyphase
Partition Channel 0
- -
Channel 1
- —o
| | M- PNT |
I | FFT |
| | |
| | |
| | |
o —
Channel M-1
: —

h,(n) = h(r+nM)

Figure 5.1: A M-path polyphase filter consists of M parallel sub-filtenghich are the partitioning of the prototype
filter. The data is fed by a commutator and the ouput is taken tife DFT (FFT) operation.

The commutator is a M-1 sampler, feeding data to each of #ielsfithat operate at M-times
the reduced rate than the incoming sampling rate, as showheifrigurd 5 R. The DFT block
construct the individual channels from the downsampled.dat
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Figure 5.2: The commutator is a M-1 sampler, feeding data to each of $telsfthat operate at M-times the reduced
rate than the incoming sampling rate.

The commutator is a demultiplexer that splits the incomiatado M paths. The demultiplexer
is clocked at the same rate as the incoming sampling ratdn d&xaultiplexed output has M times
reduced data rate. DFT(FFT) block is used for constructindtipte channel, but in the system
design, we focused one one of the channels only. The polgpttzennelizers for the UMTS and
WLAN are shown in FigureE 3.3 afidb.4.
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Figure 5.3: WLAN channelizer: Input sampling rate is 1220MHz. The comatoi is of length 5, which is same as
the number of the channels. A down-sampling rate of 6 is e ¢h the polyphase commutator structure to have an
output rate of 20MHz from 120MHz of input.

In case of WLAN, the filter order for non-partioned filter casneut to be 50 [from Simula-
tion chapter]. So partitioning polyphase filter into 5, eathhe sub-filters has 10 coefficients.
Whereas in the case of UMTS channelizer, the filter order éor-partitioned filter comes out to
be 2520 [from Simulation chapter], so partitioning polygédilter into 210, each of the sub-filters
has 12 coefficients. UMTS channelizer has an upsamplingrfa¢tlO, which increases the filter
length by 10 times, by the way only one tenth of the coefficéhtd0* of 2520) are used at a
time, which saves the processing palenty.

A complexity analysis is carried out to have the required bera of multipliers, adder/sub-

tractors, and registers for the polyphase filters. f.dbe the input sampling frequency] be the
length of the non-partitioned filter, and be the number of polyphase sub-filters (same as number
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Figure 5.4: UMTS channelizer: Input sampling rate is 105MHz. The comaturtis of length 21, which is same as the
number of the channels. A sampling-conversion rate of 1i§Hnbedded in the polyphase commutator structure to
have an output rate of 61.44MHz from 105MHz of input.

of channels), then the length of each sub-filter beconigs!/. For WLAN channelizer, each of
the sub-filters of length/{/ M) 10-tapes require/M) 10 multipliers, (N/M)—1) 9 adders and
((L/M) — 1) 9 registers that results in overall requirementidf x 5) multipliers, (9 x 5) adders
and(9 x 5) registers for {/) 5 polyphase sub-filters. Whereas in the case of UMTS, eattteof
sub-filters of length /M) 12-tapes require/M) 12 multipliers, (N/M) — 1) 11 adders and
((N/M) — 1) 11 registers that results in overall requirementicf x 21) multipliers, (11 x 21)
adders and11 x 21) registers for {/) 21 polyphase sub-filters. These results are tabulatecin th
table[5.

Complexity Analysis for WLAN and UMTS polyphase filter banks

Cases | Multipliers | Adders | Registers
WLAN (N=50, M=5) | (NIM)xM | ((N'M)-D)x M | ((N/M)-1)x M
(Direct form) 50 45 45
UMTS (N=252, M=21)| (N'M)xM | ((NIM)-1)x M | (N/M)-1)x M
(Direct form) 252 231 231

Table 5.1: Complexity Analysis for WLAN and UMTS polyphase filter banlks terms of multipliers, adders, and
registers.

5.2 Symmetric Structure

The filters used for polyphase filter bank are symmetric. Wireans that the firsV/2 and the last
N/2 coefficients are the same, but in reverse order. By expipttirs symmetry of the filter bank,

the number of coefficient multipliers can be reduded [Ragaa,R
This symmetry can be used in polyphase filter bank by restring the filter as illustrated in
Figure[®5. By examining the filter structures for the firstl éine last sub-filters, it is concluded

that the coefficients multiplied are same but used in therseverder.

The two filters - the first and the last sub-filters, shown iniedE® have their coefficients
multiplied in the reverse order. These two sub-filters caedrmabined to have a single sub-filter
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Polyphase Filter Bank

W EEEEEE
! ! ! ! : ! co—e’:ﬁ,gents
| | | | | |
| VVVVVVV v o o r |
o ettt deetibud Sudtiout buddulbudtes Hunlbal Shi
""" | I I
I [ I I [ [
i ' ' ' ! ! co—e’;‘filgents
| | | | | |

Figure 5.5: Polyphase symmetric structure: Firgy2 and the lastV/2 coefficients are the same, but in reverse order.
By using this symmetry, the number of coefficient multipgiean be reducefi [Raghu Rao, ].

(b) Sub-filter at the bottom (Transpose form)

Figure 5.6: Filter structures for the first and the last sub-filters. Thefficients multiplied are same but used in the
reverse order.
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as shown in figurEXBl7, that uses the same coefficient meltgp{multipliers are shared).

Output for
last set of

coefficients R ° E ° o

Output for
first set of
coefficients

Figure 5.7: Combined sub-filter for the top and the bottom sub-filtershef polyphase filter bank. The multipliers
become shared due to the filter symmetry.

In the normal way, the commutator starts feeding from théobotsub-filter and move up to
the first sub-filter. But in structure exploiting the symnyethe commutator starts feeding from
the bottom sub-filter and move up to the first sub-filter and thgain start from the first sub-filter
to the bottom sub-filter. Since each filter convolves alterrsmmples, giving two outputs, one a
convolution of even samples and the other a convolution df samples, so it also performing
decimation by 2. So, the initial decimator needs to decinoalg by 1//2 instead ofM. The
commutator becomes half the size for this new structureerAtieding//2 filters, it reverses
direction as shown in the figuke™b.8.

Forward Reverse
feeding feeding

me2i O

Commutator

Figure 5.8: Commutator Sequence: The commutator starts feeding frerhdttom sub-filter and move up to the first
sub-filter and then again start from the first sub-filter tolibéom sub-filter. After feeding/ /2 sub-filters, it reverses

direction [Raghu Rag, .
The filter structure shown in figute™.7 which has shared mlidtis can further be optimized
by sharing the adders as well. The new optimized filter strechaving shared multipliers and

adders, is shown in figufe™.9.

A complexity analysis is carried out for these three typeSligf structures, both for WLAN
and UMTS polyphase filter banks, which is tabulated in Tabl@sand 5.B.
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Figure 5.9: Optimized Structure: It has shared multipliers and add&he sharing is achieved by using multiplexers
and demultiplexers in the data path of the coefficient-mlidtfs and accumulators [Raghu Rho, ].

Complexity Analysis for WLAN polyphase filter bank

Cases Multipliers Adders Registers MUX DEMUX | Clock
speed
Polyphase General| (N/M)x M ((N/M)-1)x M (N/M)x M fsIM
(Transpose form) 50 45 50 - -
Optimization-| ((N/M)x M)/2 | ((N/M)-1)x M (N/M)x M 2fs/IM
(Shared Multipliers) 25 45 50 - -
Optimization-I| ((N/M)x M)/2 | ((N/M)X M)/2 | ((N/M)x M)x2 | ((N/M)-1)x M/2 2fs/IM
(Shared Multipliers (N/M)x(M/2)
& Adders) 25 ~ 23 100 ~ 48 ~3

Table 5.2: Complexity Analysis for WLAN polyphase filter bank, in termsmultipliers, adders, registers, multiplexers
and demultiplexers. It shows the result of basic-form, sytio-form, and the optimized-symmetric-form. The clock
requirements for symmetric-form and the optimized-synimdébrm are doubled because of the reduced commutator

length.
Complexity Analysis for UMTS polyphase filter bank

Cases Multipliers Adders Registers MUX DEMUX | Clock
speed

Polyphase General| (N/M)x M ((N/M)-1)x M (N/M)x M fsIM

(Transpose form) 252 231 252 - -

Optimization-| ((N/M)x M)/2 | ((N/M)-1)x M (N/M)x M 2fs/IM

(Shared Multipliers) 126 231 252 - -

Optimization-I| ((N/M)x M)/2 | ((N/M)X M)/2 | (N/M)x M)x2 | ((N/M)-1)x M/2 2fs/IM

(Shared Multipliers (N/M)x(M/2)

& Adders) 126 ~ 116 504 ~ 242 ~11

Table 5.3: Complexity Analysis for UMTS polyphase filter bank, in terofsnultipliers, adders, registers, multiplexers
and demultiplexers. It shows the result of basic-form, sytmio-form, and the optimized-symmetric-form. The clock
requirements for symmetric-form and the optimized-symimdbrm are doubled because of the reduced commutator

length.
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5.3 Serial Polyphase Filter Bank

Tabled 5P anfi3.3 shows the resource and clock speed meguite for WLAN and UMTS
filter banks. It shows the result of basic-form, symmetdmid, and the optimized-symmetric-
form. The clock requirements for symmetric-form and themjzted-symmetric-form are doubled
because of the reduced commutator length.

5.3 Serial Polyphase Filter Bank

In M-path polyphase filter bank there are M sub-filters, frotricl M-1 sub-filters are unused at
all the time. A more efficient implementation can be achiebgdhaving a serial implementation
of polyphase filter bank [Murphy, ]. By doing so, we can getafdinnecessary sub-filters. MAC
(Multiply-Accumulate) can be implementated both in pagiadind serial form. In the case of serial
MAC, the system have to be clocked at N/M rate, where M is thgpgbase sub-filters and N is the
number of coefficeints in each of the subfilter. A serial MAlementation structure is shown

in figure[2.10 [Murphyj ].

Incoming data

Y

Addressable Shift

Registers
Counter
Coefficient Memory
Branch Index ( Serial polyphase filter bank with Serial MAC )

Figure 5.10: Serial polyphase filter bank structure: The incoming dateatch of the sub-filters is fed to a combined
block of Addressable-Shift-Registers The set of data that corresponds to the individual sub-fiteaccessed by
the pointer addressed by tleeunter, which updates at the rate of incoming data. At aoynter value (same as
commutator position), thBranch Index provide the offsets for accessing filter coefficients whimhraultiplied to the
data-set corresponding to the sub-filter at that time. The flam theAddressable-Shift-Registerand the coefficient
from theCoefficient Memory are multiplied and accumulated in a serial fasion to havditiataccumulated results for
sub-filter at that time. This process continues for otherfiitdrs operation as directed lmpunter value that provides
the commutator position.

The incoming data to each of the sub-filters is fed to a contbileck of Addressable-Shift-
Registers The set of data that corresponds to the individual sub-fétaccessed by the pointer
addressed by theounter, which updates at the rate of incoming data. At @owynter value
(same as commutator position), tBeanch Index provide the offsets for accessing filter coeffi-
cients which are multiplied to the data-set correspondinthé sub-filter at that time. The data
from theAddressable-Shift-Registersand the coefficient from th€oefficient Memory are mul-
tiplied and accumulated in a serial fasion to have the finaliamlated results for sub-filter at
that time. This process continues for other sub-filters atjt as directed bgounter value that
provides the commutator position.

In the case of parallel MAC structure, the data and the caeffis are fed parallel for the MAC
operation, which run at the same clock as the incoming datthi$ case there is no need to have
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offset from theBranch Index block to access individual coefficients, as all the coeffitseare
accessed and multiplied in parallel. A parallel MAC implertaion structure is shown in fig-
ure[2.10.

Incoming data

\ 4

Addressable Shift Registers

Counter —»;

Coefficient Memory

Y

( Serial polyphase filter bank with parallel MAC )

Figure 5.11: Parallel MAC structure: The data and the coefficents are &dliel to the MAC operation, which run at
the same clock as the incoming data. In this case there isatbtnéave offset from thBranch Index block to access
individual coefficients as all the coefficients are accessetimultiplied in parallel.

In both of these cases, the output of the filter has to be storéa individual registers (equal
to polyphase sub-filters), which is further processed bybth& block.

The complexity analysis for Serial Polyphase filter banklengentation with serial and parallel
MAC structures is tabulated in Tallleb.4.

Complexity Analysis for Serial Polyphase filter bank

| Cases Multipliers | Adders | Registers| Clock Requirement |
Serial Polyphase
(Serial MAC) 1 1 N £ x (N/M)
Serial Polyphase
(Parallel MAC) N/M (M/N)-1 N fs

Table 5.4: Complexity Analysis for Serial Polyphase filter bank, imsrof multipliers, adders, registers and clock
speed requiremnets.

The tabld 54 shows Area-Speed trade-off between two smegt Serial polyphase structure
with serial MAC requires less resources but demands higtkcdpeed, whereas structure with
parallel MAC requires large resources but low clock speed.

5.4 Conclusion

we have analyzed the structure of polyphase channelizepaasgnted different structural tech-
nigues to carry out the implementation. In this regard, ggngolyphase structure, optimized
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5.5 FIR Filtering

structures - symmetric property based structure, addeedhsructure, serial polyphase struc-
tures with serial and parallel MAC are considered. Compjeialysis is carried out to choose

the least expensive solution amoung them. Based on TEBEED. and M, serial polyphase
structure with parallel MAC is selected for the final implentegion. In an M channels filterbank,

each sub-filter operates at 1/M of the input sample-rie (ve take advantage of this property
and share the multipliers and the multi-operand adder osabefilter among all the sub-filters in

the filter bank. This results in a clock requirement to be sas@put sampling rate. Thus we
come up withtime-constraint for implementation, which is equal to input sampling rafe (

We have discussed the system level modifications and optiois of the polyphase chan-
nelizer having focus on polyphase filter bank. As the basickbf the polyphase filter bank is
a sub-filter, which is a FIR filter as well, so in the next sawsiowe look further into different
implementation structures for the basic FIR filter, whicteteon, is used in the polyphase filter
bank.

5.5 FIR Filtering

A FIR filter computes the discrete convolution of an input arfthite length filter response. This
convolution can be written as

N-1

yln] = 3 hlkleln — K] (5.1)

k=
where N is the length of the filter response and is referred th@number of taps in the filter.

Several different algorithms or filtering techniques aneestigated for implementing a FIR
filter including:

¢ FIR filtering using parallel multipliers and accumulators

A bit-level systolic array

Distributed Arithmetic

Fast FIR algorithms

Frequency domain filtering

e Multiplier-less FIR filter (SOPOT)

In the next sections, each of these different types is briefptained, followed by their struc-
tures and optimizations.
5.5.1 Parallel Multipliers and Accumulators

The most direct realization of a FIR filter is to calculate theput using parallel multipliers and
accumulators (MACs). The parallel MAC structure is illaged in Figurd 512, and is derived
directly from the FIR convolution in equatidn /T JAlan V. @gnheim, 1999]. In this structure,
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each MAC computes the product of the delayed input and the aafive coefficient. The outputs
from each multiplier are then accumulated together to predhe filter's output.

Figure 5.12: Direct realization of a FIR filter to calculate the outputngsiparallel multipliers and accumulators
(MACs). Each MAC computes the product of the delayed input #oe tap’s active coefficient. The outputs from
each multiplier are then accumulated together to produeéilter's output.

The structure in Figule 512 has long combinatorial delaysugh the accumulation chain, so
the summer tree network shown in Figlire .13 or the transpfisen shown in Figuré€h.14 are
often used in actual FIR computational hardware.

Input

Figure 5.13: FIR filter structure using summer tree network. The streetsiused to avoid long combinatorial delays
through the accumulation chain.

Both forms produce the same output, but can have their adatiom chains pipelined to in-
crease performance. The benefit of the transposed form tie#ith MAC communicates only
with adjacent MACs, as Figufe5]14 shows. This allows the MA®@he placed in a linear systolic
fashion, where adjacent MACs are placed next to each otleetiie so that each MAC only has
routes to and from its nearest neighbors. This maximizepémrmance of the design while
minimizing its area.

The tree network requires long, complicated route lengitike inputs of each stage of adders.
As the number of MACs that have been summed together for @ gigder increases, the MACs
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5.5 FIR Filtering

Figure 5.14: Transpose-FIR filter structure. The structure is used tadaleamg combinatorial delays through the
accumulation chain.

grow farther apart. This prohibits a simple linear disttibn of MAC cells and slows the design’s
performance due to the long routes.

One problem with the transposed form of the parallel MAC filtethat it requires a large
fan-out on thenput signals, as they must connect to every MAC. To reduce thisotarwhile
maintaining pipelining in the accumulation chain and allggvthe MACs to be placed in a linear
systolic fashion, an additional stage of pipelining in btbtd inputs and outputs of each MAC can
be introduced into the direct filter structure as shown iruFege.Th.

Figure 5.15: Direct filter structure having additional stage of pipaligiin both the inputs and outputs of each MAC,
inorder to reduce large fan-out on timput signal while maintaining pipelining in the accumulatioraghand allowing
the MACs to be placed in a linear systolic fashion.

A frequent method used to decrease the area of a parallel MpfDach to FIR filtering is to
increase the number of taps computed per MAC. This is thentgoh used in the custom VLSI

chip [Moeller and Martinez, 1999[ [David R. Martinez and tébaum, 2000].

Ablock diagram of the custom VLSI chip’s architecture iswhan Figurd 5. Ib[[Moeller and Martinez, 1999

[David R. Martinez and Teitelbaum, 2000]. It consists of 6AMunits. Each MAC unit contains

a multiplier, accumulator and intermediate storage menaorg two banks of coefficient memory.
The two banks of coefficient memory allows one set of coeffisi¢o be active and is used by
the multipliers while a new set can be loaded into the otheffimient bank. Once the new set
has been loaded, it can now become active, allowing the ohipstantly change from one set of
coefficients to another. Each MAC, by using the accumulatdriatermediate storage memory, is
capable of forming the products of the current chip input apdo eight filter taps (i.e. eight co-

efficients). These products are accumulated together agedgvithin the MAC, and then added
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Figure 5.16: Block diagram of the custom VLSI chip’s architecture. It stats of 64 MAC units. If the MACs are
operating in their eight tap mode, they must run at a clock eaght times the input sample rate so that all eight
taps’ products are computed each time a new input arriveshisrmode, the 64 MACs can compute a 512-tap real
filter [Moeller and Marfinez, 1999 [David R. Martinez andife#baum, 2000].

to the other MACs’ results when a new input is present. If th&Qd are operating in their eight
tap mode, they must run at a clock rate eight times the inpupkarate so that all eight taps’
products are computed each time a new input arrives. In tbidemthe 64 MACs can compute a

512-tap real filter[[Moeller and Martinez, 1999 [David R. Maez and Teitelbaum, 20D0].
One variation [[Moeller, 1999] of this technique is shown igute[2.IY¥. In this structure, a

single multiplier is re-used eight times to compute the pmaf eightinput values multiplied by
eight coefficients for each input into the filter. An eightrdaleep RAM stores the eight coeffi-
cients for the tap, and a seven-word long shift registeesttireinput values. This architecture is
similar to the one used in the custom VLSI chip (Figureb. &&ept that shift registers have been
used to store multiple input values for each MAC instead oMRgtoring the multiplier’s outputs.
The result is the same except that storing multiple inputdaye requires less memaory since the
inputs are only 16-bits long versus the 24-bit multiplietpuds.

The shift registers are loaded with a new value at the beginof each eight-clock cycle. The
shift registers are then fed their outputs back into theiuia for the next seven clock cycles. This
moves the input that was shifted into the register at thenmégg of the eight clock cycles to the
second shift register position at the beginning of the nattteclock cycles so that the next new
value is loaded into the first position. After eight clock Igs; this input becomes the new value
to the next MAC's shift registers. At the same time, the stafiisters are arranged so that eight
consecutive input values are supplied to the multiplierdarultiplied by eight consecutive coef-
ficient values. These will be added together by the final actator shown in FigurE517.

The output of the first two MACs’ shift registers and coeffitieegisters (i.e. the multiplier
inputs) are shown in Tab[e®.5, for two-tap MACs. With eitgg- MACs, the movement of inputs
through the shift registers produces the same effect witméMipliers as if 512 multipliers had
been used with a clock rate equal to the sample rate.
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| New Input
(Clk/8)

7 Shift Registers

Input

7 Shift Registers I

Output

Figure 5.17: A variation [Moeller, T99P] of custom VLSI technique. A slegmultiplier is re-used eight times to
compute the product of eighiput values multiplied by eight coefficients for each input irtte filter. An eight-word
deep RAM stores the eight coefficients for the tap, and a sexed long shift register stores tligput values.

MAC 0 MAC 1
Clock || MAC | Shift Register| Coeff || MAC | Shift Register| Coeff Final
Cycle | Input | In [ Out | Output|| Input| In [ Out | Output Output
0 x[0] | X[0] h[1] h[3]
1 x[0] | x[0] | h[o] h[2] x[0]*h[0]
2 || x[a | x| x©0] | h[] h[3] X[O*h[1] +
3 x[1] | x[2] | hio] h[2] X[1]*h[0]
4 X[2] | x[2] X[1] h[1] X[0] | x[O] h[3] X[0]*h[2] +
5 x[2] | xi2] | h[o] x[0] | x[0] | h[2] | x[2*h[] + x[2]*h[O]
6 | x3] | x31 | xi2] | hia || x[ | x| x0] | h[@] || x07*h[3] + x[1]*h[2]
7 xi3] | x(3] | hio] (1] | x[1] | hi2l || x[21*h[1] + x[3]*h[0]

Table 5.5: The output of the first two MACs’ shift registers and coeffitieegisters (i.e. the multiplier inputs) for

two-tap MACs.
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5.5.2 Bit-level Systolic Array

It is a fully-efficient bit-level systolic structure by [QmLiang Wang and Chen, 1988]. With this
technique, single-bit processors compute each tap’s plioéttion partial products and accumu-
late tap outputs together in a systolic array. As inputs agape through the array, filtered out-
puts are produced. The systolic nature of this approactsléself well to VLSI, and would be
ideal for a FPGA if it was area-efficient, as it would limit theuting requirements in the FPGA
to local connections between CLBs. The details of the matiieal derivations can be found
in [Chin-Liang Wang and Chen, 1988]

This technique did not turn out to be efficient in a FPGA astttiire (detials are in the next
chapter). It is presented to show the differences betweghmtactures optimized for a FPGA's
coarse-grained structure versus architectures optimégettie transistor level for a VLSI ap-

proach [Moeller, 1999].
5.5.3 Distributed Arithmetic (DA)

This section describes Distributed Arithmetic (DA), andbiased on information presented
in [Xilinx, | [Moeller and Martinez, 199P].

Distributed Arithmetic works by distributing the bit aritietic of the sum-of-products (also
called the vector dot product) used to calculate the FIRrfdteéput given in EquatidnSl1. This
equation will be re-written as

y[n] = A Xk (n) (5.2)
whereAy = hlk].

A FIR filter is typically implemented with some variation oigere[2I2 or FigurE514, where
a summation of the results of N multipliers each calculatmgA; X (n) product produce the
output for a givem input.

The number format used in the custom VLSI chip and in the FP&gign is 2's complement
fractional fixed-point[[Moeller, 1999]. In this format, thenary point is to the right of the most
significant bit so that the most significant bit of a numberespnts -1, and each subsequent bit
represents a power a@f2. Using this format, the variable may be written as

B-1
Xy = —Xpo + Z Xip2™° (5-3)
=1

wherex,, is thebth bit of z;, , and B is the number of bits in the input variable.
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Substituting Equatiofid.3 into Equati@nlb.2 gives (n hamtdrepped, as we are only con-
cerned with a single given output sample)

N—-1 B—-1
y=Y A (—Xko +> Xkb2b> (5.4)

k=0 b=1
which when rewritten, gives

N—-1 B—1 N—-1
y=- Z XroAy + Z 27 <Z Xk:bAk> (5.5)
k=0 =1 k=0

Explicitly writing the summation results in the followingADequation:

y = — [XQ()AO + X10471 + ...l + X(Nfl)OAN—l]
= 4+ [X01A0 + X11A1 + ... + X(N—l)lAN—l] o1

= + [XO(Bfl)AO +X1(Bfl)A1 G+ + X(Nfl)(Bfl)AN—l] 2371

(5.6)

Each multiplication of aXy;, term and am4,, term is the product of a coefficient word with an
input bit. This can be implemented by using an AND gate betvezeh bit of the coefficient word
and the input bit. Each scaling factdr’ can be implemented by shifting the data to be scaled
right i bits. Equatiori2]6, therefore becomes the summation ofdaled summation of a series
of AND gates. This operation could be performed in paraltdbit-serially, where on each clock
cycle a single bit from everyX;, is multiplied by the corresponding;, forming one bracketed
term in Equatiori516. These partial products are then actatetlitogether with the appropriate
scaling to produce a final multiplier output. An example dfd®rial multiplication for a single

coefficient and input is shown in figure 5118 [Moeller and ek, 1999].

If X 1S MSB of X

(b=B-1), invert
partial product | Output
Scaling Accumulator

Figure 5.18: Bit-serial multiplication: The partial products obtainbyg multiplying each bit of input with the filter
coefficient through AND gate, are accumulated together withappropriate scaling to produce a final multiplier
output.

Figure[R.IB illustrates, on each clock cycle a single paptiaduct consisting of one bit of
the input multiplied by the coefficient is produced. Thistj@mproduct is then added to an accu-
mulating sum of partial products, which has been shiftelitrape bit (multiplied by 1/2). This
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operation produces the following result for a four-bit ihgwith each term in parenthesis being
computed each clock cycle):
i = (( (Xp3AR)27" + XpoAp)27 + X1 Ap)271 = Xpo Ay, (5.7)

which when simplified, gives

Yp = Xp3Ar273 + Xpo Ak2 72 + Xp1 Ap27 1 — XpoAg (5.8)

and finally, results in the product of the input and the caeffcafter four clock cycles:

Yk = XAy (5.9)

To maintain full-precision, the accumulator must be ablédtdl the entire multiplied result.
The number of bits required is the number of bits in the in@taglus the number of bits in the
coefficients.

X-input A,
B B
A L Scaling
Shlﬂ > Accumulator
Register X b
0
A
- g Scaling
Shlﬂ > Accumulator
Register X ) 4
1
A +
2
A Output
- g Scaling
Smﬂ > Accumulator
Register X
2b
Ay
- g Scaling
Shift Accumulator
Register X
3b

Figure 5.19: FIR filter with Bit-serial multiplier structure where a pdedinput to the FIR is converted into a serial
stream of bits. Data is loaded to first Bit-serial multipli@nd on every clock cycle it serial shift through the nexttnex
tap. The outputs from each of the scaling accumulators atechtbgether to have the final output.

The MAC structure in FigurBEER2 (direct realization of FIRefi) can be implemented with
the bit-serial multiplier in FigurE5.18 as shown in Figlit&% where a parallel input to the FIR
is converted into a serial stream of bits [Moeller and M@&xznt999]. On each clock cycle, one
bit of the input is presented to the first scaling accumulatod placed into a serial shift register
for the next tap, so that each tap’s input sample is preseateaich scaling accumulator in a serial
fashion. Each tap takes B (no. of bits for input data) clocdleyo produce a product, which are
then summed together to produce an output sample. Howevdnedbracketed terms in Equa-
tion 58 shows, the partial products computed by each ANE gah be summed together first,
then accumulated with scaling. In this method, one brack&tam in Equatiofi2l6 is computed
each clock cycle, so B clock cycles are still required, yethei@p requires less hardware, since
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5.5 FIR Filtering

only one master scaling accumulator is now necessary. TheHHR structure is shown in Fig-
ure[2.20 [[Moeller and Marfinez, 1999].

X-input A,

B B |
shift R
Register Xﬂ'
b
A
E/I/—P
shift R
Register X y
b + Scaling
A2 Accumulator

A Output
B
Shift R
Register le'
Ay
B
Shift
Register ij

Figure 5.20: FIR filter with Bit-serial multiplier structure where a pdeh input to the FIR is converted into a serial
stream of bits. In this structure, only one scaling accutoulis used after adding partial products from all the taps.

<&

>

To maintain full precision in this case, the scaling accuatarlis now required to hold the num-
ber of bits in the input plus the number of bits in the coeffitseplus the number of bits added due
to word growth through the adder stages (1 bit per stage).

If the coefficients for the filter are constant, then the otutguihe summer tree depends solely
on the single-bit inputs to each tap. With this being the ctsestorage registers for the coeffi-
cients, the AND gates, and the summer tree can all be replacadingle look-up-table addressed
by the single-bit shift register outputs as shown in Figuegl5

With four taps as shown in Figukeh]21, a LUT with 16 entrieseguired. Each 4-bit address
into the LUT can be thought of as being a sum of coefficients: particular address bit is high,
then that address’ sum should include the correspondintficieat. To keep the output of the
LUT at full precision, the LUT should be two bits larger th&e tsize of the coefficients to accom-
modate for word growth through the additions.

Implementation considerations

The 16x1 RAM units within the Xilinx CLBs are ideal candidatfer this sort of DA scheme. One

bit of a single 4-input LUT can fit into one of these units withumused logid [Moeller and Martinez, 1999].
For FIR filters larger than 4-taps, the filter can be brokea faur tap groups, each constructed as
shown in Figurd 5.241. For example, a 8-tap FIR is shown in éBuP2. To eliminate overflow,

each adder stage must grow by one bit, and the scaling acatonahust also grow accordingly

in size (the scaling accumulator could drop the lower bitgsraccumulation if less precision is
required).
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X-input
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" 4-Input Scaling
Look-up Accumulator
Output
Table
Shift
B
21
Shift
Register X .
3

Figure 5.21: Look-up Table based Serial distributed FIR structure.

X-input
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4-Input
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Figure 5.22: 8-Tap Serial Distributed FIR filter structure. Two 4-Tap i@eDistributed FIR filters are used to have a
8-Tap filter.

86



5.5 FIR Filtering

Although larger LUTs could be used with less adders, LUTgdathan four inputs do not save
space. For example, a five-input LUT would require 32- egtaied take up two 16x1 RAM units
(an entire slice). However, if these two 16x1 RAM units wesediseparately, they could each be
addressed by four taps, allowing an entire slice to handjetéaps. The extra adder needed to
sum the two four-input LUTs together would not significaritigrease the area enough to justify
a five-input LUT.

Parallel Distributed Arithmetic

A benefit of distributed arithmetic is that it easily allowsade-off to be made between the filter's
area and performance. By doubling the filter’s area, the§iltaroughput or sample rate can be
doubled without changing the clock rate that the individiiisér components operate at. In the
serial distributed arithmetic (SDA) designs discusseatagfa clock rate B times the sample rate
is required, as one clock cycle is needed to look up a pantgadyzct for each bit of x. However,
by taking advantage of a feature inherent in the DA equakguatior 2.6, fewer clock cycles can
be required per input sample. Presently, one term in thetiequaas been computed per clock
cycle. However, any number of terms can be computed per dgcle (referred to as parallel
distributed arithmetic, or PDA). For example, if two terrme aomputed per clock cycle, then B/2
clock cycles are required to compute an output.

X-Input
Serial Even Bits
024,..82 N-Tap 2-Bit Scaling
SDA _ _Accumulator
|
A -
—>
Serial Odd Bits i Output
(1,3,5,......B-1) N-Tap [
SDA ==

If MSB of X,
invert partial product

Figure 5.23: 2-Bit Parallel Distributed Arithmetic FIR. By computing s per clock cycle, then B/2 clock cycles
are required to compute an output.

To compute two terms per clock cycle, two identical SDA FIRefi$ as described above must
be constructed. Each filter will compute one term in Equdidhso that two terms are computed
per clock cycle. One filter will compute outputs for even inpample bits, and the other filter will
compute outputs for odd input sample bits. For example, erfitat clock cycle, the first filter
will compute the output term associated wih, while the other filter computes the output term
associated withX;;. These outputs are then added together, being the firsisfittetput (the bit
0 term) scaled by 1/2, and then sent to the scaling accumul@tmeach clock cycle, the scaling
accumulator scales its registered accumulation by 1/4¢oramodate for the fact that it is han-
dling two partial products per clock cycle instead of onee Phbit PDA approach requires twice
as much area as the serial approach, but has twice the parfoepand is illustrated in Figure 51 23.
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%
x,
Xy
.
3
p 1-Bit Register

(@) ()

Figure 5.24: (a). A single-bit PDA and (b). A 8-bit fully PDA FIR filter.

For the fully parallel 8-bit PDA FIR filter implementatiorhe 8-bit input sample is partitioned
into eight 1-bit sub-samples so as to achieve maximum speigdre[5. 2% [Al-Haj, 2004] shows
the ultimate fully parallel PDA FIR filter, where all 8 inpuit®¥ are computed in parallel and then
summed by a binary-tree like adder network. The lower inpgach adder is scaled down by a
factor of 2. No scaling accumulator is needed in this caseesihe output from the adder tree is
the entire sum of products.

5.5.4 Fast FIR Algorithm

The class of fast FIR algorithms (FFA) attempt to increase ghrallelism of the FIR struc-
ture without a linear increase in ar€a [Parker and Parhi/[l[gth-Cyun Chung and Wang., 1998].
Traditionally, to double the throughput of a FIR filter withtdncreasing the clock rate of the filter
itself, the filter area would have to be doubled.

Doubling the throughput of a FIR filter without changing it¢arnal clock rate means that two
outputs are to be calculated each clock cycle. These twaitsutpill be referred to ag[2;] and
y[2j + 1]. Producing two outputs per clock cycle would require twalitsgper clock cycle as well,
x[2j] andz[2j + 1]. This leads to the following set of equations:

zolj] = x[2j]
w17 (2] +1]
wlil = wl2j]
wilil = yl2i+1]

wherex andy, represent the even inputs and outputs, andndy, represent the odd inputs
and outputs.
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5.5 FIR Filtering

Two polyphase decompositions of the filter will be requirede containing the even samples of
the original filter, the other the odd:

holk] = h[2k]
mk] = h2k+1]

whereh[n] is the original filter, and N is the length of the original filtd' he above equations
give the following z-transforms:

X = Xo+ X127t
Ho+ Hyz7!
Y = Yo+Yiz !

T
|

which leads to the following two-parallel polyphase repraation of the FIR filter:

Y = X.H
(Xo+ X12 D (Ho+ Hiz7Y)
= XoHo+ (XoHy + X1Hy)z ™' + X1 H 272 (5.10)
Yo = XoHo+ X1Hiz7?
Y1 = XoH:+ X1Hp

Equation[5.ID indicates that to double the throughput ofotrerall FIR filter two of each of
the length N/2 polyphase filters would be required as shovigare[5.2b, resulting in an overall
filter with twice as many taps as the original filter (four Néxgth filters).

HO (h[0], h[2], .........
\2K] | (h[O], hi2], ........ }_,@_,

A y[2K]

_>| H1  (h[1], h3], .........)

—[ HO (hio) h2) )
[ y[2k+1]
L w el ) | 2z

Figure 5.25: Traditional Two-parallel FIR Filter Implementation. Toude the throughput of the overall FIR filter,
two of each of the length N/2 polyphase filters are required.

X[2k+1]

Two input samples are collected at a time and passed intoltbediructure as illustrated in
Figure[R2Zb, which produces two output samples. Each filmskbshown in the FigurE 525 is
running as fast as the original filter, however, the throujlinas been doubled. The FFA approach
takes advantage of a rewriting of the polyphase equationgedefrom Equation 5.70:
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Y = XoHy+ (XoH, + X1Ho)z ' + X H, 22
= XoHy+ [(Xo+ X1)(Ho+ Hy) — XoHy — X Hi]z '+ X1 H 2% (5.11)

which implies that

Yo = XoHo+ X1Hi27?
Y1 = (X0+X1)(HQ+H1)—XOH0—X1H1

The structure that implements Equation.12 is shown inrelgLl® for the same overall filter
inputs and outputs. This filter only requires 1.5 times asyraps as the original, non-parallel,
filter, although the coefficients for the middle FIR elemeantthis case must be pre-computed
before being loaded into the FIR element. This is not an i$suenost applications, as such a
computation can be performed external to the filter.

x[2K]

X[2k+1]

Figure 5.26: Two-Parallel FFA Implementation

5.5.5 Frequency Domain Filtering

Instead of using convolution to calculate the output respdor a FIR filter, the filtering can be
performed in the frequency domain. Convolution in the tinoendin is simply a multiplication
operation in the frequency domain, so such an operatiorire=ga transformation from the time
domain to the frequency domain by a fast Fourier transforRT{fFa point multiplication of the
input signal’s spectrum by the filter's spectrum, and a fi@nsation back to the time domain by
an inverse fast Fourier transform (IFFT). The benefit of tachnique is that it requires much less
computational hardware than any of the approaches distssstar using convolution. A FFT's
computational requirements scales on the ordeés@fN versus N for convolution approaches.

The FFT is derived from the discrete Fourier transform (QRihich is used to transform dis-
crete time waveforms into discrete frequency spectrdmarfA. Oppenheim, 1999][Groginsky and Works., ].
The DFT is defined by

N—-1
zlk] = > xn]Wg" (5.12)
n=0
where
WA? = e @m/Nkn (5.13)
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5.5 FIR Filtering

x[n] is a complex data sample at time x[k] is a complex frequency sample at frequency
k/N, and N is the number of frequency samples to calculdtéy. is sometimes referred to as
a "twiddle factor". The DFT requires on the order/§f computational requirements, so a more
efficient method of computing the DFT is required.Nfis an integer power af, i.e. N=?, then
an especially easy representation of the DFT appears, dher&FT [Groginsky and Works|, ].

For r=2, the algorithm is especially simple. At each stabe, dlgorithm passes through the
entire array of N complex numbers, two at a time, generatingvaarray of N numbers. The basic
numerical computation operates on a pair of numbers at g intkis referred to as a "butterfly".

The decimation in frequency FFT structure is shown in FiuBa for and a butterfly is shown in
Figurd5.ZB. The twiddle factors for butterfly are also shownadix-4 FFT also exists, where four
outputs are computed per butterfly for four inputs [Alan Vp@pheim, 1999] [Groginsky and Works., ].

I

X[1] \ 7 ><>2: ;>§ng »
N

X[2] . > - » 5 > X[2]
X< ——=

X[3] . > —e > —e ——5 X6l
W& WY

X[4]

XXX o M

/XX N

X[5] ¢ N> —e > e > XI5l

AN == S

X[6] ¢ > > > X[3]
/ \WNZ/\WS

X[7] ¢ — > > —e R X[7]

- - wo

Twiddle factor

Figure 5.28: Decimation-In-Frequency Butterfly

Pipelined FFT

A nice feature of the FFT is that it can be easily pipelined tags, as each stage needs only data
from the proceeding stage. Each vertical grouping of biliterin Figure[5.217 is referred to as a
stage. Only one butterfly needs to be calculated in each atagtme, although (to maximize the
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sample rate), each stage must have a butterfly calculatbdcksk cycle. Therefore, the FFT can
be built in a pipelined fashion, with each stage handled bygles pipelined butterfly.

Each pipelined butterfly needs shift register storage whmalg (where m is the stage number,
with 0 being the right-most stage) to align its inputs andoatg correctly. For example, the first
stage has butterflies that process inputs four samples iap@mte. A shift register four words
long is required to store the first four inputs, then outposthfour inputs to the top of that stage’s
butterfly as the next four inputs arrive at the bottom of thigdstly to compute the correct butterfly
outputs. The top output of the butterfly are sent to the nexestvhile the bottom outputs are put
into the shift register, which are then shifted out afterfthe butterflies have been computed. An
example of a pipeline module is shown in Figlire 5/29 [Gragyrend Works.| ], and an eight-point
pipelined FFT architecture is shown in Figlire’$.30 [Grokynand Works.] ].

Switch Control
Up for first 2™ samples

> Delay Line >
i ,:‘\._ (2™ samples) 1 :\.'

==

Twiddle factor |

Figure 5.29: Pipelined FFT Butterfly Module

The twiddle factors can be arranged so that they may be saiitdbthe modules from a com-
mon memory if they are retrieved at the correct time, redyoiiemory requirements [Groginsky and Works., ].

Twiddle Factor Storage

v } v
Pipelined .| Pipelined Pipelined
Module g Module g Module

Figure 5.30: 8-Point Pipelined FFT Architecture Block Diagram

FFT Covolution

Performing convolution with a FFT (i.e. transforming to frequency domain, multiplying, and
transforming back to the time domain) requires a FFT at eést as large as the length of the fil-
ter to avoid time-aliasing in computing the DFT of the filteefficients [Alan V. Oppenheim, 1999].
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If a filter is N taps long, the FFT of the filter will have to be 2Nipts (with zero padding used to
extend the N taps to 2N inputs for a 2N-point FFT). The convoiuis performed by retrieving a
block of N inputs, performing a 2N-point FFT (with zero-pauglfilling out the inputs) on them,
multiplying them by the 2N filter frequency components poexly transformed to the frequency
domain by FFT, and performing an IFFT on the multiplicatiartputs. However, since only N
inputs were taken and N outputs should be produced from tiee fdr a given block, and the
2N-point IFFT produces 2N outputs, only the last N IFFT otgmhould be used as filter outputs,
as the first N IFFT outputs do not represent correct valuekeotonvolution of the filter and the
block of inputs [[Alan V. Oppenheim, 1999]. This process rsted overlap-save.

A fixed-point FFT requires a considerable amount of roundasgeach stage has a multiplier
that increases the stage’s bit-length drastically. Raund required to reduce the stage’s output
to a manageable size. The noise analysis for a fixed-pointi&Edmplex, and is described in
detail in [Alan V. Oppenheim, 1999] and [Liu, 1975]. The inmf@nt result is that each stage’s
butterfly’s outputs require a scaling factor of 1/2 to keegirthdders from overflowing, which also
reduces the final total amount of noise at the output.

5.5.6 Multiplier-less FIR filter

There are many structures for implementing FIR filters inlitezature. Figurd’5.31 shows the
direct form implementation of the FIR filter. The filter coeféints and the registers (denoted
by R) form the tapped-delay line of the FIR filter. For low détaoughput rate, the coefficient
multiplications can be implemented using the multipliersidigital signal processor (DSP).

R R| --—--- » R

Figure 5.31: Direct Form implmentation of general FIR filter

For high data throughput, usually in traditional VLSI desidardware multipliers are used
which are expensive in terms of hardware resources and pmwsumption, So in order to solve
this problem Sum Of Power Of Two (SOPOT) coeffient represimtds used. Where SOPOT
can be implemented by shift and add operations. The hardveamplexities of these multiplier-
less FIR filter is thus very low. Another efficient method feducing hardware complexity is to
employ the hardware multiplier block technique explaine{y.G. Dempster, 1995].

93



Chapter 5 Implementation Analysis

The Z-transform of a general FIR filter witi{n) being the impulse response and its represen-
tation in SOPQOT coefficients are given by:

N—-1
H(z)=> h(n)Z™" (5.14)
n=0
L—1
h(n) = ag 2% (5.15)
k=0
where ay, € —1,0,1
and bk:,n S —lbm,...,—l,o,l,...,,U,b’n

Iy, andpy, ,, determine the wordlength dynamic range of each filter caefftc The larger the
numberdy, ..., andLL, closer the SOPOT approximation will be to the original raanbers. In
order to approximate the filter coefficeints in power of twarte random search algorithm, trellis
search algorithm etc are used. In the random search algyritie real-valued coefficients using
the least squares approach are obtained as explained itagonulLet b be the vector containing
the real-valued coefficients, then the algorithm repetgivcalculates a candidate SOPOT vector
b. given by,

be = [b+ Aby sopor (5.16)

A 1 is a user defined controlling parameter,
b, : random vector betweefil.
| Jsopor: is arounding operator.

Higher the searching time, higher the chance of finding themap solution. Following are
the steps used in random search algorithm for finding theoappation of filter coefficients in
SOPOQOT form.

e select the real valued coefficients
e represent them in SOPOT expression as explained in EqU&fidn

5p < 5p—maz

S < sS—max

e min(Tsopor) subject tO{

min(Tsopor) : total minimum terms of SOPOT.

Programmable SOPOT Unit
The basic building block of programmable SOPOT unit is shawRigure[5.3P. It implements a
filter coefficientsh(n) with two SOPOT terms.

h(n) = agn.2%" + ay . 200" (5.17)

Let z(m) be the input signal to the FIR filter. The input to this prograable SOPOT unit,
which is the delayed input signalm — n) from the previous registers, is shifted ty,, andb; ,,
positions (shiftl and shift2) using the two programmabldtests. The shifted signals are then
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Input ~~[T] e IEI Qutput
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Figure 5.32: The internal structure of the programmable SOPOT unit. Tipetiis first shifted right by the amount
specified by the SOPOT term, The shifted signals are theniphiett by the binary numbers and by passing them
through thel’ s complement circuits (controlled by the signalsands2) before inputting to the carry-save adder(CSA).

In order to speed up the data throughput rate and reduce tHevdd@ resources, the carry save adders are employed
throughout the multiplier-less FIR filter to carry out thed@bn of the intermediate signals after each multiplioati
with the filter coefficients in direct form structure. At thedi stage of the direct form FIR filter, the intermediate
signals will he accumulated and fed to a summing adder toym®the filter output

multiplied by the binary numbers and by passing them thrahgh’s complement circuits (con-
trolled by the signals1 ands2) before inputting to the carry-save adder (CSA). In ordespteed
up the data throughput rate and reduce the hardware respthieecarry save adders are employed
throughout the multiplier-less FIR filter to carry out theddbn of the intermediate signals after
each multiplication with the filter coefficients in directrfo structure. At the final stage of the
direct form FIR filter, the intermediate signals will he acmlated and fed to a summing adder
to produce the filter output. The registers denoted by R averied to fully pipeline the entire
operation and the latency of this programmable SOPOT uttitrée clock cycles.

The Multiplier-Less FIR Filter Architecture

The Figurd 533 shows an example structure of the multifgies FIR filter using programmable
SOPOT coefficients. It consists of sixteen programmable GDBnits (P-Units), two (16-to-
1) multiplexers, N full-adder and some appropriate regsst&'he programmable SOPOT units
as well as the entire multiplier-less FIR filter structure aipelined. As mentioned earlier, the
programmable SOPOT units implement the SOPOQOT filter coefftsiand the delay line of the
direct form FIR filter. Each programmable SOPOT unit canizealip to two SOPOT terms. In
other words, each unit can implement one filter coefficierit donsists of two or less SOPOT
terms, or part of the filter coefficient if it needs more tha 8OPOT terms. It can be seen that
the outputs of the programmable SOPOT units are seriallpeced together so that a multiplier-
less FIR filter with a certain maximum number of total SOPOmecan be implemented. The
output of the each P-Unit can be carried through tri-state ba that a global bus can be used
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Figure 5.33: The multiplier-less FIR architecture which consists ofeen programmable SOPOT units (P-Units), two
(16 — to — 1) multiplexers, N full-adder and some appropriate regsstdthe outputs of the programmable SOPOT
units are serially connected together so that a multipdies-FIR filter with a certain maximum number of total SOPOT
terms can be implemented.

to reduce the routing area. (16-to-1) multiplexers are tisedach sum and carry, which can be
configured by usingel(3:0)as control signal.

Complexity Analysis of Multiplier-less FIR filter

The P-unit consists primarily of shifters and adders, sactmaplexity of each P-unit depends on
these processing elements. The Programmable shifterwansinoFigure[5.34. It is used to shift
the input signal from (0-31) bits to the right. It consistsip{2-to-1) mux arranged if different
stages and some registers for pipelining purpose. Theigosit the shift is first decomposed into
weighted binary representation. Since the amount of shiéither0O or 2", they can be imple-
mented by (2-to-1) multiplexer with appropriate hardwgriof its input. The carry save adder is
an effective replacement of the normal ripple-carry addesst just saves the carry and finally the
Pipelined ripple-carry adder is used to calculate the actated and intermediate outputs of the
last P-unit as shown in FiguEe5133. These adders ne€ds () clock cycles, whereas the carry
save adder can ad¥ bits in1 cycle. There ar@, (16-to-1) multiplexers require to select the sum
and carry of each P-unit. The internal structure &f{ 1) MUX needs to havéogs(N) stages,
so (16-to-1) Mux needs to havestages of (2-to-1) multiplexers.

Output

>>1
Sel(3) Sel(4)
Sel(4..0)

(R} (R} [R] (R}

Figure 5.34: The programmable shifter, it consistslof2(N) stages with either 0 a2™ shifts and it can be imple-
mented with 2 — to — 1) multiplexer by appropriate hardwiring of its input.
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Each P-unit is representing the single filter coefficent witb SOPOT terms. The Table'b.6
is showing the complexity analysis in terms of hardware weses, and the computational clock
cycles for each operation required for filtering, The miikipless filtering is compared with the

normal FIR filtering.

Hardware Resourses

Normal FIR Filter Multiplier-less FIR Filter

Multiplexers 2(N—1)+2N(loga(N)+N
Multipliers 0

Adders (N-1)«B 3N+ B

Total Cycles 4AN-1+2Nog2(N)+B

Table 5.6: The complexity of multiplier less FIR filter is mainly domiteal by multiplexers and adders, whereas the
normal FIR filter require adders, multipliers and shiftexsis a filter length and B corresponds to Word-length of the

input

The 18bit multiplier-less FIR filter using programmable SOPOT flicents requires769
logic cells and its maximum clock frequencyi$.94MHz, In the contrast, a singl&sbit multi-
plier in the Altera FLEX 10K FPGA require$73 logic cells and its maximum clock frequency
is 12.67MHz. The number of logic cells in general FIR structure wiHilter taps require
8 x 973 = 7784 logic cells just for the multiplications which is much mofeh even complete
FIR implementation[[K.S Yeung, 20D2]. Based on these resti$ clear that multiplier-less FIR

filtering using Programmable units is much faster with fevesources in comparision to normal

FIR filter.

5.5.7 Results
Filter Coeff SOPOT Coeff Filter Coeff SOPOT Coeff
h(0) = h(49) 2792710 h(12) = h(37) 276279
h(1) = h(48) 2792710 h(13) = h(36) 276 278
h(2) =h(47) 2792710 h(14) = h(35) 278 2710
h(3) =h(46) 2792710 h(15) = h(34) —277 4279
h(4) = h(45) 2792710 h(16) = h(33) —27% 4277
h(5) = h(44) 278 4279 h(17) = h(32) —2754278
h(6) = h(43) 2774278 h(18) = h(31) —2754278
h(7) = h(42) 27842710 h(19) = h(30) —2764 278
h(8) = h(41) —278 42710 h(20) = h(29) 275 — 277
h(9) = h(40) —27942710 h(21) = h(28) 274 277
h(10) = h(39) 278 —2710 h(22) = h(27) 273 2710
h(11) = h(38) 276278 h(23) = h(26) 273 275
h(24) = h(25) 273 —274

Table 5.7: For the WLAN, there aré0 filter coefficents, which are decomposed in the polyphasetstre with10
sub-filter each having coefficients. Due to positive symmetry of the filter, the filteefficientsh(0) = h(49), k(1) =
h(48) etc. The sopot approximation of the original coefficients r@presented. Only two sopot terms are required for

each coefficients.

Table[EY shows the approximation of the original filter fioefnts of the WLAN, for the
UMTS similar approximations can be achieved. Only two SOR&ins are required for repre-
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senting each filter coefficient. Maximum powerfs 10 which means that we only requifé)

right shifts in order to achieve the FIR filtering, whereas ttormal filtering requires shifts equal
to the word-length. The FigufeRl35 shows the impulse repofishe approximated coefficients
in order to represent it in power of two. The approximated ufee response is very similar to
the original impulse response which is shown in the simaotethapter (WLAN) and therefore the
polyphase channelizer output is also acceptable with requaiccuracy as shown in Figlre3.36.

Approximated Impulse Response(SOPOT)
0.2 T T T T

0.15F

o
&
T

Filter Coefficients

0.05

-0.05 > y y -
0 10 20 30 40 50
Filter Lenght N
Figure 5.35: The approximated impulse response of the polyphase filddAdAN. The approximation in SOPOT form
is shown if&J.
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Figure 5.36: The output of the polyphase channelizer for the second @arfithe WLAN. The results shows that the
approximations are acceptable

There are25 P-Units require for implementing the WLAN polyphase filtethich can be ob-
tained by cascading the two structures shown in Figurd S3&eh structure implments$ coef-
ficients.
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5.6 Cost Function for the Implementation

The multiplier-less FIR filtering technique described iistkection could possible be optimized
in the VLSI design. Most of the operations can be hardwiredi taghly optimized based on the
given cost function (Area, Time, Power, etc.)

5.6 Cost Function for the Implementation

When making a decision, leading to an outcome, there are panameters involved in the design.
The suitable architecture can be analysed and decided baghd parameters, such as algorithm,
constraint and platform in the following manner:

Architecture(i) = f{Algorithm(i), Constraints(i), Plat form(i)}

It means that the intrinsic property of the algorithm, thesteaints and the final target platform can
have a strong influence on final architecture decision. Tleiama that the final architecture should
inherit the intrinsic properties of the algorithm. The pagders for choosing the final architecture
can be described by the cost function based on the commagndesitrics in the following way:

C = f{TE,A,N,TD}

e Execution time (TE): The execution time is the time needeskerute the algorithm, which
corresponds to the performance in the design metrics. Mé#iel data length determine the
execution time, i.e., longer data length results in longecation time, as longer arithmetic
operations are to be performed.

e Area (A): Area is defined as the amount of hardware used inybe®. It relates to the
physical size of the product and has the influence on the poaresumption and the finan-
cial cost. Applied technology and the data length determihe area.

e Numerical properties (N): Rounding noise is produced wtega dre rounded to finite data
length. Applied data length determines the amount of thedimg noise. i.e., longer data
length causes less noise. Rounding noise can cause dégnaidatlgorithm performance
in comparison. Algorithms sensitive to rounding noise magdme unstable in the worst
case.

e Development time (TD): Development time is defined as thestirreded to design and
implement the algorithm on to the simulation or hardwarefpten.

The purpose of cost function is to optimize the requiredalde/variables with respect to some
constraints. In this project, the focus is on the area ogttion of the algorithm with respect to
the time constraints (1L05MHz for UMTS and 120MHz for WALNhE area is bounded by the
area parameter of Xilinx Virtex-IV XC4VSX35 chip.

5.7 Design Space Exploration

A design can be implemented in a number of ways on a numberchbitectures. These number
of solutions form a huge solution space. Design space eabor provides area-time trade off
curves of the implementation of a design. This is due to iafigparallelism that can be deployed
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Chapter 5 Implementation Analysis

for the design. FigureE5.B7 shows the area-time curve of ignlegiving a number of solutions in
a design space.
Area

Design
Space

A
/

A Time

Figure 5.37: Design Space Exploration: Its shows that there are numevayf implementing a design, but it will
be trade-off between Area and the Time reqiured to execetprbcess in the design. Black spots shows some of the
solutions
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CHAPTER 6

ALGORITHM -TO-ARCHITECTURE
MAPPING

In this chapter, the Algorithm-to-Architecture mappingresented. A part of Polyphase channel-
izer, which is a sub-filter (same as FIR filter) is selectedaf@hitecture mapping. In this regard,
the structures based on the different methods describeckeiniops chapter, are mapped to the
platform (Xilinx Virtex-IV FPGA). Different resources ohe FPGA are explored. The analysis
is based on the approximation of the hardware resoucesregqoy each of the filter structure.
Refering back ta42-Model, we are now in the Architecture domain, performing #gorithm to
architecture mapping, as shown in the Fidure 6.1.

Application

Multi-standard
Wireless Radio —_ Sof

Digital Radio [~ .
andpass sampling and filtering

Multi rate Signal Processing

/
/
/
/
/

/ Decimation.ahd Down conversion

Architecture

Filtering Algorithms
Parallel Multiple-Accumulate
e Bit-systolic Array
D Distributed Arthmetic
________ FFA
Frequecny Domain Filtering

Xilinx Virtex-IV
XC4VSX35-10FF668C

Figure 6.1: A3-Model: Emphasising the Architecture domain, where thepirapfrom the Algorithm to Architecture
is performed.
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In the polyphase channelizers, UMTS polyphase filter bask2issub-filters each of length 12
taps, whereas WLAN polyphase filter bank has 5 sub-filterh eatength 10 taps. So we have to
design filters of length 12 and 10. The basic design parasater

e Input Data-width: 16 Bits
e Filter's Coefficient Data-width: 18 Bits

e Input data and Filter Coefficent both are taken as Real dataifhplicity)

A filter length of 16 is selected to make the flow simpler. Thsigie is based on following
requirements:

e Clock frequency for WLAN sub-filters is 120MHz and for UMT Stsfilters is 105MHz

¢ In the serial implementation of the Polyphase filter bankdfasussed in the previous chap-
ter), itis required to have a swapable coefficient memorkpsmthat one subfilter’'s coeffi-
cients are used in multiply-accumulate process while tix¢ eeefficients are being loaded
into the other memory bank for the next process.

6.1 Parallel Multipliers and Accumulators

In the custom VLSI chip, each multiplier was re-used eigimes per input sample. This meant
that each tap would compute eight products and accumulate tbgether every input sample for
eight separate coefficients. In this manner, 2 MACs werdatlWwere needed to compute a 16-tap
filter. However, each MAC needed to operate at a clock ratet ¢iges that of the input data rate,
so for a 105MHz input sample rate for UMTS, a 840 MHz clock weuired, and for a 1220MHz
input sample rate for WLAN, a 960MHz clock was required. Thelwck specifications are quite
high for Vixtex-FPGA (Maximum clock freq. of 500MHz). Theadk speed can be decreased
by decreasing the number of taps per MAC to be processed. @epsing 4 taps per MAC, the
required clock speed becomes 420MHz for UMTS and 480MHz fhAW, which are within the
specifications of Vixtex-FPGA, but it will increase the nuenlof MACs.

The Xilinx Virtex series FPGA has dedicated multiplicati@sources so that two multiplica-
tion bits can fit into a single slice. Aa-bit by b-bit parallel multiplier requires approximately

blogsb+ (b—1)a 6.1)
5 :

CLB slices [Xilinx_Mulfiplier, 2000] [Moeller, 1999]. A 1it by 18-bit parallel multiplier
would require 163 slices. Therefore, the multipliers alona parallel MAC structure of 4 taps
per MAC would require 652 slices. The adders, additionalstegs and control logic required
for this design would push this number higher. A 16-Tap palrdllAC filter is shown in Fig-

ure[6.2 [Moeller, T999].

If each MAC was responsible for 4 taps, the coefficient sterfag a single bank for a single
MAC would require 9 slices since a slice contains two 16x1 RBlEkcks, and one RAM block
could hold a single bit for all 4 taps (maximum 16 taps). 18zbefficients would therefore require

102



6.2 Bit Systolic Array Architecture
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Figure 6.2: 16-Tap parallel MAC filter [[Moeller, 1999]

18 RAM blocks which can be contained within 9 slices. Two ioefnt banks are required by
the design specifications, so 18 slices are needed per MAEh&ificient storage. With 1 MACs,
this means that 18 slices will be required for coefficientage. With 4 MACs, this means that
72 slices will be required for coefficient storage. So a tofdd52+72 slices will be required for a
16-tap filter implemented as parallel 4 MAC processing 4 tgash.

The resource ultilization for Parallel MAC structure forvireg different numbers of MAC
units, is described in the Talleb.1.

Resource Ultilization for Parallel MAC structure

No. of No. of Clock Requirement Slices Required (Approx.)
Taps/MAC | Required MACs (MHz) MAC | Coeff. Memory| Total
16 1 1680 163 18 181

8 2 840 326 36 362

4 4 420 652 72 724
2 8 210 1304 144 1448
1 16 105(same as input clock rat¢) 2608 288 2896

Table 6.1: Resource Ultilization for Parallel MAC structures: for 8@4,2,and 1 tap per MAC configuration. The input
sampling rate is 105MHz. A 16-bit by 18-bit parallel multgslwould require 163 slices.

Area-Time Analysis of the parallel MAC structure filter isosim in Figurd[&B. FigurE@.3a
shows the scenario where the operating clock for all thescesgame. So each case will give its
final output at different time. Whereas Figlirel6.3b showssttenario where the operating clock
for all the cases (except one) is boosted up, so that eaciwilabave its final output at the same
time, which is desired.

6.2 Bit Systolic Array Architecture

In the Bit systolic Architecture, each cell’'s output is régd to be registered in order to pipeline
the array. The three outputs from each main cell each requisgyister, so the cell requires at
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Area-Time Analysis for parallel MAC structure Filter. Area-Time Analysis for parallel MAC structure Filter. The
The operating clock rate is same for all the cases operating clock rate is increased for each case (which is
(i.e. 105MHz). number of taps/MAC multipled with 105MHz), so that the

filker works at the input clock rate of 105MHz

Figure 6.3: Area-Time Analysis of the parallel MAC structure filter. Big[6.Ba shows the scenario where the operating
clock for all the cases is same. So each case will give its finglut at different time. Whereas FigUrel6.3b shows

the scenario where the operating clock for all the caseef#xane) is boosted up, so that each case will have its final
output at the same time, which is desired.

least one and a half slices. Each main cell also must comyuotéunctions of four inputs (each of
which can fit into a Virtex LUT) and needs to store one bit of afficient (without dualbanking
as required by the design specifications). A CLB LUT may bealueestore this bit. Therefore,
each main cell requires three registers and three LUTs. Taia gells may be contained within
three slices, which would contain six LUTs and six registesishout dual-banking.

According to [Chin-Liang Wang and Chen, 1988], the numbemain cells required for the
systolic array i B + L).N, where B = the number of bits in the input, N = the number of taps
andL = loga N. For a 16-tap, 18-bit filter, the number of main cells reqaiiier the systolic array
is 320. This would require 480 slices to implement. Since #iiucture is bit-level pipelined, one
output is produced every B clock cycles, or every 16 clochesytor the 16-bit design. Therefore,
for a 105 MHz input and output sample rate, the array will hiveperate at 1680MHz, which
is too high for Vixtex-FPGA (Maximum clock freq. of 500MHz)n addition to the main array,
there are other cells required for the design that would ials@ase the area.

This architecture was used for a full-custom, transistoskrlavel design. The reason that this
design was so efficient for a full-custom chip versus a FPGAasit requires a very fine-grained
architecture. The basic cell in the bit-level systolic grimonly three registers and a few logic
gates, which takes up very little area on a custom chip. Hewdor a coarse-grained FPGA such
as the Virtex, the simplicity of a single cell is actually adiback, area-wise. A better approach
for a FPGA design is to use cell sizes that more appropriatelp into the FPGA's architecture,
such as those used in Distributed Arithmetic.

6.2.1 Distributed Arithmetic

The distributed arithmetic approach can easily be expataléé-taps, but two problems remain.
First of all, the DA coefficients are constant, but the desgpuirements demand two swapable,
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6.2 Bit Systolic Array Architecture

loadable coefficient banks. Second, a SDA filter requiresoBkctycles to process a single input
sample. For a 105MHz input, this means a 16-bit input filtestmun at 1680MHz, which is too
high for virtex chip.

To solve the first problem, two banks of LUTs are used for eacin-fap group. One bank is
used as the active LUT - this is the LUT that is addressed bystiife-register outputs and one
bank is loadable by the user. Therefore, the user can load @de LUT values into one bank of
the FIR filter in the background while the old LUT values stbiie the other bank are active. By
toggling a bank select line, the two banks are switched ddttegreviously loadable bank is now
active, and the previously active bank is now loadable.
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Figure 6.4: Four Tap Group including the shift registers and the dotialeking LUTs [Moeller, 1999]

Figure[&% [[Moeller, 1999] shows the complete block diagfanma single four-tap group in-
cluding the shift registers and the double-banking LUTsescdbed above. The four-tap group
accepts a serial data input (from the last tap’s shift regist the previous group), and produces
a serial data output for the next group’s first tap’s shiftisegy. A bank selection line selects
(through multiplexers) which bank of LUTs are active, andchifare used for loading new coeffi-
cients. Each bank is 20-bits long due to two-bit word growmtbamputing the LUT contents. The
active bank is addressed by the four shift register outfitite.bank’s output is the group’s output.
The loadable bank is addressed by an external set of coaffadklress lines that select which of
the 16 bank addresses is being written. A group coefficiead Enable line selects whether this
group is to have its coefficients updated versus anothepgemd a bank write clock line writes
the data into the correct bank (the bank being loaded). Aragpalock was used for each bank’s
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LUT write clock to minimize the amount of logic local to a gmu

Pipelining was inserted in the four-tap group so that theldioational delay between pipeline
registers has been kept to a minimum to increase performadncaddition, as shown, the bank
selection line has been pipelined between four-tap grolipss prevents a single bank selection
line from having to drive all the multiplexers in every foap group, which would lead to a very
high fan-out and a slow signal, decreasing the overall sygterformance.

One drawback is that changing coefficient banks will takeoélctycles during which the new
bank selection signal is propagated through its pipelimegisters. Any outputs produced during
that time will consist of outputs from both coefficient ban&ad will be incorrect responses from
either bank’s filter. This drawback is addressed below withlinear-network summer tree. In ad-
dition, coefficients in a given four-tap’s stand-by registeannot be altered after a bank selection
switch until the new bank selection signal has propagatédaiofour-tap, or else the wrong bank
would be updated.

In a single four-tap group, each of the 16-bit shift regiseem be implemented by using a 16x1
RAM. So four 16-bit shift registers will require 2 slices. Atdr coefficent bank of 4x20 will
require 10 slices. So for two memory banks, 20 slices willdgired. 9 multiplexer, 1 latch and
4 registers (pipeline registes) will require 14 slices (shee for each). So a total of 36 slices are
approximated for 4-tap SDA group.

Resource Ultilization for 4-taps SDA structure
| Hardware Resourceé No.of Resources Slices Required (Approx.)

Shift Register 16x1(RAM) 4 2
Coefficient Memory Bank 16x1(RAM) 40 20
Multiplexer LUT 9 9
Registers 16x1(RAM)/LUT 5 5

Total | 36

Table 6.2: Resource Ultilization for 4-taps SDA structure, includiBbift-Registers, Coefficient Memory Bank, Mul-
tiplexer and Registers.

The resource utilization for 16-Tap filter designed usingr f&-tap group Distributed Arthmetic
module is given in the Tab[e8.3. 20-bit Adder, 21-bit Added &caling Accumulator are coded
in VHDL (hardware desciptive language) to have their slicert.

6.2.2 Linear Summer Network

The summer tree used to create the full 16-tap partial ptagagires routing lengths. The large
summer tree requires long routing lengths to provide thatsfor the last few adders, and is not
geometrically easy to fitinto a FPGA without wasting areantnaducing even longer wire lengths.

A linear design was created, where each four-tap group hamasr associated with it that

adds the previous four-tap group’s output to its own outptis sum is pipelined, and send to
the next tap. Due to the added stage of pipelining betweeauheners at each four-tap group, a
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6.2 Bit Systolic Array Architecture

Resource Ultilization for 16-taps SDA structure (Summezelr

Hardware No.of Slices/Module| Total Slices
Resource Resourceg (Approx.) (Approx.)
4-taps SDA decribed above 4 36 144
20-bit Adder LUT 2 10 20
21-bit Adder LUT 1 11 11
Scaling Accumulator Slice 1 15 15
(29-Bit)

Total | 190

Table 6.3: Resource Ultilization for 16-taps SDA structure (Summeg€ly including 4-taps SDAs, adders and scaling
accumulator.

X-input Bank
Select In

4-Tap Group

4-Tap Group

4-Tap Group

4-Tap Group

Scaling
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Figure 6.5: Linear Summer Network SDA

Output
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stage of pipelining must be inserted between each groupalgecascaded input value. This will
keep the outputs and inputs correctly synchronized. Thatisummer technique is illustrated in
Figurel®®.

With the linear technique applied, the design is more efiicés each four-tap group has one
summer attached to it that needs to communicate with onbcadf groups, so all of the groups
may be stacked together. There are no long routing lengtfusreal in this design like there are in
the summer tree technique. To minimize wasted area, eacmsuim only as many bits long as
required to protect against overflow. For example, the sunfionéhe second four-tap group need
only be 21 bits long because it is adding the 20-bit resulheffirst group to the 20-bit result of
the second group. The third group’s summer needs to be &1dbit), as it is adding three 20-bit
results. The number of extra bits per summer can be foundKkiygtahe integer portion ofogs 1,
wherei is the four-tap group’s numbédr [Moeller, 7999].

The resource utilization for 16-Tap filter designed usingrfé-tap group Distributed Arith-
metic module having linear summer network is given in thel@@a.

Resource Ultilization for 16-taps SDA structure (Linean8uoer Network)

Hardware No.of Slices/Module| Total Slices
Resource Resource§ (Approx.) (Approx.)
4-taps SDA decribed above 4 36 144
20-bit Adder LUT 2 10 20
21-bit Adder LUT 1 11 11
Pipeline Registers | Slice FlipFlop 6 1/2 3
Scaling Accumulator Slice 1 15 15
(29-Bit)

Total | 193

Table 6.4: Resource Ultilization for 16-taps SDA structure (Linean8ner Network), including 4-taps SDAs, adders
and scaling accumulator.

A benefit of the combination of the linear network and pipelinthe bank selection line is
that, upon the execution of a bank switch (inverting the kealkction signal), the four-tap groups
sequentially switch their coefficient banks from stand-dogidtive each clock cycle. Outputs being
formed by the four-tap groups and being passed along thrtheglinear summer network before
the banks were switched will continue to have partial pregigenerated using the old coefficients
added to them as they move down the summer network’s pipglicihain. Since the outputs and
the bank selection signal propagate through the netwolkeaddme rate, the first output after the
bank selection switch will only have partial products geted with the new coefficients added to
it. The coefficient banks in a given four-tap group will swagle same time this output enters
the group, resulting in the correct partial product beingnsied to the output by the group. This
means that no incorrect data will be generated during a bait&rs

This technique has two small drawbacks. First of all, itighdly larger than the summer tree
technique. Although the number of adders is the same for teattmniques, but the adder tree
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requires less area as the adder bit size grows, whereasdae fietwork requires more. However,
as long as the design still fits within a Virtex device, thiiceptable. The second drawback is
that the output has a latency of 4 clock cycles due to the ipipgl of each four-tap group’s output.
In most signal processing applications, small latencief s1$ this are not detrimental.

6.2.3 Achieving Low clock rate performance for 105 MHz Samp#-Rate

The serial distributed arithmetic design as described elveguires a clock rate 16 times faster
than the input data rate. For a 105 MHz data rate, this meansethal filters must run at 1680
MHz.

Two solutions exist to solve this problem. The first is to @perthe SDA filter at 1680 MHz,
using the Virtex DLL to multiply the external 105 MHz clock up a 1680 MHz internal clock
rate. But the DLL can work up to 500 MHz. The second is to usé 2DbA, with two 16-tap
SDA filters. A clock rate 8 times faster than the sample rateld/be required for this design, and
the internal filters would have to operate at 840 MHz, yet tb&igh would require twice as much
area as a SDA design. Even this solution donot fit for the ckpgcification of the Virtex Chip.
To use 4-bit PDA, with four 16-tap SDA filters, would requigeslock rate 4 times faster than the
sample rate. The internal filters would have to operate atMB2@, but the design would require
four times the area as a SDA design. The trade-off betweeth#se techniques is speed versus
area. The 4-bit PDA design requires 768 slices for the 16u@ar-network filter.

The Area-Time analysis for Distributed Arithmetic techungg having different numbers of bits
processed at a time is shown in Figlrel 6.6. Fidguré 6.6a sHwevsdenario where the operating
clock for all the cases is same. So each case will give its @ngdut at different time. Whereas
Figure[6:B8b shows the scenario where the operating clociiftre cases (except one at 105MHz)
is boosted up, so that each case will have its final outputeasdime time, which is desired.

6.3 Fast FIR Algorithm

The parallel MAC approach to the filtering problem can be cimedb with the FFA algorithm to
derive small filtering structure§ [Moeller, 1999]. In the@éel MAC approach implementation, 4
MACSs used to calculate a 16-tap FIR response by having eac pekforming four multiplica-
tions per input word, so that each MAC handle four filter tapisis could be decreased to 2 taps
per MAC, so that 8 MACs would be needed with an 210 MHz clock.rat

If each MAC is responsible for 2 taps, 8 MACs would be requiteat a 210MHz clock rate
is required. The new FFA approach would take the polyphaserdposition of the filter. Each
polyphase filter (i.e.H, or H;) would be half the size of the original 16-tap filter, or 8gap\p-
plying the FFA algorithm would require three 8-tap filterach of these smaller filters would now
have to run at only half the original filter’'s sample rate, ar5MHz to maintain an overall sample
rate of 105 MHz (the FFA approach allows an overall throughice that of the individual fil-
ters’ sample rates). Each polyphase filter could be impléetewith 4 MACs, where each MAC
handled 2 taps. The benefit is that the sample rate of eaahigilte®w only 52.5 MHz, meaning
that each MAC would only have to run at 105 MHz to compute tiselte from 2 taps per input.
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that the filter works at the input data rate of 105MHz

Area-Time Analysis of DA structure Filter with different
numbers of Bits processed at a time. The operating
clock rate is same for all the cases (i.e. 105MHz).

Figure 6.6: The Area-Time analysis for Distributed Arithmetic techuniéq having different numbers of bits processed

at a time. Figur€®&l6a shows the scenario where the opereltiol for all the cases is same. So each case will give
its final output at different time. Whereas Figlirel 6.3b shdvesscenario where the operating clock for all the cases
(except one at 105MHz) is boosted up, so that each case wélitgfinal output at the same time, which is desired.

With no change in clock rate (i.e. at 210MHz), the total nuntdfeMACs would be decreased to
6 (Polyphase structure) from the original 8.

One major change is that the middle filter would be multipdyitv-bit inputs by 19-bit coeffi-
cients because of the one-bit word growth through the amidif before the filter and the one bit
word growth in the addition of to compute the filter’s coeffiais. Therefore, the middle polyphase
filter would be slightly larger than the other two filters. Tdweerall FFA filter will also be slightly
larger due to the five extra summers and the delay element.

The middle filter requires MACs of size 17x19 bits, whereas dther two filters requires
MACs of size 16x18 hits. The area required by multipliers iaksl7x19 bits and 16x18 bits
is 187 and 173 slices respectively. So 16 multipliers of BoRits (both top and bottom filters)
requires 2768 slices and 8 multipliers of 17x19 bits (miditer) requires 1496 slices, which
results in overall slices af264 The five extra adders will push this value little high.

6.4 Frequency Domain Filtering

For the frequency domain filtering implementation, a 32p&FT and IFFT are required (previ-
ous chapter). However, since the input data is real, botmetleand imaginary parts of the FFT
may be used to hold the real input daffa TAlan V. Oppenheim3L§8roginsky and Works], ].
Therefore, a 32-point FFT can be calculated with a 16-poiit Structure.

The next step for the frequency domain filtering implemeéatatvas to determine the bit-size
required for the FFTs in order to meet the custom VLSI chipifpat precision. The minimum
bit-width to maintain approximately 18 bits of output pigon was determined for each variable
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separately, and is shown in Tablel6[5 [Moeller, 1999].

Frequency Domain Filtering Output Precision
Parameter | Bit-Width | Output Precision

FFT Bit-width 30 17.704
31 18.802

Filter Spectrum 28 17.973
Bit-width 29 19.589
Point multiplication 34 17.487
round output width 35 18.465
IFFT Bit-width 35 17.536
36 18.512

Table 6.5: Bit-width for Frequency Domain Filtering parameters to é@&utput Precision equal to VLSI design (18-
bits)

The bold bit-widths in TablE®Gl5 are used together in thedesgy domain filtering technique.
The output precision is 17.881 bits, which is determinede@losed enough to the custom VLSI
output precision, as adding a bit to any of the parameterseatnmuld drastically increase the
technique’s area.

With the bit-widths above, a preliminary area calculaticaswnade for multipliers and memory.
Using the Equatioh @1, the 31-bit x 31-bit multipliers irtRFT would require about 542 slices.
The point multiplication would be multiplying the FFT’s 3iit result by a 29-bit filter spectrum
value, which would require about 512 slices. The IFFT mliéiis would be multiplying 36-bit
numbers by 36-bit numbers, and would require about 723sslitkis slice utilization is shown in
Table[66.

Area Requirements for different Multipliers
Parameter | Multiplier Size | Slices Required (Approx.)

FFT 31x31 Multiplier 542
Point Multiplier | 31x29 Multiplier 512
IFFT 36x36 Multiplier 723

Table 6.6: Area Requirements for different Multipliers

Assuming a 16-point FFT was being used as described abav&Rh and IFFT would each
have 4 stages, so 8 butterfly pipeline stages would be refuikith four multipliers per stage to
compute each stage’s complex twiddle factor multiplicatmd four multipliers for the complex
point multiply, the multipliers would require 22288 slic&since the multipliers are fully-parallel,
the clock rate for this implementation would be equal to timgle rate.

If the clock rate was quadrupled and each multiplier waseéudsur times per input sample
(i.e. one multiplier per complex multiply), the multipleewould require 5572 slices. Reusing the
multipliers any more times would be difficult, as a single tiplier would have to perform the
multiplications for multiple pipeline stages of the FFT BFIT.
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Each pipeline stage requires words of storage for its dét@y(previous chapter), where is
the stage number. This means that 15 complex words of staragesquired for the FFT and 15
complex words are required for the IFFT. 8 complex twiddletdes are required for each FFT,
but may be shared between the FFT and IFFT. Two banks of 32leemrds are required for
the frequency spectrum storage so that one bank may be loguédthe other is active. Each
complex word requires two RAM words of storage. With 31-bitrds for the FFT delay storage,
29-bit words for the frequency spectrum storage, 36-bitdsdor the IFFT delay storage, and
36-bit words for the twiddle factor memory (to accommoddte 36-bit IFFT requirement), the
total filter requires 6298 bits of memory storage.

One advantage of this implementation is that much of the merstorage consists of large
blocks of RAM where only a single location needs to be acckasa time. This means that the
Virtex block RAM could be used for this application. The ¥xtXC4VSX3tas 192 blocks of
18kbit Block RAM, giving a total of 3456 Kbit of memory. Theqeired memory of 6298 bits can
easily be accomodated into this block RAM.

Therefore, the frequency multiplication technique for atd filter would require 5572 slices
for multipliers and the Virtex BlockRAM, used for data stgea The control logic for this im-
plementation is complex and would be area-intensive, éslpeavith a single multiplier being
re-used 4 times per input sample. In addition, adders, ipppetgisters, twiddle factor distribution
logic, and the control logic to implement the overlap-savethod necessary to filter the continu-
ous input stream would increase the area dramatically.

Although the pipelined FFT algorithm is (hence the namehlyigipelinable, a design reusing
a single multiplier four times would not be regular and worgduire long route lengths due to
the complex nature of its control, reducing its performaoampared to the other, more regular
designs. Therefore, the FFT algorithm was ruled as beimgtaand slower than the DA or FFA
designs.

One point to note with the FFT algorithm is that moving from@atap filter to a 32-tap filter
would require a smaller area increase than moving from ap6ilter to a 32-tap filter using a
FIR approach, as such a move requires the addition of one statpe FFT and IFFT and twice
as much twiddle factor and spectrum storage memory, whéhedsIR techniques would require
a doubling of area. The FFT algorithm’s area benefits woulttbive even more obvious as the
filter's size increased further, as each doubling of tapsiireqg a doubling of area but a small
increase in frequency spectrum filtering area.

6.5 Conclusion

In this chapter, we have started with straight forward agpinoof FIR filter implementation i.e.

parallel-Multiple-Accumulate structure. We have exptbdifferent techniques in order to lower
down the requirements for multiplier. Bit Systolic Arraychitecture is not suited for FPGA
because of simplicity of its single cell which is actuallyrawback, area-wise. Distributed Arith-
metic structure is best suited for FPGA because of its effigeisage of slices. Frequency domain
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filtering is the most resource consuming. The FFT algorithanea benefits would become obvi-
ous as the filter's size increased, as each doubling of tapsres a doubling of area but a small
increase in frequency spectrum filtering area.

So finally Distributed Arithmetic structure is delected floe final implementation to the FPGA

because of being resource efficent. Area-time analysisesktdifferent structured filters is shown
in Figure[&.Y.

Area-Time Analysis
6000
5000 —e— Area (Parallel-MAC)
’qm? 4000 —=— Area (DA)
= Area (FFA)
£ 3000
3 Area (Freq. Domain
Z 2000 Filtering)
1000 - i
0 T T 1
0 0.5 1 15
Time (x 9.52nsec)

Area-Time Analysis of Different filtering techniques. These are Parallel multiple and
accumulate, Distributed Arithmetic, FFA and Frequency domain filtering. The curves
show their performance having same clock rate but with different required areas.

Figure 6.7: Area-Time Analysis of different structured filters

In this all analysis, we have not consider the parameter ofiimam operating speed for the
designs, which will definately restrict some of the designtfe application. This is due to the
fact that combinational logic lower down the maximum opieaspeed for a designed system.

The DSP48 slice is a new element in the Xilinx development ehoefferred to as Applica-
tion Specific Modular Blocks (ASMBL) architecture. The pase of this model is to deliver
off-the-shelf programmable devices with the best mix ofidpgnemory, 1/O, processors, clock
management, and digital signal processing. ASMBL is aniefftdPGA development model for
delivering off-the-shelf, flexible solutions ideally seit to different application domains.

Each XtremeDSP tile contains two DSP48 slices to form thésh#Esa versatile coarse-grain
DSP architecture. Many DSP designs follow a multiply withdi&dn. In Virtex-4 devices,
these elements are supported in dedicated circuits. Thetl®SIRes support many independent
functions, including multiplier, multiplier-accumulat@MACC), multiplier followed by an adder,
three-input adder, barrel shifter, wide bus multiplexensgnitude comparator, or wide counter.
The architecture also supports connecting multiple DSRi48ssto form wide math functions,
DSP filters, and complex arithmetic without the use of gdrfeiPas A fabric.

The math portion of the DSP48 slice consists of an 18-bit »it8two’s complement mul-
tiplier followed by three 48-bit datapath multiplexers {wbutputs X, Y, and Z) followed by a
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Simplified DSP48 Slice Model

Figure 6.8: Simplified DSP48 Slice: The math portion of the DSP48 sliceststs of an 18-bit x 18-bit, two’s com-
plement multiplier followed by three 48-bit datapath mulkéxers (with outputs X, Y, and Z) followed by a three-input,
48-bit adder/subtracter.

three-input, 48-bit adder/subtracter as shown in Fifufe Ghe data and control inputs to the
DSP48 slice feed the arithmetic portions directly or aréamgatlly registered one or two times to
assist the construction of different, highly pipelined, ®&pplication solutions. The data inputs
A and B can be registered once or twice. The other data inmdsttee control inputs can be
registered once. Full speed operation is 500 MHz when uki@gipeline registers.

The DSP48 slice is ideally suited to implement multirate gmg because of its high speed
and filter-like structure. The cascaded data input and ouyipths, pipeline registers, high pre-
cision two’s complement multiplier followed by an addebacter and accumulation capability
provide needed elements for multirate filtering.

The target platform Xilinx Virtex-1IV XC4VSX35-10FF668C A has 192 DSP48 slices. It

is wise to use these resources instead of creating our owarnes based on FPGA's slices/CLBs.
16-Taps filter can be efficiently implemented by using 16 D&Eslices.
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CHAPTER 7

CONCLUSION

7.1 Conclusions

The overall goal of this project is to design and implementdtinstandard software radio receiver.
In a multi-standard secnario, WLAN and UMTS are taken as sas#y. The goal was stated in
the form of an initial problem:

How can an efficient multi-standard (WLAN & UMTS) software ra dio
receiver be designed and implemented.

In order to meet the goal, two project objectives were statg&elect an algorithm / technique
to obtain the desired functionality and 2) design and imgletha system based on the selected
algorithm. In the following, conclusions are made for thebgectives.

In the selection of the technique for multi-standard sofemadio, bandpass sampling tech-
nigue has been selected. The UMTS and WLAN standards havadl3 ehannels respectively,
but only one channel from each standard is required at a tilnis. required to down convert
these channels to baseband at the required sampling rat@vtfi2for WLAN and 61.44MHz
for UMTS. Initially, the combined band of UMTS and WLAN is uvaiampled at 676MHz. The
bandpass filters are requried to seperate these two bandsANVENnd UMTS. The application
requirement demands a linear phased characteristic ofatmgpass filter, as the channels of each
standard are very compactly spaced, and therefore the FéRsfdre desirable choice. Further,
a brief overview of the different methods which are used touwate the filter coefficients are
compared. Itis concluded that @ptimal Filter is required for the filtering purpose based on the
application requirements. It is required to have that theimiim ripples in the passband which
is provided by the least square criterion in the optimalffittesign. Finally, a channelizer was
required to obtain the desired functionality of downcosi@n and downsampling.

Two types of channelizer were considered in this case. Téiediie is the conventional chan-
nelizer which has a downconverter followed by a lowpassrfiied rate converters. In this ap-
proach, each channelizer works only for one of the chaniiélsgs to have multiple channels at the
output, multiple channelizers are required. The second tyghe polyphase channelizer which
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has commutator, polyphase partitioned filter and beam fobmeoherent phase summation. It
has unique features of having all the channels at basebahdreguired sampling rate just by
using one filter (polyphase filter). It also has the featuresfiicient utilization of the resource
with reduced clock-rate requirements. All the process tetapolyphase channelizer from the
conventional channelizer is investigated. It usesEheivalence TheoremandNobel Identity.
The polyphase channelizer has been selected based on thgse features.

In order to meet the requirements of polyphase channelieeegual channel spacing and in-
teger number of channels over the span of sampling frequeveyhave gone through different
iterations. Different sampling frequencies are tried tgehaon-overlap alaised channels along
with polyphase channelizer requirements of equal charpeatisg and integer number of chan-
nels. The sampling frequency is iteratively changed to 84zvbut still not perfectly matched
to one of the polyphase requirement of equal channel spadingqual channel spacing results in
baseband offset for the downconverted signals.

In order to compensate for the baseband offset, we use anvafigpolyphase channelizer
that has hyterdyning embedded in it. This variant polyphasnnelizer is best for the offsets
of multiples of quarter of channel spacing. Because of dfie channel bandwidth and channel
spacing, both WLAN and UMTS require seperate polyphaseraiaer. The resultant channel-
izers for WLAN and UMTS have 35 and 168 sub-filters respebltivéth the input sampling rate
of 840MHz. The processing load on sub-filters in the polyphasannelizer is reduced by lower-
ing the input sampling frequency (as low as possible) bymgdiag the signal. In this case, the
input to bandpass filters in WLAN and UMTS path is considered@mplex while making the
filter coefficients as real, which means that the output oftdwedpass filter is complex with less
complexity i.e. multiplications and additions. This allthe ssampling frequency for WLAN and
UMTS to be lowered to 120 and 105 MHz respectively, due torawo interference with image
signals. The resultant channelizers for WLAN and UMTS nowehaiand 21 sub-filters, with the
input sampling rate of 120 and 105MHz respectively.

In order to achieve the desired sampling rate at the outfft¢reht techniques are considered
(such as) P/Q resampling and resampling embedded in thet@sg channelizer. Out of them,
resampling embedded in the polyphase structure is sele€tad is based on serpentine shift at
the input data and circular shifting the date before the mttgphase summation. The technique
is further modified to have sliding movement of commutatat einculating the filter coefficient.

In the simulations, the results are the same having a bdadtditer (complete spectrum) fol-
lowed by bandpass filter UMTS and WLAN) as only having bandddiers which removes the
need to select the complete band at the start. The signalr@peetrum after passing through the
bandpasss filter is still the same. The polyphase chanrefiazeWLAN and UMTS are simulated
to shows the desired signal at baseband with the requiredlisgmates of 20MHz and approx.
61.44MHz respectively. The received signals have 50dB ofdyc range. The prototype filter
for WLAN has 50 taps which are partitioned into 5 polyphasaohes, so that each sub-filter has
10 coefficients. In UMTS channelizer, based on the requirgdut sampling rate, a downfactor
of approximately 17/10 is required, which has an upsammint0. This upsampling factor of 10
requires a 10 times longer prototype filter than the normtrflbecause of 10 times increase in
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sampling frequency. The resultant prototype filter for UMA&S 2520 taps which are partitioned
into 210 polyphase branches, so that each sub-filter has éffiadents. Only one tenth (1/10)
of the sub-filters i.e. 21 out of 210 are used at a time. Thigsd#ve processing panelty due to
increased filter length.

In the implementation phase, polyphase channelizers alyzad in terms of the required
components, consisting of demultiplexer as commutatoitea fiank having polyphase filters, and
finally the coherent phase summation (multiply and accutalldifferent structural techniques
to carry out the implementation were presented. In thisrceggeneral polyphase structure, op-
timized structures - symmetric property based structutdeashared structure, serial polyphase
structures with serial and parallel MAC are considered.eBam the complexity analysis, serial
polyphase structure with parallel MAC is selected for thalfimplementation.

In the individual sub-filter implemetation, different ingphentaion structures are considered.
These being Parallel multipliers and accumulate, Bit digstoray, Distributed Arithmetic, Fast
FIR, frequency domain filtering and Multiplier less filtegitechniques. Each structure and its vari-
ants are analyzed in terms of hardware resources. The anislymsed on the approximations for
the area requirements for multipliers, adders and regigter. For 16-tap filter Parallel-Multiply
and accumulate, Distributed Arithmetic, Fast FIR and Fesgy domain filtering structures re-
quire 2896(without adders), 3072, 4064, and 5572 slicepeatively. The Distributed arithmetic
is found to be suitable for the implementation due to beisguece efficient.

The focus of the above techniques is to use multipliers asdspossible, to save the area. But
due to technology advancement, now the FPGAs have dedicaikiblier blocks which are more
efficient than the CLB-slices based multipliers in terms pémting speed and reduced power
requirements. Xilinx FPGA, Virtex-IV has XtremeDSP blodkat can perform multiplication
upto 500MHz rate. The system performance is increased bg tisese blocks. Each XtremeDSP
block has two DSP48 slices. So the polyphase filter bank im@iged as serial-polyphase-filter
structure with parallel MAC for WLAN and UMTS channelizerrche built by using 10 and 12
DSP48 slices respectively.

We have choosen the target architecture from the start, @&ndawe said that it can only be
FPGA or ASIC that can meet the required clock frequency far finoject. We know from the
start that moderen FPGA's like Virtex-1V have dedicated tipliers which are higly optimised as
explined above and at the end we are using them. But it wass&geto understand the knowl-
edge of all the methods and techniques for the basic DSPtapesand thats what we did. Now
at this stage we can say that the VLSI design is possible te bptimized architecture for DSP
operations based on the techniques that we have gone thrdVglean also guess that the tech-
nique with Programmable SOPOT have an architecture whigérissimilar to the architecture of
the dedicated multipliers, (This is an assumption sincdrttegnal architectures of the dedicated
multipliers are confidentials of Xilinx, and they are not itadale).

The A3 model was used to describe the problems of mappinglgiogitam to a system ar-

chitecture. Many solutions of an architecture existed li@r algorithm and the architecture also
had to comply with the constraints of the application. Thenynédifferent solutions formed a
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huge design space. Furthermore, the constraints on egrdirtie and area consumption had to
be maintained making the mapping between the algorithmlandrchitecture an iterative process.

Finally, the answer to the initial problem is given:

Bandpass sampling technique has been selected for the WLAMdA UMTS
standard receiver, which is followed by polyphase channeders to have the
channels at the baseband with required sampling rates. Setl polyphase-
channelizer implementation structure with parallel MAC is used for im-
plementation. Polyphase sub-filter is implemented with Disibuted Arith-
metic structure or with Xilinx-DSP48 slices for improved performance.

In the following section, the future perspectives of thggrbare given. These perspectives are
based on the obtained results and considerations conggh@rassumptions that have been made.

7.2 Future prospective
There is always room for improvement, and we also have soggestions for the future work.

e In the project, we have considered a scenario by taking tamdstrds (UMTS and WLAN),
which can be expanded to include more standards.

e Polyphase channelizer is not used to its level best advaestaigextracting all the channels
at the same time. This is due to the fact the different stalsdaave different channel
bandwidth and inter-carrier spacing. Even for one of thaddeds, all of its sub-channels
are not converted at the same time. This is due to the unegaahel spacing (from the
DC). The polyphase channelizer can be used to its level leegtirfes that is extracting
all of the channels for any standard, by having a heterodyatrthe input of the polyphase
channelizer, and heterodyning-carrier is selected suttitib translated channels have equal
channel spacing. This case will result in extracting all tdhannels of a standard, just
by using standard polyphase channelizer, not by its vatmmompensate the offsets of
multiples of quarter of channel spacing.

e In the polyphase channelizer for UMTS, the required dowmfacf 875/512 is rounded to
17/10, which results in the output sampling rate of 61.76 Nts$tead of 61.44 MHz. Arbi-
trary sampling rate techique as mention[in [Harris, 2006]lma used along with polyphase
channelizer to have the exact required sampling rate o#ialii4z.

e The implementation part is based on the analysis of the redjhiardware resources by hav-
ing estimates and writing simple VHDL programs. The full isypentation of the system
is a proposed future work.
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APPENDIX A

MULTIRATE SIGNAL PROCESSING

A.1 Introduction

The increasing need in modern digital systems to process atanore than one sampling rate
has led to the development of a new sub-area in DSP known dsateiprocessing. A straight
forward approach is to convert the digital signal back td@mpand the resampled at the desired
rate. However, this is not a desireable approach, because ofon-ideal analog reconstruction
filter, D/A converter, and A/D converter that would be usedipractical implementation. Thus
it is of interest to consider methods of changing the sargpiate that involve only discrete-time
operations[[Alan V. Oppenheim, 1999].

The two primary operations in multirate processing arerdation and interpotaion and they
enable the data rate to be altered in an efficeient mahner gfmeh C. Treachor, 2002]. Decima-
tion reduces the sampling rate (sampling frequency), efigtcompressing the data and retaining
only the desired information. Interpolation, on the otlarth increases the sampling rate. Often
the purpose of converting the data to a new rate is to makesiigrege.g. computationally more
efficient) to process or to achieve compatibility with aresthystem.

There are many advantages of multirate processing whica haen exploited in many and
increasing number of modern systems. Some of thenj are [Eo@h@&n [feachor, 2002]:

e High quality data acquisition and storage systems usesrataltechniques. Analog signal
is sampled at much higher frequency than specified by thelsagpeorem, which requires
a much simpler anti-aliasing filter to bandlimit it beforgitizing. Once in the digital form
the signal can be readily reduced to desired rate using tltéaaiel approach.

e In speech processing, multirate techniques are used toedha storage space or the trans-
mission rate of speech data. Estimates of speech paranaetec®omputed at a very low
sampling rate for storage or transmission. When requireel,original speech is recon-
structed from the low bit-rate represenation at much higaes using multirate approach.

e Multirate processing has found important application meffficient implementaion of DSP
functions. For example, the implementation of narrow baigital FIR (Finite Impulse
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response) filters using conventional DSP poses a seriobkepndecause such filters require
a very large number of coefficients to meet their tight fregquyearesponse specifications. The
use of multirate techniques leads to very efficient implexti@d by allowing filtering to be
performed at a much lower rate, which greatly reduces ther filtder.

Multirate processing allows the strength of the converasti@SP to be exploited. Anti-aliasing
and anti-imaging filtering in real time DSP systems can béopeed in the digital domain, en-
abling both sharp magnitude frequency as well as lineareptesponses.

A.2 Sampling rate reduction (Decimation)

The sampling rate of a sequence can be reduced by sampliaglityidefining a new sequence.

M

X[n] X4n] = X[nM]

Sampling period T Sampling period T= MT

Figure A.1: Sampler rate compressor or decimator

Figure[A7 shows the M-fold decimator, which takes an inmgfuencer|n| and produces the
output sequence,[n]

zq[n] = z[nM] (A1)

where M is an integer. Only those samples:pf] which occur at time equal to multiples 81
are retained by the decimator. More precisely, sampling nedluction is achieved by discarding
M — 1 samples for evenyM/ samples of the signal. Equatibn"A.1 defines the system shown i
figure[A and called the sampling rate compressor or simpiypressor.

Figured AR illustrate the decimation process of a signajufe[A2a is the Fourier transform
of the impulse train of samples with sampling period of En(" = 7/2) i.e. sampling rate is
twice the minimum rate to avoid aliasing. FiglireJA.2b is tlwufer transform of the downsam-
pled sequence when M=2. As the original sampling rate isehe minimum sampling rate and
the downsampled factor M is also 2, so no aliasing occur. dfdbwnsampled facat/ is more
than 2 then alaising will result, as shown in figrelA.2c.

Decimation results in aliasing unles$n| is bandlimited. Sampling rate can be reduced by a
factor M without aliasing if the original sampling rate was at leastiivies the Nyquist rate or
if the bandwidth of the sequence is first reduced by a factdl oy discrete-time filtering. The
downsampling process accompanied by discrete-time fitiesi shown in figurEZAl3. Figuie’A.3a
is the Fourier transform of the impulse train of samples wémpling period of TQNT = 7/2)
and is same as shown in figre’A.3a. In general, to avoid ataisidownsampling by a factor of
M requiresQy < w/M. In order to downsampled by a factor M=3 without aliasingnsil has to
be bandlimited before downsampling. Thus if the signal] is filtered by an ideal lowpass filter
with cutoff frequency). = =/M = 7/3, then the signal can be downsampléd & 3) without
aliasing, as shown in figule4.3d.
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A.2 Sampling rate reduction (Decimation)
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Figure A.2: frequency-domain representaion of downsampling

X(el®)
1T
a
| |
I ! -Q. [0} ! '
-2n - N Noom 2n =0T
oy = QT =n/2
H,(el)
1
b
| | | |
I I -® @ I I »=QT
2 - o o 2 =
T T (.l)c - /M T 7T
X (el®) = H (e)X(el®)
1T
: /l\ | | m
on @ w3 W3 ox on o=0T
/M =n/3
(M=3) X' y(e)
d 1IMT
| | | |
| I T T .
2n & -3 T 2m ©=0T
/M =n/3
Figure A.3:

125



Chapter A Multirate Signal Processing

A general system for downsampling by a factoridfis shown in figurdZAl. Such a system
is called decimator, and downsampling by lowpass filterioifpived by compression has been
termed decimatior| [Crochiere and Rabiner, 1983].

Lowpass filter
— »{Gain=1 M >
XIn] Cutoff =M | x[n] X' [n] = X[nM]
Sampling period T Sampling period T'= MT

Figure A.4: General system for sampling rate reduction by facof M TAla®@penheim, 1999]

A.3 Sampling rate expansion (expander)

The sampling rate of a sequence can be increased by opesatidogous to D/C conversion.

AL

X[n] X_[n] = X[n/L]

Sampling period T Sampling period T=T/L

Figure A.5: Sampler rate expansion or expander

Figure[A% shows the L-fold expander, which takes an inpgtieacez|n] and produces the
output sequence,[n]

(A.2)

n] = xz[n/L] if nisinteger multiple of L
Tl = 0 otherwise

where L is an integer. For each sampleri] the expander inserts — 1 zero-valued samples
to form the new signal at rate F; (where F is the original sampling rate). The signal is then
lowpass filtered to remove image frequencies created byimatease. The insertion of — 1
zero spread the energy of each signal sample bvantput samples, effectively attenuating each
sample by a factor of.. Thus it is necessary to compensate for this, for example niptying
each sample of.[n] by L. EquatiorCAP defines the system shown in fidurel A.5 antkddhe
sampling rate expander or simply expander.

Figured AL illustrate the upsampling process of a signigiute[A8a is the Fourier transform
of the impulse train of samples with sampling period of(Ty(I" = 7) i.e. sampling rate is equal
to the minimum rate to avoid aliasing. FigureA.6b is the kautransform of the upsampled
sequence when L=2. The new upsampled sequence can be diftaimeexpended sequence as
shown in figurdZABb by correcting the amplitude scale fromtd/ 1/T' and by removing all the
image signals except at integer multiples of &o it requires alowpass filter with a gain of 2 and a
cuttoff frequencyr/2 as shown in figurEZAl6c. In general, required gain would bed_the cuttoff
frequency would ber /L. The final upsampled signal without aliases is shown in fiufel.

A general system for upsampling by a factorofs shown in figurdZAl7. Such a system is
called expander or interpolator as it fills in the missing gkas.
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A.3 Sampling rate expansion (expander)

X(el®)
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Figure A.6: frequency-domain representaion of upsampling
Lowpass filter
— L sGan=L — ——>
Xin] X ] 4= X' [n]
;?:rrir(lﬂir'}g $?=m_|r_il||i_ng period _'T‘_a=m_lpllli_ng period
Figure A.7: General system for sampling rate increase by facr L [Ala@ppenheim, 1999]
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Chapter A Multirate Signal Processing

A.4 Changing the sample rate by non-integer factor

In the previous sections, methods for sample rate increadedecrease by a integer factor has
been presented. By combining these operation i.e. de@matid interpolation, sampling rate
can be changed to a non-integer factor.

Interpolator Decimator
! _____________ | I _____________ |
! Lowpass fiter | | ! | Lowpass filter i
—tL » Gain = L | > Gain = 1 WM >
Cutoff =L : Cutoff = /M s Loy
X[n] | X, In] | Xy ! X[nl | XN
. | .
Samplin
Samping T 7 @ ™ ™ ML
Lowpass filter
—AL > Gain=L WM ——
X[} | CUtOt = min L, WMD) [y oy Xl
Sampli
Samping 7 ™ o (b) T ™L

Figure A.8: [Alan V. Oppenheim, 1999]

Figure[ABa shows an interpolator that decreases the sagnpdiriod from T to T/L, followed
by a decimator that increases the sampling period by M, miaduan output sequenag,[»] that
has an effective sampling period’6f = T'M /L. By choosing L and M appropriately, any desired
ratio of sampling period can be achieved.

If M>L, there is a net increase in the sampling period (a desen the sampling rate) and if M<L,
then there is net decrease in sampling period (a increake waimpling rate). As the interpolation
and decimation filters in figufeA.8a are cascaded, they caoinbdined to form a single lowpass
filter with gain L and cutoff frequency equal to the minimummofL and=/M as shown in fig-
ure[A3b.

Table[A shows the characteristics of the combined lowpliss

Combined filter behavior for non-interger sample rate cosioa

Cases | Dominant cutoff frequency Effect
M>L w/M Reduction in sampling rate
(Increase in sampling period
M<L w/L Increase in sampling rate
(Reduction in sampling period)

Table A.1:

In the previous section, methods for changing sample ratolbination of decimation and
interpolation has been presented. If a new sampling period=d..01T is required, the input
sequence is first interpolated by L=100 using a lowpass fitrcuts off al’. = = /101, and then
decimate by M=101. These large intermediate changes inatim@lgg rate would require large
amount of computation for each output sample if filteratiimplemented in a straight forward
manner at the high intermediate sampling rate that is requiit is possible to greatly reduce
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A.5 Polyphase Decomposition

the amount of computation required by taking the advantafjeeme basic multirate processing
techniques. These techniques include identities

A.5 Polyphase Decomposition

The polyphase decomposition of a sequence is obtained byseqting it as a superposition of M
subsequnces, each consisting of every mth value of suctgsdtlayed version of the sequence.
By appling this decomposition to filter impusle respose,ciffit implementation structure for
linear filters can be obtained. Conside an impulse respffiiséthat has to be decompose into M
sebsequnceky[n] as follows:

hin] = { hin+ k] if nis integer multiple of M A3)

0 otherwise

By successfully delaying these subsequences, the origimlise responsg[n] can be con-
structed; i.e.

M-1
hin) =Y hiln — k] (A.4)
k=0

This decomposition can be represented by block diagram @srsin figure[A®. The se-
quencegy[n| are
ex[n] = h[nM + k] = hg[nM] (A.5)

and are reffered as polyphase components of h[n]. Figur@ shbws a chain of advance
elements at the input and a chain of delay elements at thetoampl is equivalent to figuieA4.9.

h[n] \ e,ln] tu hyln]

1
hn] rveri LA e Ll o g B K,{) hin]
WM AM z2

h[n+2] e,[n] h,[n]
[ [ [ [
i i i i

l

l

L Zm Iy AW 70
h[n+M-1] ey.4[n] hy.4[n]

Figure A.9: Polyphase decomposition of filter h[n] using componen{s| [Alan V. Oppenheim, 1999]

FigureLA®D an@ATI0 are not realization of the filter, butytekhow the decomposition of filter
into M parallel filters. In frequency or z-domain, the polggsle components are represented as:

M—-1
H(z) =Y Ep(z")z* (A.6)
k=0

The equatiofAJ6 expresses the system function H(z) as a Saelayed polyphase compo-
nents filters, as shown in figure AJ11.
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h[n]

Hﬁ‘[n] WM =t
V4

h[n+1] ¢M e,[n] TM

h[n+2] ¢M e,[n] TM

~ | |

y—

h[n+M-1] €[Nl

Figure A.10: Polyphase decomposition of filter h[n] using components[n] with chained de-
lays [Alan V. Oppenheim, 1999]

x[n] | E, M)

Z-1
E. (z¥

= il +: win]
E,(z")

~ |

z! i

—— E(M_1)(ZM)

Figure A.11: Realization structure based on polyphase decompositibfnpfAlan V. Oppenheim, 1999]
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A.6 Polyphase Implementation of Decimation filters

Important applications of polyphase decomposition is @nfilters whose output is then down-
sampled or upsampled.

A.6 Polyphase Implementation of Decimation filters

In the general system for downsampling by a factoMbhs describe in sectidnA.2 in figureA.4,
the filter computes an output sample at each value of n, batdhly one of every M output sam-
ples are retained. There should be a more efficient impleatientwhich does not compute the
samples that are just thrown away.

To obtain a efficient implementation, polyphase implenietatf filter can be exploited. The
general system for downsampling as shown in figureJA.12 campi&emented by its polyphase
components, shown in figule Al113.

—>| H(2) M —>
XIn] yin] win] = y[nM]

Figure A.12: General system for sampling rate reduction by facor M

X[n]

: E,(z") wM
71
— E,@" M
= @ E}; Wil
E,(z") wM
~ | |
z! i !
— E(M-1)(ZM) ¢M
Figure A.13:

A more efficient implementation can be achieved by explgitime noble identity as shown in
figure[AI3, which shows that a filter processing every Mthuingample followed by an output
downsampler M is same as an input M down sampler followed bitea firocessing every Mth
input sample.

n
X[ ey yln] X[n]

HE) HE) —{{ M yinl

xIn]

A\ 4
A 4
A\ 4

x,[n]

@ (b)

Figure A.14: Noble Identity which shows that a filter processing every Mtput sample followed by an output
downsampler MI[ZATKb), is same as an input M down sampleov@t by a filter processing every Mth input sample

(B139)
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Chapter A Multirate Signal Processing

Applying the nobel identity to decimator structure showrfigure[A I3, the resulted efficient
structure is shown in figule“All5. For computational efficieinf the structure shown in fig-
ure[ATH, consider an input x[n] clocked at a rate of 1 sampleynit time and H(z) an N-point
FIR filter. Straight forward implementation of decimatoiosmm in figure[AI2 would require N
multiplications and (N-1) additions per unit time. In theusture shown in figureEZA15, each of
filter E. (k) is of lengthN/M, and their inputs are clocks at the rate of 1 per M units of ti®e
each filter requires /M (N /M) multiplications per time andN/M — 1) 4+ (M — 1) additions per
unit time, resulting in significant saving for values of M axd

X} ™ E,(2)

wM E,(2)

& e
M E,(2)

< ! i
71 | i
I vM Ewm)(@

Figure A.15:

A.7 Polyphase Implementation of Interpolation filters

An efficient implementation as presented for decimatioer§ltin previous section, can also be
achieved for interpolation filters shown in figure. Sinceyomlery Lth sample of w[n] is nonzero,
the most stsright forward implementation of figure woulduieg applying filter cofficient to se-
guence that are known to be zero. So there should be someefiitiplementation.

To obtain a efficient implementation, polyphase implenietatf filter can be exploited. The
general system for upsampling as shown in figure can be ingsiead by its polyphase compo-
nents, shown in figuleZA13.

XIn] AL > H(z) yln]

win]

Figure A.16: General system for sampling rate increase by factor L

A more efficient implementation can be achieved by explgitime noble identity for upsam-
pling shown in figure , which shows that a filter processingrgweput sample followed by an
output upsampler LITA8b), is same as an input L up sampléawied by a filter processing
every Lth input sample. The resulted rearranged upsamydéers is shown in figuieZA19.

For computational efficiency of the structure shown in fight&9, consider an input x[n]
clocked at a rate of 1 sample per unit time and H(z) an N-polRt fiter. Straight forward
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A.7 Polyphase Implementation of Interpolation filters

xin] L e @) yin]
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| | 2_1
tL En@) —

Figure A.17:
Xl J ey T XL g AL v

x,[n] — x,[n]

@ ()

Figure A.18: Noble Identity for upsamping which shows that a filter prateg every input sample followed by an
output upsampler LITAZA8Db), is same as an input L up samplivied by a filter processing every Lth input sample

(EI3a).
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Chapter A Multirate Signal Processing

implementation of upsampler shown in figlire"A.16 would regjNL multiplications and (NL-
1) additions per unit time. In the structure shown in figlr&®.each of filterE, (k) requires
L(N/L) multiplications andL(N/L — 1) additions per unit time, plus (L-1) additions to obtain
outputy[n]. It results in a significant saving for values of L and N.

X[n] y[n]

Eo(2) AL +

E, (@) AL +

=
E.(2) AL %}

I I ~

i i L

-

Ern@ L 4

Figure A.19:

Gain in computational efficieny for both the decimation amiglipolation results from the re-
arranging the operations so that the filtering is done atdivesbmpling rate.

A.8 Multi-stage filters

Changes in sampling rate can be achieved in single stagg osi& decimator or interpolator.

When large changes in sampling rate is required, it is mdieiat to change the rate in two

or more than two stages [Emmanuel C. Ifeachor, 2002]. Masttimal multirate systems employ

the multistage approach because it allows a gradual changeeisampling rate, leading to a
significant relaxtion in the requirements of anti-aliasor@nti-imaging filter at each stage. Figure
shows an I-stage decimator. The overall decimation factpisMxpressed as the product of the
smaller factors:

M= M My M; ... M; = N (A7)

Each stage is independent as shown in dashed boxes. If M»iutiistage approach leads to
much reduced computational and storage requirementsaeatin in the characteristics of the
filters used in the decimators, and consequently to filtexsate less sensitive to finite wordlength
effects. But these advantages are achieved at the expeimsmeaztsed difficulty in the design and
implemetation of the systerh [Emmanuel C. Tfeachor, 2002].

The design of a practical multiple stage sample rate coswveen be broken down into follow-
ing four steps[[Emmanuel C. Ifeachor, 2002]:

e Specify the overal anti-aliasing or anti-imaging filterglahose for individual stages;

e Determine the optimum number of stages of decimation orpotation that yield the most
efficient implementation;
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A.8 Multi-stage filters

e Determine the decimation or interpolation factors for estaye;
e Design an appropriate filter for each stage.

The performance of multirate system depends critically f@ntype and quality of the filter
used. Either FIR or IR filters can be used for decimation taripolation, but the FIR is the more
popular. FIR filters have desirable attributes like linelaage response and low sensitivity to finite
wordlength effect, as well as being simple to effect. Inipafar, the optimal and half-band filters
are widely used [Emmanuel C. Tfeachor, 2002].
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APPENDIX B

VIRTEX -FPGA

FPGAs are similar to custom designed chips in that they imphg specific circuitry for a par-

ticular function. The major difference is that a FPGA is cgufed by a bitstream instead of by
being hardwired through fabrication at a factory. This nseidiat a FPGA's internal circuitry may
be altered an unlimited number of times.

FPGAs may be classified as "coarse-grained" or "fine-grajrederring to the number and
complexity of each basic logic element in the FPGA. Xilinxtek series chips are coarse-grained,
and have logic units based on look-up tables (LUTs) andtesgisThe basic Virtex logic element
is a Configurable Logic Block (CLB) slice. Two slices are gmtsin each CLB. Each slice con-
tains two 4-input, 1-output LUTs and two registers. Thercwanections between these elements
are configured by multiplexers controlled by SRAM cells pesgmed by a user’s bitstream. The
LUTs allow any function of five inputs, any two functions olufoinputs, or some functions of up
to nine inputs to be created within a CLB slice. The outputthege functions may be registered,
or the registers may be used independently of the LUTs. Thistsrre allows a very powerful
method of implementing arbitrary, complex digital logic.

The Xilinx slices also have the ability to implement distitiied memory instead of logic. Each
4-input LUT in a slice may be used to implement a 16x1 ROM or RANthe two LUTs may
be combined together to create a 32x1 ROM or RAM or a 16x1 goalRAM. This allows each
slice to trade logic resources for memory in order to maxéntiie resources available for a partic-
ular application.

The CLBs in a Virtex FPGA are connected via programmabledntenect called the general
purpose routing. This interconnect consists of differiagdth lines, some connecting adjacent
CLBs together, while some span the entire length of the amipadhers are designed for high fan-
out signals such as clocks. The connections between threantgect and the CLBS are controlled
by switch matrices called general routing matrices (GRMg%$)e programmable interconnect al-
lows mappings that require local communication to be hahelficiently along with requirements
for arbitrary, longer-distance, routing demands. In addito the programmable interconnect,
there are a few dedicated routing resources. One exampie satry-chains between CLBs that
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Chapter B Virtex-FPGA

allow high-speed carry propagation through a series oéslienabling high-speed adders and
other arithmetic units to be designed in a chain of CLBs. @gtions between the internal rout-
ing and the external world are made through Input/OutputiBpor IOBs, which contain input/
output registers and connect directly to a package pin.

The Virtex FPGAs also include Block RAM units on the edgeshef EPGA. These resources
are ideal when large amounts of memory are required thatdvood use the small, distributed
CLB-based memory efficiently. Finally, the Virtex also hdsanced clock management resources
built in, including a delay locked loop (DLL) that reducesck skew and can divide (by up to 16)
or multiply (by 2) external clocks for slower or faster imat clocking.

The highly replicated, register rich architecture of thetdf makes it suitable for custom com-
puting applications. Each slice can perform a two-bit cotapon or look-up, allowing a systolic
structure of processors to be built out of the regular arfa@ldBs in a Virtex. There are cases
when a finer grain structure may be more efficient, as the CuB&itre may not be the most
efficient medium for very small systolic-cell based arittime

The VirtexIV-XC4VS X35, has 15,360 CLB slices and 3,456Klo&{ RAM. More details can
be seen on Virtex datasheets.

B.1 Computational Unit Implementation

To illustrate the capacity of a slice, two commonly used D8mputational units, an adder and
a multiplier, are presented with their area in terms of CLiBesl. The Virtex has dedicated fast-
carry chain resources built into each CLB. Two adder bitsfitanto a single slice so that a b-bit
adder consumes b/2 CLB slices. A 16-bit adder would requskc8s. [Xil98a] The Virtex also
has dedicated multiplication resources so that two midagibn bits can fit into a single slice. An
a-bit by b-bit multiplier requires approximately

blogsb+ (b—1)a
2
CLB slices. A 16x16-bit multiplier would require about 19&es.

(B.1)
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