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Abstract

In order to enhance the quality of facial expressions used in interactive media, typically video games, a system for generating facial animation and influencing their characteristics and temporal change in real-time is proposed, implemented and evaluated. The proposed system takes into account the underlying muscles of the human face and how they interact in order to approximate a simulation-like quality, though appropriated for real-time rendered animations. All this is done using the Facial Action Coding System (FACS) developed by Paul Ekman [1][2] as well as studies related to gaze and head movement by Argyle & Cook [3] as well as Hader et. al. [4]

The system is partially controlled by the developer, but adds layers of detail in order to make the face feel less artificial. These extra details are added by the system. Further development would focus on developing an Acting Emulator capable of handling different emotions and perhaps eventually extract cues from speech audio files used as markers for conversational actions. 

The content of this report is freely available, although publication can only be allowed after agreement with the authors.

Foreword

This report has been prepared as a Master Thesis at Medialogy, Aalborg University. The project was commenced in order to research and develop a facial animation system, aimed at making it easier for animators and game developers to create believable facial animations. 

Reader’s Guide

This project is split into two main parts, and should be read for what it is: Mainly a documentation of research and development of a proposed system. Research is mainly embodied in the part of the report called “Analysis”, and development is embodied in the part called “Implementation”. It is not to be confused with a scientific paper or thesis in the traditional sense; there is no central, refutable statement.

The proposed system is sometimes referred to as simply “the system” or in many cases “AECS” for “Animated Expression Compositing System”, which is the specific name given to the proposed system and its implemented counterpart.

The report details the research and development of the AECS and culminates in the evaluation in the capabilities of the system, in the form that it achieved towards the end of the project.

Evaluation data and work files are included in the digital appendix, in full. The digital appendix also contains the demonstration build, called “Sintel Expression”, which is the proof of concept demonstration used for the qualitative evaluation at the end of the report.

Sources cited from websites are also included in the digital appendix.

The CD also contains an audiovisual production (video) named “AECS demo video.mp4”, which provides a quick overview of the AECS, though referred to by its earlier name “Real-Time Facial Action Coding System”.

References that appear throughout the report will be summarized in the bibliography which can be found at the end of the report. References are numeric, meaning that references will be presented as following: [<Number>].

In the bibliography items will be referenced as following:

Books/Papers: 

 (writer(s), year, title, publisher, edition, pages)

Games:    
      
 (developer, year, title)

Webpages:

(writer, year, title, url)

Figures, tables and charts are numbered according to chapter numbers. All figures and tables will come with a written explanation. 
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Introduction

Since the dawn of 3D animation, one of the core research areas has been facial animation and how to make a face behave as believably as possible. Believability in facial animation has proved particularly challenging due to the complexity of human communication during face-to-face interaction. Humans express emotions and communicate through their tone of voice, facial muscle movement, eye movement, body posture and hand gestures. [5]
Appealing facial animation in virtual characters is crucial in order to create empathy and communicate emotions, which in turn will increase the virtual character’s believability. All humans are, in a sense, immediate experts, sensitive to subtleties when it comes to decoding the facial forms and motions and understanding other humans emotions. This is because the ability to understand and express emotions, and thus navigate in a human social setting, is essential to our survival as human beings [23]. In short: Emotional expressions help an individual to develop and regulate interpersonal relationship.
In today’s world, virtual characters are increasingly becoming part of our environment through mediums such as games, motion pictures, and applications using embodied agents as communication interfaces. Therefore the need to create a convincing synthesis of emotional expressions in digital media is becoming increasingly important in order to appeal to human empathy and convey emotions. To some extent, this has been achieved in the animated motion picture industry where memorable characters such as Carl Fredricksen [42] and Merida (REF: Pixar Animation Studio 2012, ‘Brave’), seen on Figure 5.01 below, have captivated a worldwide audience with moving stories told through these appealing and emotionally expressive virtual characters. 
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Figure 5.01: A picture of two characters, Merida from ‘Brave’ (2012) and Carl Fredricksen from ‘Up’ (2009), from Pixar Animation Studios.
Virtual characters from CGI animated motion pictures are animated strictly in a set fashion, often through the use of professional animators bringing the characters to life through keyframe animation or through motion capture, used to translate real human facial movement and displace it onto a virtual character. Both of these approaches rely greatly on being able to tailor facial animation to a linear and predefined conversation, or series of events, and requires professional animators or even motion capture studios.

What if we could make the process of creating facial animation easier and more automated, and at the same time create animations that are not necessarily defined strictly on linear predefined animations, but rather organic and living facial animations generated semi-spontaneously. 

Motivation

This Master Thesis project builds upon the core interests of the two authors - animation and lively narration in interactive applications. This combination of animation and making things come alive for the purpose of interactive applications, such as video games, was an underlying current during the entirety of the process of finding an optimal Master Thesis project.

The specific idea for the project came from the limitations of the defining video games of our time; games such as L.A. Noire [37], the Mass Effect series [14], and Skyrim [36]. With the exception of L.A. Noire, the facial expressions of these games during dialogue are handled in a way that seems behind the curve of development in other areas.

L.A. Noire stands out due to its use of a unique face animation system that captures an actor’s performance using a complicated setup of cameras, in the vein of using motion capture.

For games with large amounts of dialogue and non-linear narratives, such as most Computer Role-Playing Games like Dragon Age: Origins [44] or The Witcher 2: Assassin of Kings [45], this could become a potential management hazard. Furthermore, the hardware setup and actor talent required for using L.A. Noire’s approach represents an additional cost of development, and can prove to be strenuous should demand for additional animation arise post initial release. Strenuous in terms of setting the right conditions, booking the right actor and the motion capture studio, etc., for additional facial animation to be recorded. 

The idea for this project was therefore to take a look at the possibility of constructing a virtual actor system, capable of producing complex, believable and living facial animations based on simple input from the user. The system would be able to interpret minute details from the context in which it would be put and from the audio files attached to the dialogue. 

Such a system would not only improve facial expressions in games that cannot afford full motion- and face-capture, but in games that employ its use it would also add the possibility of generating non-linear animation based on varying parameters in the system. This would allow a given character to act slightly differently each time a given line of dialogue is read, possibly imbuing the character with a greater illusion of life and variety.

Problem Statement

The basic, underlying problem this thesis deals with is: 

Achieving better virtual actors in interactive applications

Recognizing that we as the authors have specific areas of expertise and both had a fledgeling interest in human facial animation, we decided to come up with a revised problem statement, that took into account these facts. The following is our revised problem statement:

Developing a system for editing facial expressions and influence their characteristics and temporal change based on computed, context-sensitive parameters,
for interactive applications

Hypothesis

It is possible to create an application programming interface (API) that, through semi-automated techniques, is able to create realistic and emotional virtual characters that increases users’ empathy and understanding of the character and what the character is feeling.

Delimitation

From the open “question” posed by our revised problem statement, we identified several main requirements to fulfill that goal. They are listed below along with our delimitation for each specific area.

· Researching theory on factorized facial expressions

· Identification of the overall mathematical equations governing head motion

· Decompositing the complex interplay of rules that result in human facial expressions

· Construction of a robust system with room for expansion

· Synthesising believable facial expressions

· Parameterising the system to allow for on-the-fly influencing of the expressions

· Concretization of which context-sensitive computable parameters should influence the expressions

Achieving all of these goals entails an immense volume of research and development. It was therefore important to clearly limit our endeavours in order to maintain focus for our work.

The development of our system would be based on implementing existing research, of which the core elements revolves around the Facial Action Coding System (FACS) developed by Paul Ekman, Wallace V. Friesen, and Richard J Davidson in 1978. Other available systems for coding facial actions exist, however we choose to use FACS because of its extensive documentation and widespread use, and because we needed to move ahead the implementation as fast as possible.

During early research we uncovered a series of commercially available systems partially overlapping with our revised problem statement. We did not wish to conduct research in an area already dominated by successful commercial products with a high degree of sophistication.

That meant that for this thesis, we would not focus on realistically simulating things such as muscles, skin and wrinkles. We would not focus on how to achieve realistic facial animation through the use of modern motion capture methods.  Nor would we focus on creating a system for handling speech synthesis through viseme- and coarticulation models for audio speech analysis.

Rather we would focus on the approach of creating a system governed by simple mechanisms and programmatically defined rules, that in concert give rise to the impression of complex behaviour.

Key Terms and Concepts

Facial Areas - Names and locations

An illustration of the different locations of facial areas and parts can be found in [Appendix 7: Names and locations of facial areas and parts]. The parts are: Glabella, root of nose, eye cover fold, lower eyelid furrow, infraorbital furrow, nostril wing, infraorbital triangle, nasolabial furrow and philtrum.  

Facial Animation

When talking about facial animation in this thesis, we talk about facial animation as being the process of turning a character's emotions into facial poses and motion as well as the movement of eyes and head. 

Visual Prosodic Movements 

Are any facial motions connected to speech. 

Visemes

The visual counterparts of phonemes. 

Facial Social Signals

Facial social signals are specific signals employed through the use of the face alone.  The two subcategories of facial social signals are: conversational actions and emotional expressions. [5]

Conversational Actions

Facial social signals performed to enhance speech, ie. raising eyebrows to emphasise a question in a conversation. 

Emotional Expressions

Facial social signals to communicate state-of-mind, emotions to other individuals. 

Manipulators

Biologically necessary actions, such as eye blinking to wet the eyes or breathing. 

Animation Combination

Animation Blending

The process of blending several separate animations together. Two blended animations will simply result in an animation that, for each control point, is halfway between the two animations, assuming both animations have an equal influence. 

Animation blending is especially useful for easing the transition from one animation to another, but is also useful for creating new animations. For instance, blending halfway between a running animation and a walking animation will result in a crude slow jogging movement.

Additive Animation

The process of adding one or more animations on top of an existing animation, adding the modification for each control point together in a linear fashion. Two animations with the arm being raised 45 degrees will result in an animation where it is raised by 90 degrees, supposing that both animations are given full influence..

Action Units

An Action Unit, as defined by Paul Ekman, is one of all the possible human facial movements based on muscle movements in the face. An Action Unit can be either one or a group of facial muscles able to create a certain motion, with each motion being associated with one or more facial expressions in Ekman’s research.

AECS

Shorthand for Animated Expression Composition System (AECS), the name of the system proposed and partially developed over the course of this project.

A Brief History of Facial Animation
The area of facial animations and visual prosodic movement are both fields that have been thoroughly studied and developed since the first 3D facial model was developed by Frederic Ira Parke in 1974 [6]

Since then, research in how to mimic the human face and its forms has been steadily progressing through the field of computer science. One of the first attempts at animating the human face was published at SIGGRAPH in 1981. This research, conducted by Stephen M. Platt and Norman I. Badler [7], used previous research from the field of psychology, the Facial Action Coding System [8], to interpret the human face and attempted to implement muscle based facial expressions. 
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Figure 10.01: A picture of the first attempt to implement the Facial Action Coding System onto a 3D character. On this picture: AU2 (outer brows raised), AU2+4 (outer brows raised and brows lowered), AU R6 (right cheek raise) and AU4+6 (brows lowered and cheeks raised) are shown. [7]
Several other implementations of the Facial Action Coding system exists. One of those were Keith Waters, SIGGRAPH 1987 [9], A Muscle model for animating three-dimensional facial expressions. Also using FACS, Keith Waters’ work was a more expanded attempt at creating generalised facial animations than that of Platt & Badler and developed the facial expression model through the use of muscle vectors. 

A more recent implementation involves that of Catherine Pelachaud et. al. (1994) [10] where they used an implemented version of the Facial Action Coding System to create their system for generating facial expressions for speech. This study focused on the coordination of conversational actions, such as lifted eyebrows to emphasise a spoken word. Besides simply trying to mimic human speech through the creation of visemes, Caterine Pelachaus et. al. consider a lot of different factors such as head movement, eye movement, manipulators, regulators etc. 

Throughout the 1990’s most facial animation research was centered around creating realistic speech for 3D characters through the use of visemes, coarticulation sequences and analysis of speech audio files. Examples of this is the work of Cohen and Massaro (1990, 1993) [11] [12] and Pelachaud et. al. (1991, 1996) [13] [10].

Cohen and Massaro made some experiments, using visible speech synthesis system to create sequences of speech articulation able to interpolate between different visemes, which suggesting that visible speech has an impact on the perception of audio (1990) (ie. a confirmation of the McGurk effect). Later they also did some research on speech articulation and developed a system able to translate text into visible speech, based on phonemes. A system that also tried to deal with coarticulation, ie. change in the articulation of a viseme based on the preceding and upcoming visemes. 

Pelachaud et. al. (1991) designed an elaborate speech synthesis system that addressed some of the issues of speech animation. The system took into account visemes, coarticulation, conversational actions, manipulators, punctuators and emotions and suggested how each could be handled using FACS among others.

Facial Animation in Films and Games

In the short motion picture Tony de Peltrie (1985), computer generated facial animation was for the first time used as an important part in telling a story using virtual characters. Facial expressions were created through displacement of each vertex on the 3d model. The facial expressions were created from interpreting pictures of an actor in different emotional states. 

The process of animating character faces based on artistic interpretation has since been perfected by various animation studies as well as animation software developers. Today’s 3D animation feature films use more advanced techniques, including blendshapes, bones, pose-space deformation and so on, but the process of artistically interpreting facial animation is still very much driving the commercial side of facial animation, in films as well as games. Only in recent years have motion capturing of facial animation truly become widely used, though it still often undergoes tweaking by hand post-capture.

Games of different genres and budgets have widely different approaches to facial animation. Games can base facial animation either on a state machine with a number of predefined facial expressions; on scripted animation of the face, meaning that it is executed in an exact manner tweaked for one specific situation; or on complex systems derived from research regarding visual prosodic movements. Linear, cinematic games often focus on specifically animated sequences, similar to films, while longer games with extensive dialogue systems, e.g. the Mass Effect Series [14], will adapt more advanced systems to deal with extensive conversations that otherwise would not be cost-effective to let professional animators animate by hand.

As a general tendency, research in recent years has tended more towards visual prosodic movements and automatic generation of lip synchronization, and less towards synthesis of natural-looking “acting” of the face.

State of the Art

Today, most recent research in facial animation is centered around two different approaches. 

First, creating systems for analysing speech and animating correspondent visual prosodic movement such as to deal with issues of extensive dialogues in games or embodied agents.

Second, creating systems for analysing and translating human facial expressions from motion-capture or video recordings on virtual characters to get realistic facial animations for games and embodied agents.

Some important studies related to our approach are listed below.

Facial Animation

In 2002 Norman I. Badler and Meeran Byun [15] proposed a facial animation system using the MPEG-4 Facial Animation Parameters (FAPs) to represent facial expressions, and create a library of different facial expressions that in an animation context would be possible to dynamically change in real time. The approach they took is very similar to what we could do, although our approach will focus more on the practical challenge of getting the system up and running and little on visual speech synthesis. 

Irene Albrecht et al. (2005) [16] developed a muscle-based facial animation system based on a continuum of pure and mixed emotions, trying to address the limitation of previous facial animation systems that mainly focus on emulating Paul Ekman's’ six basic emotions. Rather than defining set emotions, Irene Albrecht et al. proposed to use a two-dimensional disk-shaped space with the defining properties: very active → very passive; very negative → very positive. All animations would be variations of these parameters. In this way they were able to synthesise an infinite amount of variations between a few basic facial expressions. Blending between emotions in order to get new, varying results is definitely a way of creating an elaborate amount of animation, but it does not address one of our key interests creating a more expressive system that also has the ability to influence the way in which temporal changes between facial expressions work (and more importantly between different facial groups, involved in both facial expressions). 

In 2009 Rossana B. Queiroz et. al. [17] also aim to create an extensible facial animation platform using the FAP system. The system aims at being able to create convincing and empathetic facial animation that can be generated in real time. In essence, a system aimed at easing the animator’s work and making it as automated as possible to create facial animation. 

Visual Prosodic Movement

Historically, since the advent of virtual human faces, there has been a lot of focus on studying speech and how to emulate visual prosodic movements in virtual characters with systems using visemes and their coarticulation libraries to construct realistic mouth movements through the analysis of audio-inputs of speech segments. 

A few studies relating to visual prosodic movements include: 

Sumedha Kshirsagar and Nadia Magnenat-Thalmann (2000) [18] used linear predictive analysis to train neural networks to create the correct visemes based only on audio input. 

Somasundaram (2006) [19] focused on creating a muscle-based facial animation system capable of emulating visemes and using its own coarticulation model in order to be able to analyse audio-speech and translate it into fluent and realistic speech animation.

Existing Commercial Solutions

Existing commercial solutions for facial animation in games or embodied agents include the most commonly used FaceFX [20], whose primary focus is on automatically creating visual prosodic movement for games with extensive dialogue. The system also supports state-engine facial animation with simple blending.

Another, more recent solution is Speech-Graphics [21] that offers a system for creating highly realistic visual prosodic movement created from audio speech files. 

Both solutions aim mostly at solving the issue of having to animate extensive dialogue in games. The systems can generate facial speech animation but needs to be fed pre-animated facial animation that can be set-up in a state-machine. 

So far there seems to be no commercially popular software that aims at creating diverse and modular facial animation systems where the game has access to facial expressions and can modify them in real time. Indeed no mention was found, over the course of the project, of any software attempting to do this in a commercial context at all.

Analysis

In the following chapter we will focus on gather and analyse theories that will be relevant to the development of our facial animation system, AECS. This will later be used as basis for the implementation of the system. 

Facial Movements and Expressions

Facial expressions are thought of as any movement by muscles situated in the face of an individual. Facial expressions work as social signals for humans, and help us express ourselves in social settings.

The origin of facial social signals, according to early investigators [22] [23] [24], comes from an evolutionary benefit and originally served a purely biological or instrumental function in our progenitors. Through time, evolution has shaped these functions into actions that convey information to others about one individual's state, thereby alerting them of the individuals possible future behaviours, desires and so on. This is called ritualization.  

“Ethologists use the term ritualization to describe the process by which a behaviour is modified through genetic evolution to enhance its efficacy as a signal.” - Paul Ekman, 1989, The Argument and Evidence about universals in Facial Expressions of Emotion, University of California, San Francisco   
Ekman suggests, however, that the reason may be based in ontogenetic development, i.e. development of an organism after conception, rather than genetic evolution as suggested by Darwin. Essentially a nature versus nurture argument. [5]

For the convenience of this project, subelements of facial expressions are: conversational actions, emotional expressions, both part of what Ekman calls facial social signals, and manipulators, as suggested by Catherine Pelachaud, Norman I. Badler and  Mark Steedman. This project will emphasise on creating a system capable of emulating emotional expressions and manipulators. Having such a system, we assume the same approach can be used to create conversational action libraries later on. Besides movement of the facial muscles, head movement and eye movement are also considered to be relevant to our facial animation system.

Facial Social Signals

According to P. Ekman, the human facial social signals can be distinguished as two different types of signals: emotional expressions and conversational actions [5]. As mentioned earlier in chapter Delimitation, both emotional expressions and conversational actions uses the same facial muscles, however solidifies under different circumstances and are different in their meanings.

Conversational Actions

Briefly explained, conversational actions are those which an individual use to further enhance speech - In our case we focus on the actions present in the face. Two examples of conversational actions could be that of a raised eyebrow in order to put emphasis on a spoken word, or lowering an eyebrow, murmuring ‘eeh’, while searching for a word to carry on the conversation. 

Some different kinds of conversational actions include: underliner, punctuation, question mark, word search, listeners response (e.g. nodding in agreement while communicating) among others.     

Emotional Expressions

Emotional expressions on the other hand are those which solidifies on an individual's face depending on which state of mind the individual is in. Emotional expressions includes different moods such as: happiness, sadness, anger, fear, surprise, disgust. All six of the aforementioned emotional expressions are P. Ekman's six primary emotions, all  of which are cross-cultural. [25]
Manipulators

Besides conversational actions and emotional expressions, Pelachaud, Badler and Steedman also suggested a third element to that of facial expressions for their own system, namely manipulators [10]. Manipulators are the facial actions born from biological needs. For instance the action of swallowing in order to clear one's throat of saliva, blinking in order to wet the eyes or even breathing.

Distinguishing Between Emotional and Conversational Facial Signals

Both emotional and conversational signals occur during conversation and both in the presence of other individuals. The differences of each are observable in the development of the individual. Emotional expressions occur coherent, organised and systematic earlier in life than conversational actions. More precisely: while emotional expressions occur in children before speech and the emergence of symbolic processes, conversational signals will, for the most part, develop after speech.

Another difference between emotional expressions and conversational actions is their availability to voluntary performance. Conversational facial actions are easier performed voluntarily than emotional signals. At the same time it is rare to observe conversational actions from an individual who believes himself unobserved (save situations of an individual's rehearsal or replay of an encounter). The occurrences, duration and offset of individual facial muscles also differ between emotional expressions and conversational actions. 

All of the different emotional expressions and conversational actions may be created from the FACS system.

Distinguishing Between Emotional Expressions

Distinguishing what exactly is an emotional expression, as well as what the given expression or action means, is not always straightforward due to the inherent difference between individuals and their reaction to different events. For instance, how a particular individual copes with anger depends upon his past experiences and ultimately how he evaluates the particular situation.  

If we try to specify what is meant by emotion it is clear that the emotional expression is neither universal nor totally variable. There are both commonalities and variability in expressions, but they differ between individuals. Thus, as there are clearly visible variabilities in a given facial expression, people are able to perceive specific facial actions as specific emotions, although said actions may vary in intensity and appearance.

Ekman proceeded to define the six basic emotions, described as facial expressions in Table 12.01, surprise, fear, anger, disgust, sadness and happiness.

Table 12.01: Appearance of the face for six emotions. [25]
	
	Brows-Forehead
	Eyes-Lids
	Lower Face

	Surprise
	Raised curved eyebrows; long horizontal forehead wrinkles
	Wide open eyes with sclera shown above and often below the iris; signs of skin stretched above the eyelids and to a lesser extent below
	Dropped-open mouth; no stretch or tension in the corner of the lips, but lips parted; opening of the mouth may vary

	Fear
	Raised and drawn together brows; flattened raised appearance rather than curved; short horizontal and/or short vertical forehead wrinkles
	Eyes opened, tension apparent in lower lids, which are raised more than in surprise; sclera may show above but not below iris; hard stare quality
	Mouth corners drawn back, but not up or down; lips stretched; mouth may or may not be open

	Anger
	Brows pulled down and inward, appear to thrust forward; strong vertical, sometimes curved forehead wrinkles centered above the eyes
	No sclera shows in eyes; upper lids appear lowered, tense and squared; lower lids also tensed and raised,may produce an arched appearance under eye; lid tightening may be sufficient to appear squinting 
	Either the lips tightly pressed together or an open, squared mouth with lips raised and/or forward; teeth may or may not show

	Disgust
	Brows drawn down but not together; short vertical crease may be shown in forehead and nose; horizontal and/or vertical wrinkles on bridge of nose and sides of upper nose
	Lower eyelids pushed up and raised, but not tensed
	Deep nasolabial fold and raising of cheeks; mouth either open with upper lip raised and lower lip forward and/or out or closed with upper lip pushed up by raised lower lip; tongue may be visible forward in mouth near the lips, or closed with outer corners pulled slightly down

	Sadness
	Brows drawn together with inner corners raised and outer corners lowered or level, or brows drawn down in the middle and slightly raised at inner corners; forehead shows small horizontal or lateral curved and short vertical wrinkles in center area, or shows bulge of muscular contraction above center of brow area
	Eyes either glazed, with drooping upper lids and lax lower lids, or upper lids are tense and pulled up at inner corner, down at outer corner with or without lower lids tensed; eyes may be looking downward or eyes may show tears 
	Mouth either open with partially stretched, trembling lips, or closed with outer corners pulled slightly down

	Happiness
	No distinctive brow-forehead appearance
	Eyes may be relaxed or neutral in appearance, or lower lids may be pushed up by lower face action, bagging the lower lids and causing eyes to be narrowed; with the latter, crow feet apparent, reaching from outer corners of eyes towards the hairline
	Outer corners of lips raised, usually also drawn back; may or may not have pronounced nasolabial fold; may or may not have opening of lips and appearance of teeth 
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Figure 12.02: Pictures of different individuals showing each of the six basic emotions. First row from the left: anger, fear, disgust. Second row from the left: surprise, happiness, sadness. [25]
Ekman and Friesen’s study [26] of the universality of facial expressions found that, among the six basic emotions and their expressions, there were no significant differences between westernised cultures and preliterate, isolated cultures. These were done using pictures of different emotional expressions, as presented in figure 12.02, and ask study participants to identify the emotion a given facial expression would indicate. 

Thus we can assume that using the characteristics Paul Ekman sets for the six basic emotions and their emotional expressions will indeed allow a virtual character to successfully communicate these, if not other, more complex, emotions. 

In 1999, Paul Ekman suggested an expansion of the six basic emotions (not all of which necessarily have defined facial expressions): Amusement, Contempt, Contentment, Embarrassment, Excitement, Guilt, Pride in achievement, Relief, Satisfaction, Sensory pleasure, Shame. [27]

Ekman’s reasoning for defining what a basic emotion was, and was not, was explained through a list of 11 characteristics, as seen on table 12.03, which he first described in full in 1999.

1. Distinctive universal signals meaning the correlation between an expression and its emotion is observed across cultures, not just in specific social groups.  
2. Distinctive physiology for each emotion. Ie. the distinctive physiology of anger and fear would be quickened pulse, trembling and shortening breath.  
3. Automatic appraisal, the process of the mind unconsciously onsets the emotion, tuned to:
4. Distinctive universals in antecedent events meaning that all these emotions have evolved as a means to deal with fundamental life task
5. Distinctive appearance developmentally

6. Presence in other primates 
7. Quick onset leading back to the automatic appraisal which has to happen fast in order for the emotion to quickly solidify and work on influencing the individual
8. Brief duration meaning the mental state of the individual will recover relatively quickly and go back to a more controlled state
9. Unbidden occurrence meaning that the onset of the emotion is not under the control of the individual
10. Distinctive thoughts, memories, images

11. Distinctive subjective experience 
Table 12.03: Characteristics distinguishing basic emotions from one another and from other affective phenomena [27]
Following the list above, Ekman argued that e.g. ‘interest’ could be considered a cognitive state rather than an emotion. At the same time Ekman omitted emotions such as love, fear, grief and jealousy, reasoning that these are more advanced emotional plots rather than a basic emotion. 

Voluntary Versus Involuntary Emotional Expressions

One question often put forward when discussing emotional expressions is whether or not they are actually voluntary, as conversational actions, or involuntary.

Neurological studies suggest facial expression has dual control [28] and is more complex than simply describing them as either voluntary or involuntary. What makes these two distinctions bad is that they do not deal with voluntary actions which becomes well established habits and therefore automatic in their occurrence (ie. seemingly involuntary, or even completely involuntary). If attention is focused on interfering with habits, one can do so, but the habits will usually return once the individual stops thinking about interfering with it.  

“The universal facial expression of anger (or any emotion) will not invariably signify that the person observed is angry. It may just as well mean that he wants to be viewed as angry. And the failure to observe a facial expression of anger does not necessarily mean that the person is not angry. The system is not that simple.”  - Paul Ekman [27]
Derivation 

Other work for contrasting and categorising emotions include the  emotion annotation and representation language (EARL) developed by HUMAINE [29], which proposes a list of 48 different emotions split into 10 different emotional families. In general there is still quite some disagreement on what can be considered emotions and what are merely variants of other emotions or instead cognitive states or emotional plots. The particular emotions and how to distinguish between them are not what is important for this project, rather, to create a system that allows the user to simulate and present all possible emotional expressions, conversational actions and manipulators.

Paul Ekman’s research presents in depth insight in the relationship between emotions and facial expressions, which for this project is far more relevant. We therefore choose to focus on the original 6 basic emotions of Paul Ekman and his description of the relationship between these and their facial expressions. We will work under the assumption that we will be able to truthfully simulate the 6 basic emotions as facial expressions.

Still, what Paul Ekman defines as being characteristics of basic emotion raises some interesting points. In particular point 1, 2, 7 and 8 from the list of characteristics, see list 1.3. The speed, duration and physiology of emotions (and thus facial expressions). 

Based on these points, and assuming an emotional expression is controlled purely by emotion, we have to consider the universal differences in facial expressions as well as the duration of an emotion and how the onset and duration of said emotion takes place on the face. Ie. with which speed and acceleration/deceleration will an emotional outburst show and how fast will it disappear again.

Besides this the physiology of an emotion is relevant to our system. For instance, quicker pulse and shortness of breath associated with anger and fear as well as regret and grief which has been shown to slow down bodily functions significantly. 

Head and Eye movement

Like facial expressions, head movement and eye movement are both essential parts in any conversation or expression of emotion. Thus emulating head and eye movement and make both look as realistic as possible is a vital part of our facial animation system. 

Eye Behaviour in Social Encounters

Constantly observing surroundings, the eyes are always active. In conversation the eyes will be prone to scan the face of another conversant in order to pick up on emotional expressions and conversational actions in order to be able to decide what to ask, how to behave and how to carry the conversation forward. The movement of the eyes is an essential part of any conversation with another individual and staring dead eyes with no movement, will quickly make an individual (or in our case, virtual character) seem ‘spaced-out’, ‘not-paying-attention’ or even staring intensely, depending on the fixation of the eyes.

When talking about eye behaviour two terms are important to consider: gaze and mutual gaze.

Gaze

The act of looking at another person. Either at the eyes or at the upper part of the face. 

Mutual Gaze

The situation where two individuals lay eyes upon each other, either through direct eye-contact or again looking at the upper part of the face. [30]

Roles of Gaze

According to Michael Argyle and Mark Cook [3], eye movement can be described by the direction of the gaze, the point of fixation, the eye contact ratio (ie. how much you hold eye contact versus how much you avoid eye contact) and the duration of eye contact. Some different factors that determine the length of gaze and mutual gaze in a social encounter are:

· An individual's dominance: A more dominant individual will gaze more, especially in a confrontational/competitional setting. 
· Intimacy between individuals: Close couples will have more eye contact than less close couples. Intimacy is a direct influence in the amount of gaze and eye contact. If an individual likes someone, he/she will gaze at that person more often. 
· Listener or talker: Listeners gaze is more frequent than talkers gaze. Ie. if an individual is talking he will look less at his conversant as if not to be distracted from his utterance.  
· Male or female: Males as well as females will gaze more often and hold mutual gaze longer if speaking to a female. 
· Synchronization of conversation: Eye contact also has a role in synchronising the conversation between individuals. For instance: If one individual does not look up at the end of an utterance the time it takes for the other individual to respond will be longer, since he is not receiving a visual queue from the speaker that he is now finished speaking and awaiting a reply.
· Monologues: An individual will make eye contact less often when doing a monologue in front of another individual compared to being in a conversation with said individual. 
[31]

All of these points are important to consider when creating a virtual character whose goal is to have a believable and engaging gaze. But what are the numbers?  Table 12.04 shows in percentage how much people gaze at each other while in a conversation as well as the duration of a gaze or a mutual gaze. 

Table 12.04: Results of a typical gaze-direction experiment, in which data were collected from Oxford University Students. [32]
	
	Male talking to male
	Female talking to female
	Male talking to female
	Female talking to male
	All subjects

	% of time spent looking

	56
	66
	66
	54
	61

	% of listening time spent looking
	74
	78
	76
	69
	75

	% of speaking time spent looking
	31
	48
	52
	36
	41

	% of time spent in mutual gaze
	23
	38
	31.5
	31.5
	31

	Average length of gaze, in seconds
	2.5
	3.1
	3.6
	3.0
	3.0

	Average length of mutual gaze, in seconds
	0.9
	1.4
	1.3
	1.3
	1.2


According to Table 12.04, under ‘All Subjects’, a person will gaze at another individual while engaged in conversation approximately 61% of the time. Each gaze will last about 3 seconds, unless it is a mutual gaze, in which case it will last for about 1.2 seconds on average. At the same time, people will gaze almost twice as much when listening rather than speaking. 

Eye Blinking, Manipulators and Social Signals

Eye blinking is another important part of eye movement. Eye blinking functions mainly as a manipulator for wetting an individual's eyes, and thus eye blinking occurs regularly in any setting. 

Anatomy of an eye blink: In order to be wet, the human eye blinks on average every 4.8 seconds and has a duration of 1/4 second. In this 1/4 second [3]

· 1/8  second for dropping the eyelids.
· 1/24 second with the eyes completely closed.
· 1/12 second for raising the eyelids.
Although primarily being a manipulator, eye blinking also has meaning as a social signal both in the case of conversational actions as well as emotional expressions, as mentioned earlier in section Facial Movements and Expressions. For instance an eyeblink can be used to mark pauses in sentences, and on the other hand the frequency of eye blinking can increase if an individual is crying or feeling sad.

Head Movement

Research from Hader et. al. [4] regarding the kinematics of head movement suggests that head movement almost never ceases during speech. 

Usually a still head will be associated with a pause in speech or an act of listening rather than speaking. As a testimony to this, Hader et. al. hints that an individual's head is moving, if only slightly, 75.7% of the time while speaking. If conversational pause actions, where the speaker pauses for a brief period of time (pauses of 1 second or greater), is excluded, the head is moving 89.9% of the time. It was found that pauses in speech accounted for 58.8% of all non-movement while speaking. 

In contrast to this, while listening, the head moves only 12.8% of the time as the listener concentrates on what the speaker is communicating through verbal and physical cues.

Table: 12.05: Results from an experiment by Hader et. al. [4] aimed at investigating head movement. The table shows the relation between frequency and amplitude of head movement.
	Frequency range (Hz)
	No. of recorded points
	Mean frequency (Hz)
	Mean amplitude (degree)

	0.2-0.6
	314
	0.36
	33.9

	0.6-1.0
	205
	0.81
	21.8

	1.0-1.4
	164
	1.15
	20.2

	1.4-1.8
	116
	1.52
	20.0

	1.8-2.2
	66
	1.92
	22.3

	2.2-2.7
	179
	2.51
	17.5

	3.2-4.2
	79
	3.37
	16.0

	5.0-7.0
	116
	5.5
	11.8
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Figure 12.06: A graph of the relationship between the amplitude and frequency of head movement. [4]

How much the head moves and the frequency with which it moves can be seen on table 12.05 and figure 12.06 above. In general the relationship between frequency and amplitude of head movement is that greater frequency of head movement leads to smaller amplitude. Hader et. al. also found that head movements with high frequency are more probable to occur in conversation. 

As seen on table 12.06 above, the frequency varies between 0.2-7.0 Hz and the mean amplitudes associated with these frequencies varies between 33.9-11.8 degree respectively.

Facial Action Coding System (FACS) 

The Facial Action Coding System (FACS) is a system originally developed by Paul Ekman, Wallace V. Friesen, and Richard J Davidson in 1978. Since then it has gone through many revisions and been extended to include practically the whole head and all actions associated with it. In short, FACS is a system developed to taxonomize human facial expressions which enables the user to either detect or create facial expressions associated with emotions. The Facial Action Coding System is an anatomically based system, and thus it describes its facial codings through specific muscle movement. 

Workings of FACS

The facial action coding system divides facial muscles into muscle groups called Action Units (AU). The Action Unit is named as such because it describes an action of a combination of possibly several muscles rather than a muscle by itself. Action Units can be created by several muscles or just one. At the same time one muscle can be a part of several different action units. Action Units can occur unilaterally as well as bilaterally. The extent of action may vary between the left and right side of the face. In fact, often actions are asymmetrical, stronger on one side of the face depending on the individual. 

An action unit contains two basic parameters:

1. Appearance Change

· Describing which muscles the given AU activates, resulting in appearance change. 

2. Intensity of the Appearance Change

·  Describes to which degree the AU is activated. 

Paul Ekman describes the intensity of a given AU as:
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Figure 12.07: A visual interpretation of AU intensity, used by Paul Ekman, Wallace V. Friesen and Joseph C. Hager [2]. 
For example AU1-R, would be the action of raising right inner eyebrow as seen on figure 12.08.
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Figure 12.08: A picture illustrating the location and movement of AU1-R.
This Action Unit works by activating the inner part of the frontalis muscle, thus raising the skin and eyebrow creating wrinkles on the forehead.   

Trying to describe an emotion through Action Units, we can consider the previously mentioned description of ‘happiness’ in table 12.01:

Brows-Forehead: No distinctive changes.
Eyes-Lids: Eyes may be relaxed or neutral in appearance, or lower lids may be pushed up by lower face action, bagging the lower lids and causing eyes to be narrowed; with the latter, crow feet apparent, reaching from outer corners of eyes towards the hairline
Lower Face: Outer corners of lips raised, usually also drawn back; may or may not have pronounced nasolabial fold; may or may not have opening of lips and appearance of teeth 
Translating this to Action Units would result in something like the list below:


AU12 + AU6 + Optional (AU7 + AU14 + AU11)

With AU7,14,11 being optional. Of course it is important to know that some Action Units can vary in intensity as shown on 12.07, in this case AU12 is the most important Action Unit for a smile to appear, with AU6,7 helping to make the eyes ‘smile’ and AU11,14 possibly implicated for different variants of a smile. 

The AUs relevant for creating a smile can be seen plotted on figure 12.09. 
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Figure 12.09: All AUs implicated in a smile marked up, with AU 12 & 6 being the major parts of a happy facial expressions.

In our system, the way to control the intensity of an AU value will most likely be handled as a value between 0-1, with 0 = No Intensity and 1 = Maximum Intensity as this is a lot easier to deal with in code, and presents a way of creating fluent (although fast) transitions in AU intensity through mathematical curve functions.  

The current version of the facial action coding system contains approximately 90 separate AUs. The AUs vary from describing specific facial movements to more general head and eye movements. Even facial actions very non-specifically related to facial muscles are described in the AU set. An example of such a non-specific action unit could be AU 37 (‘Lip Wipe’) or gross behaviour AU 82 (‘shoulder shrug’). 

A list describing all AUs of the FACS system can be found in [Appendix 1], table A1.1-A1.9. 

The FACS system consists of five subcategories: Main Codes, Head Movement Codes, Eye Movement Codes, Visibility Codes and Gross Behavior Codes. The most important codes for creating facial expressions are the main codes, while visibility codes and gross behavior codes are less important. Visibility codes are meant to signify if a certain part of the face is covered by hair or similar. The gross behavior codes are meant for more complex action units that cannot as easily be described through muscle movements.

The Main Codes (AU1-28) describe the most important facial muscles and their simplest actions and thus are the codes used to create most facial expressions. 

All of these are plotted on a facial anatomy model below in figure 12.10.
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Figure 12.10: Some of the more simple action units main codes shown on the face. The red arrows directions are the directions of the AU movement while the red points are the center of mass of what’s being moved.
Most Action Units, especially the Main Codes, have both a left and a right variant. Either can be activated one at a time, or together. On figure 12.10 all action units are only marked on one side. 

The most important part of creating a successful facial animation system working in a game engine environment, for us, is to create an elaborate character facial rig capable of handling all the different AUs such that we may emulate all anatomically possible facial expressions through the activation of various action units in real time.

The Action Units allow us to create both needed emotional expression and conversational actions, and activate them on demand.

Motion & The Uncanny Valley

The Uncanny Valley hypothesis is briefly explained in [Appendix 3]: The Uncanny Valley. 

Shortly summarised: 

“ [The Uncanny Valley Hypothesis] … describes the eerie and unsettling response of people when confronted with an android that is not quite human.” - CyborgAnthropology.com [33]

Thus, just before a human will perceive another individual as human, or living, there is a gap which unsettles us and warns us that there is something weird about the individual. 

The two elements contributing to whether or not a character will fall into the uncanny valley are: how the character looks and acts. 

In this project we are interested in creating believable acting, and thus believable, organic looking facial movement. The model on which we will study our system should therefore not be of uncanny appearance. 

One of the great problems with virtual characters and robots is that the anatomy system they used are different than that of a human. This issue is most apparent in robots, where the organic motion (ie. not linear, not constant, not perfect) of muscles is hard to emulate through electronic engines. If all muscles move mechanically, at a constant pace as if moved by electronics rather than organic materials, people is more prone to feeling eerie and unsettled.    

We argue that accepting uncanny looks of characters is easier than accepting uncanny motion. While we are programmed to recognise faces, when looking at motion we tend not to recognise but rather to analyse and extract information from motions (ie. facial expressions) in order to assess an individual’s intention and mental state. If a robot or 3D character constantly sends out inconsistent, skewed and confused social signals, not adhering the ritualized rules of facial expressions, solidified through evolution, we are left in the dark.  

A simple face (e.g. a smiley) can be very emotionally convincing, even with simple motion, but as you increase the believability and complexity of the face, inconsistencies in facial expressions and muscle movement becomes more and more apparent and ultimately we reject the robot or virtual character as uncanny. In short: You can have convincing simple faces with detailed motions, but you cannot have simple motions with detailed faces.

In order to avoid uncanny muscle movements we will employ some of disney’s principles of animation (which ultimately is a way to emulate physics), and thereby create an illusion of organic motion. This requires us to have a lot of control of how the individual muscles accelerates and decelerates during motion. 

Correctly and thoroughly employing some of the 12 disney principles to the tiniest muscle motions should spread an organic feeling to facial movements and help us combat uncanny motion in our character. 

A Few Disney Principles of Animation 

Handling the manner in which muscle intensity is changed we will use some of the notions of Disney’s 12 principles of animations, essentially helping animators some rule of thumbs in order to make objects or characters seem more alive. Originally the principles are meant for guidelines when animating whole characters or large objects, but many of the principles are still relevant when talking about muscle movement. 

The four most interesting of these, for us, are:  

Slow In Slow Out

Slow In Slow Out, as the name suggests, is the principle establishing that all objects need time to accelerate and decelerate and no velocity change can be instant. 

In the case of muscle movements, this is also true. For a facial muscle to move, it must first smoothly accelerate and then decelerate in order to end up at a desired intensity. Although due to the low mass of the skin being moved when tensing facial muscles, acceleration and deceleration might be so fast it is not immediately apparent.

Follow Through & Overlapping

Follow Through is the principle of actions overshooting and gives the impression that a character follows the laws of physics. . An example of follow through could be a walking human stopping up, where after body parts, e.g. arms,  will continue moving for a little while rather than making a full stop the same time as the character's torso. Simply described, follow through is the classic physical principle of inertia: physical objects’ resistance to any change in their motion.
For the sake of the use in our system, follow through will be perceived merely as an overshooting of any action, followed by the facial muscle going back to a less intensive position. For instance, if an individual would raise his eyebrows, they would reach a maximum intensity for a brief moment only to be slightly lowered again and ‘settle in’ to the desired position.

Overlapping is the principle stating that actions are asynchronous in nature and move at different rates. For instance, raising both arms at the same time, there making sure one arm is slightly faster or ahead in the action compared to the other, will add a more realistic feeling to the animation. 
Overlapping when it comes to facial animation, will mostly be used to create a more fluent motion from one expression to the other. For instance, activating a smile, the corner lips raised (AU12) may be slightly ahead in its execution compared to cheek raise (AU6). 
Secondary Action

The principle of Secondary Action describes the idea of complementary actions that help solidify a current action. For instance, an individual walking may be swinging his hands while walking or keeping his hands in his pocket. Both of these are secondary actions giving us information about his walk and what kind of walk it is. In facial expressions, the previously mentioned conversational actions would be thought of as secondary actions. A nod with the head can be seen as a conversational action and a secondary action, with which the meaning is to strengthen the impact of what you are saying (in this example: no or disagreement).

Rigging & Animation Techniques

In facial animation there are several different ways of animating. The three primary techniques used when animating the face are:

· Bone Animation / Skeletal Animation

· Muscle Simulation 

· Blend Shapes / Morph Targets / Shape Interpolation

Often riggers will use combinations of said techniques, and for instance use a mix of bone animation and blend shapes to set up facial motions. 

Blend shapes and muscle simulation are generally better methods for avoiding the problem of collapsing geometry when animating. Blend shapes can be used for pose-space deformation*, a highly artistic way of dealing with collapsing geometry, while muscle simulation includes automatic volume preservation. 

*Pose-Space deformation: “Pose Space Deformation (PSD) is a shape interpolation technique for animation. This method uses radial basis functions (RBFs) to perform per-vertex, multi-dimensional scattered-data interpolation. This formulation effectively interpolates a driven shape according to a set of targets, each at a particular driver value. In the case of correcting a pinched elbow, the skinned geometry is the driven, the targets are the sculpted adjustments, and the driver is the elbow joint.”- Gene S. Lee and Frank Hanner [34]

In the case of rigging for games, characters’ facial animation often have to rely on bone animation since many game engines does not support blend shapes and very few supports muscle simulation techniques. 

Blend shape support is, however, becoming more common in state of the art game engines. 

Somasundaram (2006) [19] and Irene Albrecht et al. (2005) [16], as mentioned in chapter State of the Art, uses muscle simulation to create their facial expressions while Erika Chuang and Christoph Bregler (2005) [35] displaces motion-capture data to blend shapes in order to make the facial expressions easier to manipulate manually. 
Both of these techniques would, in a world of unlimited possibilities and talent, yield better results. Unfortunately the techniques are also far more expensive, computationally, and are therefore not supported in many game engines. Therefore one requirement of the implemented facial rig, besides being capable of handling the FACS system, is that it must create all animation from bones only. In a future, using blendshapes to manipulate animations, perhaps even combined with Erika Chuang and Christoph Bregler’s method of storing motion capture animations in blend shapes.

The plan for implementing the facial rig for FACS is to create a simple, yet extensive, facial rig. This should result in a simple system with an illusion of complexity due to the sheer amount of possible motions. 

“It’s not complicated, there’s just a lot of it!” 
- Richard Feynman (Physicist),on life and how simple actions of atoms end up in hugely complex actions and events. Sort of like what our system should end up with. [37]

This choice will ultimately affect our ability to correctly emulate stretching of lips, cheek raise, wrinkles on the glabella, nasolabial furrows, infraorbital furrow and lower eyelid furrows, but all of these are just as much affected by the geometric complexity of the model and shader techniques used. You would not be able to emulate wrinkles with blend shapes or muscle movement only - but they could improve cheek raise, stretching of lips and nasolabial furrows to an extent.

Implementation

Implementing Ekman’s Facial Action Coding System as the basis for a facial expression system in video games had the advantage of an almost 1:1 relationship between Action Units and computer-interpreted values.

Unfortunately Ekman’s research does not pay great attention to facial expressions as they change and blend over time, except for micro-expressions, and the previously mentioned notion that onset of emotions, and thus emotional expressions are quick and their duration brief as mentioned in table 12.03. This left us with room for interpretation and no clear path to follow in the implementation of the time factor.

Ekman’s research also has little mention of transitional phases between facial expressions, which is related to the problem of interpretation over time.

Because of these shortcomings, many parts of the implementation should not be seen as direct translation of Ekman’s theories into the realm of video game characters. This is to be expected because the focus of his work has been on interpreting facial expressions; not synthesizing them.

In order for a more scientifically definable relation between speech, mental states, facial expression and their change over time, more research is needed in the field of facial expression synthesis. We suspect that a system such as the one developed here could increase the ease of doing such research, and the future viability of that field of research.

Goals of the Implementation

Due to time limitation, developing a complete system that takes into account all the factors uncovered so far would be an enormous task and was thus never the goal of the implementation. A series of goals were set up that could be completed in succession, and the development of the product could be halted at any of these levels when the deadline would be reached. Goals that were not achieved are marked in grey.

1. A system for saving and editing Action Unit values, and mapping them onto an unmoving character, creating static expressions.

2. Eye movement for following moving objects and giving the impression of a living character due to changing focus of the eyes.

3. An expression sequencing tool to construct a demonstration animation (proof of concept), fitted with a short monologue. The animation would be based naïvely and directly upon the underlying static expressions, defined in the static Action Units.

4. Simple lip synchronization animation for the recorded monologue in step 3.

5. Adding manipulators: Breathing and blinking of the eyes in a semi-random fashion in order to further increase the illusion of a living character.

6. Using the sequencing tool from step 3 to exemplify how the system would ideally synthesize expressions in relation to the recorded sound, by analyzing spectrograms by hand, identifying points of interest, and manually set up a sequence of expressions to match these.

7. Adding complex movement of the neck to enhance expressions.

8. Enhancing the expression sequencing tool by simulating imperfect muscle control and complex overlapping of expression, with some parts of the face reacting faster to expression changes than others.

9. A simple pitch-recognition analyzer for sound, which would generate input for conversational actions and exact micro-expressions. 
Peripheral Work

Apart from the technical aspects directly tied to the project, some other tasks were required to move the product and implementation forward. They are discussed here, because they are not strictly a focus of the project at large and do not fit into the technical chapters.

Preparing the Monologue

For the demonstration we needed an expressive character with similarities to characters in video games, and the way they are portrayed. The monologue for the character was thus written with several classic fantasy clichés in mind.

The supposed surrounding setting of the monologue is one of crisis but close ties of friendship, allowing the monologue to move between extremes quickly. The female character is written as an active, independent role with a streak of insecurity that belies her visual appearance, which is described below in Acquiring the Model.

Acquiring the Model

In order to avoid the Uncanny Valley (see [Appendix 3]: The Uncanny Valley for clarification), we chose to find a somewhat cartoony character for the demonstration project. It was important that the model had a quite high vertice count in order to support subtle expression around the eyes and mouth, but also so that the character would look refined and aesthetically appealing.
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Figure 13.01: The 3D character Sintel, here depicted using movie-quality graphics.
The choice landed on a simplified version of the character Sintel, see figure 13.01 above, developed by the Durian Open Movie Project using open-source tools such as Blender, which is a modelling and animation tool. The character is mainly created with high-detail pre-rendered graphics in mind, but the character also exists in a video-game compatible edition with lower polygon count and less advanced hair and skin rendering.

Due to the cartoony yet still realistic and detailed depiction of the character, it became our character of choice for the product demonstration. The Sintel character is licensed under Creative Commons - Attribution (CC-BY), and is thus free to use for any and all purposes as long as credit is given to the original author or licensor.

Tools & Software

Unity3D

To make the system viable for implementation in video games, in accordance with the original problem statement, the system was developed to work in a game engine from the very beginning. The Unity3D engine [39] was chosen due to a variety of factors.

It is ubiquitous in low-budget game development and among video game enthusiasts & students. This gives it the advantage of being very well supported by an active community. This also makes it a viable platform for possibly publishing the system as a plugin to the indie game community, upon completion.
The animation system supports standard animation techniques such as bone animation, additive animation, mixing, crossfading and blending animations as well as an animation component designed to give the programmer extensive control of animations through scripting. 
It is easy to work with for people who are not versed in highly technical programming languages, such as C++. It has clear and reliable documentation, as well as an enormous catalogue of demonstration projects and plugins.
It is relatively stable and performs error logging automatically. When working with file handling and complicated systems, code management, error handling and logging are important tools. Unity3D natively supports a log in development mode, and all final builds produce logs in text files. This log can be easily accessed and written to, by developers.
The project is not a class-A international game and thus there is no reason to regret Unity3D’s somewhat sub-par technical performance, when compared to other game development platforms aimed at bigger productions such as Unreal Development Kit and CryEngine.
We had experience with the engine from previous projects. When working with systems of the complexity proposed by our method, choosing a development platform we were comfortable with would ensure focus on solving the task itself, instead of using time getting to know a new set of tools and workflow.
There were drawbacks to our choice of Unity3D as well, though most were relatively minor. The most important drawback being that Unity3D does not support animation with more than 4 bone influences per vertex. Unfortunately this limitation seems to be industry-standard and is found in the Unreal Development Kit and CryEngine as well. It remains to be seen if there is a possible alternative that allows for more than 4 influences per vertex in video-game oriented graphics. See [Appendix 2]: Description of the 4 Bone Influence Limit in Maya for a more detailed description of the problem. At the same time Unity3D does not natively support blendshapes, meaning that all animation must be bone animation only. 

Due to the fact that Unity3D for mobile devices has a bone influence limit of 2 bones per vertex, it is likely that this problem is related to rendering performance. If that is the case, this limit should increase in time, as with other rendering-performance related limitations, making character rigging easier in the future.

Autodesk Maya

For setting up a rig and animations capable of handling the individual Action Unit and their animations we chose Autodesk Maya [40]. This choice came down to experience and availability, as the required animation and rigging was basic enough that any popular 3D animation tool would do.

Blender was briefly considered as the animation tool, due to the choice of 3D assets (see section Acquiring the Model). Blender was however discarded due to having to work with a new interface and because we already knew how to reliably import Maya assets into Unity3D.
Animation & Data Import

Rigging & Skinning Based on FACS

As previously mentioned in chapter Analysis section Rigging & Animation Techniques, because we choose to implement AECS in the Unity3D game engine all rigging is limited to bone animations only. At the same time we have to work within a 4-bone-influences-per-vertex limit. This presents a challenge, since we are dealing with a vast range of very specific motions, all the AUs, and only have a room for a limited amount of bones to create these. If we end up with too many bones in the rig, their influences will end up conflicting with each other which will (and did) create a lot of trouble. 

In short, we are working with what can only be described as a very complicated puzzle, where taking advantage of all the room we have is important in order to achieve the highest level of fluent, yet specific animation.  

The rigging process was done in as much of a 1:1 scale as possible, although alterations to the rig were made, and several Action Units ended up being a variation of different bones rather than a single bone itself.  
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Figure 13.02: The correlation between the facial rig (left) and the plotted action units (right).
Looking at figure 13.02, especially around the mouth, several action units has been derived as a variation between several bones. The affected action units are two clusters: C1 = (11,12,14,20) and C2(18,22,23,24,28).

C1 is mainly a variation of 2 bones and is responsible for most of the lip corner actions and lower cheek deformations. C2 is lip and mouth movements (including lip corners to an extent) and is a variation between 8 bones encircling the mouth. A complete hierarchy of the rig can be seen in [Appendix 8: Rig Hierarchy]. 

The process with which the rig is bound to geometry, skinning, is done by painting an area of influence for each bone.  

An example of a painted influence area can be seen on figure 13.03.
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Figure 13.03: The weight distribution of Action Unit 10, Upper Lip Raise. The colour ranges from White → Red → Yellow → Green → Blue → Black, white being maximum weight and black minimum weight.

The process of painting the skin-weight is most of all an artistic approach, and at the same time also somewhat of a puzzle when dealing with as many bones in a small area as is our case.

When painting skin weight is done, the only thing to do before exporting the action units is to animate them.  

Animating the Action Units

When animating the individual Action Units in Maya they were done so with linear interpolation, see figure 13.04. This meant that any animation, when played, executed at a completely uniform speed. This made each animation in itself very mechanical, in its execution. This was done in order to maximize control when scripting the animation compositing system in Unity3D. See section: Blending the Action Units under Code Implementation for details concerning the scripted control of animation.
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Figure 13.04: (left) Default Maya curve behaviour (hermite curve); (right) Linear Interpolation of same curve.

Moving the handling of animation interpolation away from Maya, only exporting animations with linear interpolations, and modify these through code in Unity3D, gives us more control and an easier way of swiftly modifying the manner in which several (or all) Action Unit animations interpolate are played at once, and thus more real-time control of how the Slow in Slow out principle discussed in chapter Analysis; section A Few Disney Principles of Animation are handled.

How we do this will be discussed further in chapter Implementation; section Value Mapping.

In the kind of system we are developing it is simply more convenient to have full and easy control in Unity, and be able to control all animations with one line of code than to handle all animations separately in maya (which would be a lot of work).

All Action Units were animated according to their respective descriptions by Paul Ekman in Facial Action Coding System: The Manual [2], although some were more loosely interpreted than others, depending on the limitation of the system.  On figure X.XX (Action Units shown) animations from ten different action units in the left side of the face are shown. These are:

Table 13.05: A few Action Units.
	AU 1
	Inner Eyebrow Raised

	AU 2
	Outer Eyebrow Raised

	AU 4
	Brow Lowerer

	AU 6
	Cheek Raiser

	AU 7
	Lid Tightener

	AU 9
	Nose Wrinkler

	AU 11
	Nasolabial Deepener

	AU 12
	Lip Corner Puller

	AU 13
	Sharp Lip Puller

	AU 15
	Lip Corner Depressor
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Figure 13.06: A collection of isolated AUs and how they look at their maximum intensity in their respective animation sequences.

Importing Action Units into Unity

The process of animating Action Units separately was all done in one Maya file, so as to have all this be gathered and easily accessible if several operations on different Action Units were necessary. This means that all Action Units are part of one long animated sequence where only one Action Unit happens at a time. 

The animation sequence containing all Action Unit animations spans 1680 frames, with each small animation taking up exactly 20 frames. The mapping of each animation will therefore be as following:

Action Unit 1, Left:
Frames 
01 - 20
Action Unit 1, Right:
Frames 
21 - 40
Action Unit 2, Left:
Frames

41 - 60
Action Unit 2, Right
Frames

61 - 80
.

.

.

Action Unit 51, Down
Frames

1641 - 1660
Action Unit 51, Up
Frames

1661 - 1680
When imported into Unity3D, this animation was split up by frame numbers and given different names directly in the Unity3D interface, as seen on figure 13.07. This confined most of our control of the massive amount of animations to Unity3D, instead of having to go back to Maya if animation names had to be changed.
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Figure 13.07: Splitting up the Maya animation file (.ma) in Unity.

Code Implementation

Code Ethic

Programming for games is often a different kind of task compared to more traditional programming tasks such as memory management or web development. One of the main things that defines programming for games is a high degree of interconnection; that a lot of parts affect a lot of other parts of the system, and at specific times that are not deterministic due to user input. Many kinds of programming encounter the problem of computational explosion, but in programming for games the same effect can happen within the code itself: Many parts need to find and interact with many other parts. As expectations for the complexity of games increase, so too will the amount of interconnections that need to programmed.
Over the course of our internships in the fall of 2011, we learned of the paradigm of modular code, which is a code ethic, not a strict set of unyielding rules. The idea of modular code is to firmly split individual tasks within the system and write them in modules that are as self-contained as possible. Initially this seems like regular good coding practice, but it goes one step further; since the coding for game objects in Unity3D is built around components, these components and their attachment to specific game objects become a direct analogy to modular code. As one game object might express rather complex behaviour, it is the idea of modular code to split up this behaviour in self-contained input and output modules, perhaps several of each - such as separate components for an agent’s visual and auditory means of detecting the player. By way of specific messages sent to other components, more complex behaviour can be achieved while still maintaining a clear image of what simple task each component does.

This code ethic is beneficial because of the highly non-deterministic way games are programmed, with several iterations and the possibility that a specific behaviour needs to be removed or changed drastically after its first iteration.

Another code ethic that was important to ensure stability was the rigorous use of logging. Critical points in the code were coupled with automated error messages, despite not failing when executed on the development computers. This was done in an attempt to enhance future debugging on computers running the final build or if the development builds should suddenly give rise to unstable behaviour in scripts that had been thought otherwise completed.

Finally, our most basic code ethic was that of having a stable foundation. This meant that a lot of effort was put into developing the most basic components of the system, in order to ensure that they would not break down as complexity increased. With a solid foundation, we reasoned, it would be easier to add functionality later in the process, avoiding ugly “quick fixes” that would contribute instability and convoluted code.

Basic Action Unit Integration in Code

In order to interact with the Action Units, as applied to our 3D model, and have them set up correctly, we were faced with a list of tasks to be completed before beginning the work on the, for the purpose of this project, ‘interesting’ part of the product.

Saving & Loading Data

First, it was important to have a robust system for saving and loading data, so that we could safely edit data and count on it being saved correctly, but also so that the data eventually could be migrated between projects.

For this purpose we employed the use of XML serialization: A base class “Expression” would be written in a file stream to the disk, and saved as an XML document. We decided to use XML rather than binary serialization in order to have saved data that could be interpreted by a human reader, for debugging purposes.

Of course, saving data to files is no use without a method of accessing that data again. For this purpose the system would load information from the disk in a filestream, deserialize it and construct an instance of “Expression” with the loaded data. This would happen every time the ExpressionManager initializes, for example when the final executable would be activated.

Both saving and loading take place in the script ExpressionManager, which manages the complete list of expressions available. It was built in such a way that new expression could be added by simply copying an old expression file and naming it on the disk. Whenever saved expressions are loaded from the disk, the file name is used as the name of the expression.

The base Expression class, responsible for handling all values associated with any single expression, was originally intended as containing all data in a type of list known as a “dictionary”. A dictionary would be the ideal data type to use, since it works like a list of values, with the addition that each entry has a “key”; a value that, when sent to the dictionary, returns the entry associated with that single key. This would allow us to easily add or remove Action Units as the project moved along, when limitations of the Action Unit system would inevitably become apparent.

Unfortunately C#, our preferred scripting language for Unity3D, does not support serialization of dictionaries in its native form. This meant that dictionaries could not be saved to an XML file. Two solutions presented themselves: Entering each Action Unit as a separate float value in the Expression class, or acquire a custom serializable dictionary. Due to the risk of relying on code written by 3rd-party individuals, the solution was to write each Action Unit as separate float values. Given longer time and more experience with the intricacies of serialization, the choice would probably be different.

Currently the system uses 70 Action Unity entries (many Action Units have a left and right duplicate), which makes it possible, albeit tedious, to refer to them manually. Had more values been needed for each expression, investing time in setting up a serializable dictionary system would have become an increasingly better approach.

As the information stored in each Expression is likely to increase with future iterations, investigating serializable dictionaries is a high priority for further development.

Dependency & Cascading Waits

Since one script is responsible for loading the expressions and maintaining a list of them, other scripts dependent upon this data are forced to wait for a while before activating. Some of these scripts, in turn, have other scripts who are dependent on their activation. This is a side-effect of modular code, as described under section Code Ethic earlier in this chapter.

In order to prevent scripts from trying to access data that was not initialized yet, we had to develop a simple method for allowing scripts to wait until certain conditions were met and then self-activate. For this, we used Coroutines, part of the Unity3D API. A coroutine works much like a thread, except Unity3D does not currently support actual threading.

Coroutines are called from the main thread [41] in a manner similar to time slicing, meaning that they appear, to human perception, to run in parallel with other parts even though they are not. The key functionality of coroutines important for our system is the use of the yield return null statement. Calling yield return null in a coroutine will pause the current execution and wait until after all Update methods are finished on the next frame, and the execution will resume from the line at which yield return null was called. This can be observed in Codesample 13.08.

void Start () {


StartCoroutine(CheckForSynthesizer());

}

IEnumerator CheckForSynthesizer () {


while (!synthesizer.Initialized) {




yield return null;



}


}


enabled = true;


yield break;

}

Codesample 13.08: A coroutine checking whether the script “synthesizer” has initialized. Copied from EyeController and edited for clarity.
We used this to make scripts dependent upon other scripts start coroutines of their own, checking whether the script they were depending upon had been initialized each frame. Since our concept of initialization was not restricted to “when the object has been created”, but included questions concerning what data was available to the object, every script with dependents or dependent upon other scripts includes a private “initialized” boolean variable that can be read publicly. Whenever needed data becomes available to an object, the coroutine checking for activation will import the relevant data, set “initialized” to true, and then self-terminate, leaving the script ready to execute upon the next frame.

Blending the Action Units
Due to the code ethic of modular programming described earlier, blending of the Action Units and their corresponding animations was split into two areas; interpreting Action Unit values over time, and translating those values for use with the additive animations. The scripts responsible for this are the ExpressionSequencer, which handles interpretation over time, and the ExpressionSynthesizer, which recieves the generated values each frame and does the actual compositing of animations seen on-screen.

Blending over Time

At any given time, the system can blend between 2 expressions, e1 and e2, and a “neutral expression”, eneutral, with eneutral being the state of the face model without any animation applied. All Action Unit values used by the AECS to generate the current expression at any time, ecurrent, are the result of a linear combination:

ecurrent = a1e1 + a2e2 + aneutraleneutral
with a1 + a2 + aneutral = 1

and all a ≥ 0

The ExpressionSequencer is mainly concerned with the calculation of values needed to obtain a1, a2, and aneutral. The ExpressionSynthesizer converts the generated numbers and calculates the linear combination.

In most cases, as described under section Expression Fluidity below, e1 will itself be a linear combination of the two main expressions that were used immediately previous to the current blending.

In the current implementation, the ExpressionsSequencer holds a pre-defined series of blends between facial expressions. Each blend has two unique curves; the expression interpolation curve ce(t) and the neutral interpolation curve cneutral(t), both created as Unity3D’s native AnimationCurve data type, making them hermite functions with tangents that can vary in angles, but not magnitude for each keypoint. An AnimationCurve is displayed below in figure 13.09.
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Figure 13.09: An AnimationCurve as seen in the editor in Unity3D. Notice that the curve is confined to values between 0 and 1 on both axes. This confinement must be observed by the user, as the editor currently does not prevent defining the curve outside this interval in either direction.
The AnimationCurves used for this purpose are intended to be defined in a space normalized on both axes, that is: user interaction with the curve should never result in values outside the 0..1 interval in either direction.

To find a1 and a2 the curve ce(t) is evaluated, as it represents the blend between the two expressions e1 and e2.

When ce(t) = 0 the expression blend will exclusively show the first expression, e1, of the current blend interval.

When ce(t) = 1 the last expression, e2, will be completely dominant. We introduce the values å1 and å2 to indicate the first step of calculating a1 and a2. The sum of the scalars å1 and å2 is always 1, as they operate in a space where aneutral = 0. We therefore write:

(with aneutral = 0)

å1 + å2 = 1

å1 = 1 - å2
å2 = ce(t)

The curve cnetrual(t) directly defines aneutral. This means that the higher the curve of the neutral function, the more neutral the face will be, due to the relation a1 + a2 + aneutral = 1. Furthermore we define that aneutral is our primary controller. That is, the value of aneutral is not influenced by the values of a1 and a2, instead these two should be evaluated later to fit the total sum of 1 in the system. This lets us compute the exact values for all ‘a’ of the linear combination.

We define:

aneutral = cneutral(t)

a1 and a2 are thus confined:
a1 + a2 = 1 - aneutral
The scalars å1 and å2 represent the relationship between a1 and a2, while always having a sum of 1. We can exploit this quality to write the equation:

(å1 + å2) (1 - aneutral) = 1 - aneutral
⇓

å1(1 - aneutral) + å2(1 - aneutral) = 1 - aneutral
knowing that å1 = 1 - å2 we substitute:

(1 - å2)(1 - aneutral) + å2(1 - aneutral) = 1 - aneutral
it is clear that we can define:

a1= (1 - å2)(1 - aneutral)

and

a2 = å2(1 - aneutral)

in order to obtain the original relation

a1 + a2 = 1 - aneutral
Since we have defined that å2 = ce(t) and aneutral(t) = cneutral(t), we can then obtain exact values for all ‘a’:

a1 = (1 - ce(t)) (1 - aneutral)

a2 = ce(t) (1 - aneutral)

aneutral = cneutral(t)

We therefore have all the values needed to calculate the result of the linear equation:

ecurrent = a1e1 + a2e2 + aneutraleneutral
as a composite of two expressions and the neutral non-expression. This calculation is at the very heart of the system and enables us to smoothly blend between facial expressions.

Expression Fluidity

Since the ExpressionSequencer should be compliant with manually created curves for blending between expressions, we had to create the system to take into account values that were not perfectly matched at the ends and beginnings of each blend interval. This should be seen as an appropriation of the system to allow proof-of-concept animations, but not as an essential part of the finalized system, since it would manage the start and end values of neighbouring blend intervals to match exactly.

The solution had two parts; one for each curve of the blending, and they were introduced in the script ExpressionSynthesizer.

Expression Interpolation Curve

At the end of a given expression blend interval, it is not guaranteed that the expression at the end conforms to being 100% composed of one particular expression. For example, a blend may end half-way between happy and sad. For this purpose, when changing from one expression blend interval to the next, the system gathers the Action Unit values of the composite expression and saves them temporarily as a new Expression  with the name “complex”. Referring to the notation used earlier, e1 and e2 are linearly combined at the very last point of the expression blend interval, without regard for aneutral. It is a directly obtained from the equation:

ecomplex = å1e1 + å2e2
Using the definitions for å1 and å2 found in section Blending Over Time. This new ecomplex is then used as e1 for the next expression blend interval.

Neutral Interpolation Curve

The neutral interpolation curve is evaluated at any given time to obtain a scalar value for the system. In order to avoid the face suddenly changing the neutral scalar aneutral between two frames, which would lead to an unnatural-looking immediate movement of the face, aneutral is regarded as a linear combination of the current neutral interpolation and the beginning of the next neutral interpolation.

As the system approaches the end of an expression blending interval, it will regard aneutral as a linear combination of the current neutral interpolation curve’s value at time t, acurrent(t), and the value of the next neutral interpolation curve at t = 0, here referred to as anext(0).

aneutral = c1acurrent(t) + c2anext(0)

c1 + c2 = 1

The first 80% of acurrent, we have c1 = 1, and thus the current neutral interpolation has full control. In the last 20% of the given expression blend, c2 will increase according to the following equation. We let the value ‘p’ be a scalar 0..1 that indicates how much of the last 20% of the expression blend has passed, with t being the normalized time of the current expression blend interval:

p = [image: image16.png]


, with p clamped to the interval {0..1}

We then introduce a hermite value mapping function, which will be more adequately explained in section Value Mapping. We define c2 as:

c2 = hermite(p)

c1 = 1 - c2
in order to have a smooth entry and exit falloff of this linear combination over time.

Value Mapping

In order to conform to physical constraints in the natural human face, completely linear interpolation would look odd and “cut off” movement rather mechanically if an Action Unit value should attempt to move beyond the 0..1 interval. Human movement very rarely is completely linear, in fact it requires rigorous training for violin players, ensuring a clean tone, or dancers “doing the robot”.

Our first, very simplistic attempt at faking an acceleration & deceleration variance is to map all Action Unit values using a simple hermite function. This ensures that, as the user increases and decreases Action Unit values, the rate of change is a continuous function, even as it clamps values outside the 0..1 interval. 
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Figure 13.10: (a) left: A linear function clamped to the 0..1 interval. (b) right: A hermite function clamped to the 0..1 interval.
The hermite function follows the form, with p0 and p1 being the start- and endpoint values, while m0 and m1 are the start- and endpoint tangents.

p(t) = (2t3 - 3t2 + 1)p0 + (t3 - 2t2 + t)m0 + (-2t3 + 3t2)p1 + (t3 - t2)m1
But as can be observed from figure 13.10 above, the tangent angles in both the start- and endpoint are both 0. Also, since the hermite curve starts at the value 0, p0 = 0, and since it ends at 1, p1 = 1. The hermite function is thus simplified:

p(t) = -2t3 + 3t2
Other forms of value mapping were tried out. Two were discarded; the sigmoid and inverse hyperbola. A fourth value mapping, 3rd quadrant circular, was also tried out and found useful for controlling the eyelids. This value mapping corresponds to the shape of a unit circle in the 3rd quadrant of a cartesian coordinate system. The unit circle and our area of interest are moved upwards by its radius of 1:
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Figure 13.11: A unit circle moved upwards by 1, so the area of interest fits with our use.
The shape we are interested in is now a function in the 0..1 interval on both axes. The function corresponding to this shape was derived using Pythagoras’ theorem:

a2 + b2 = c2
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We want to find the function f(x), which is 1 - b. c is the radius of the unit circle (c = 1) and a = x.

b2 = c2 - a2
⇓

b = [image: image21.png]



and since f(x) = 1 - b, and a = x :

f(x) = [image: image22.png]1—y\/1—x2




The exact use of this value mapping will be covered later, under section Eyelids in this chapter.

Parts Not Described in Action Units

Eye Movement & Gaze

The eyes were an important part of the face, because of the danger of “dead channels” in the face, especially when the user’s focus as the listener would be directed towards the eyes for comparatively long periods of time.
The Animation

From casual observation we noted that as a human eyeball changes direction, some of the surrounding tissue would also move. This meant that we could not simply rotate the eyeballs within the animated head - the rotation of the eyeballs had to have an effect on the head too. We therefore do not rotate the eyeballs directly.

Instead we created 4 animations for each eyeball; 0..30 degrees left and right, as well as 0..25 degrees up and down. The limits of these animations were set to avoid the eyeballs moving in unnatural directions, although the specific number of degrees may vary between different 3D models. Animation bones around the eye are also influenced by this motion.

Due to the fact that these animations were exactly linear over time, they could be programmatically controlled with great accuracy.

Lively Gaze

Eyes change focus often. As described by [30] a recorded 10-second gaze minutely changed area of focus 18 times. The interest areas were usually located around the eyes or mouth. We therefore wished to create a script that could simulate similar lively behaviour in the eyes of the 3D character.

As a simplification, instead of marking specific areas of interest, the script simply has an object of interest. Within the bounding volume of this object, a random coordinate is generated every time the eyes want to change their focus slightly. Further development should look into re-creating the specific areas of interest discerned by M. Cook in his publication, for the purpose of virtual characters interacting with one another.

The eyes, however, should not change their rotation instantly, if only because that it is impossible due to the laws of angular momentum. However, the eyes have a small mass, are attached to a considerable muscle mass with great leverage, and have been perfected by billions of years of evolution to precisely trace objects and almost immediately change focus if something attracts attention. We therefore ignore calculation or approximation of acceleration/deceleration for the eyeballs, but instead confine their maximum rotation in degrees per second.

The maximum rotation in degrees per second of the eyeball was set at 400o/sec. This was an artist-tuned value and is guaranteed to be more complex than a simple, flat rate regardless of the motion required. Though no further study was undertaken, our casual observation hints at a much higher rate of change when the human eye undertakes a single rotation over a greater number of degrees.

The eyes currently do not take the gaze off of the object of interest. This important level of detail is a definite must in future development.

Eyelids

As described in chapter Analysis section Manipulators the blinking of the eyes is a physical necessity, but as described in chapter Analysis section Conversational Actions it can also be used consciously (or subconsciously) to underline parts of verbal communication, or as a physiological reaction to nervousness or other emotions. The exact mechanisms of distribution over the context of a conversation remain unclear.

So far, blinking of the eyes is implemented with respect to very general data.  As uncovered by Argyle and Cook [3], the average timespan between individual blinks is 4.8 seconds, although they do not describe variance or averages under different conditions. For the purpose of the current implementation we made two general assumptions; first, that the blinking of the eye would always be spaced with an average of 4.8 seconds, with +/- 2 seconds of linear variance; and second, that eye blinks sometimes have closely spaced “clusters” of 2-3 blinks occurring rapidly.

There is a basic 0.7 chance of a rapid succession of blinks occurring, however the odds will be severely decreased after one such event occurred. With each single blink following this event, the odds will grow until they reach 0.7 again, or another rapid succession of blinks occurs.

The clusters have an even chance of being either 2 or 3 blinks. There is a 0.6 probability that small spaces will be added between the individual blinks, and these spaces will be between 0 and 0.5 seconds in length, again with a linear distribution of chance. If no space is added, the blinks follow immediately upon one another and are faster according to how many blinks need to be executed.

This “hand crafted randomness” was added to make the system complicated enough that the viewer would not be able to simply derive and predict the behaviour of the system. Highly predictable behaviour is associated with deterministic computers and robots, while many parts of human expressions and actions have a seeming randomness to them. The specific way in which to do it relied heavily on casual observation.

The speed with which the eyelids close is described in chapter Analysis sections Eye Blinking, Manipulators and Social Signals, although this research does not describe what function most closely resembles the movement of the eyelids over time. While high-speed camera recordings and careful data plotting might reveal the best suited function, time pressure necessitated and “artist tuned” function. This function turned out to be the circular value mapping. The function is described in detail in chapter Implementation section Value Mapping. This function was evaluated as the best approximation among all attempted value mappings, and combinations thereof. It resembles the effect of an elastic band, or tightened muscle, sliding across the surface of a smooth sphere when observed over time.

Editor Scripts

Unity3D supports user-defined editor scripts, which lets us program specific ways of interacting with variables. To ease use of interaction for ourselves and for future end-users, we decided to look into some very simple user interface design and at least attempt to make interaction with the system easier.
It is important to remark that Unity3D supports a “default” editor for all components, allowing users to modify public variables by hand, without diving into the script. Using special attributes, programmers can hide public variables or expose private ones in the default editor.

Editor scripts are separate from the scripts they are attached to, and include the attribute [CustomEditor(typeof(MyClass))], with MyClass being the class for which the editor script should work. Unity3D includes a range of commands specific to editor scripts, as they inherit from Editor, like setting up sliders or checkboxes the user can interact with.

Each of the following headings will detail a component in our system, how the default editor looks and works, how we tried to modify it and whether we succeeded.

Editing Expressions

Each Expression class has 70 user-editable variables in the current implementation. These are all float values, meant to be confined within the span 0..1.

Unity3D’s default float editor is a box in which the user can enter the number. The user can also hold-and-drag to modify the value, but with no bounds except for the limits of the float datatype itself. Refer to figure 13.12 below.
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Figure 13.12: The default way Unity3D allows editing of exposed float values in the editor. The default editor automatically parses the variable name myFloat from lower camel case to a capitalized name with spaces.
Because of the volume of user-editable float values and because we know precisely the bounds within which the user should be able to change them, it made sense to create a custom editor; grouping related values in a sensible manner, and allowing hold-and-drag manipulation, but only within the specified bounds, as shown in figure 13.13.
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Figure 13.13: A custom editor for the float myFloat represented as a 0..1 slider. The name of the slider is no longer automatically parsed from the script, but is instead a specific string defined in the script.
This has the very specific advantage of letting the user hold-and-drag the slider while focusing his or her eyes on the 3D character being modified. This makes the modification of each value faster, since focus can be maintained on the resulting facial movement while the value is being modified, thus preventing each value change from becoming a series of adjustments as the user first changes a value, then looks at the result, then turns back to adjust the value, before looking at the new result, and so forth.

This idea was implemented into the system for editing the expressions at the very beginning, since it also allows us to name sliders and add spaces between groups of sliders for clarity. Furthermore the use of the SerializedProperty datatype, a part of Unity3D’s editor API, allows for executing ‘undo’ and similar standard GUI actions.
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Figure 13.14: The expression editor script in action.
The ability to name the sliders manually allowed us to write the correct Action Unit name instead of relying on the parser and the user’s ability to decipher some of the more obscure variable names, such as “AU28MU” which, in the editor, is named “AU 28 mid up” in order to clarify what the letters “MU” mean, see figure 13.14.

Editing the Sequence of Expressions

In order to bypass our lack of automated systems, we needed a semi-detailed editor for animating the expressions over time. Originally we envisioned something akin to Unity3D’s own animation editor, which allows setting keypoints for multiple variables in a clearly defined timeline, as shown in figure 13.15 below.
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Figure 13.15: The Unity3D animation editor window. Image courtesy of unity3d.com.
However it was soon found out that the level of complexity required for scripting the editor could prove to be a sizeable resource drain on the project. We therefore settled on setting up our data in non-editor scripts such that they could be edited with relative ease using Unity3D’s default editor interpretation.
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Figure 13.16: The ExpressionSequencer class, as interpreted by the default editor. The list “Interpolations” has 23 entries, each of the class ExpressionAnimation, which has a “Notes” field for entering a string that helps navigating the list. Notice how the default editor automatically uses this string as the title for each element in the list.
This naturally meant that editing a sequence of facial expressions over time was not done in a highly intuitive fashion, but it still turned out quite useful and the final sequence of expressions. The sequence shown in our demonstration build was done over the course of roughly 90 minutes, without having previously used the editor extensively. The default editor for ExpressionSequencer is depicted above in figure 13.16.

Integration with Sound and Lip Synchronization

The sound of the character’s voice simply starts to play whenever the user hits the “play” button in the demonstration build. This was done through some programming, but we will not go into the details.

Due to our use of additive animation, we were able to simply add the lip-synchronization animation on top of all the other animations taking place in the face. The lip-synch animation is a simple up-and-down movement of the jaw and lower lips.

Currently it is impossible to know whether the lips are closed at any given point in time, since some expressions have slightly or more clearly parted lips. In future implementations, to live up to the lip-synch standard of modern games, a stable solution has to be found.

Scene Setup

In order to obtain a satisfying visual result, some time was spent on setting up the scene of the demonstration build. This mainly concerned camera and lighting setup, but also some technical details concerning the rendering.
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Figure 13.17: The scene, as shown when the demonstration build is executed.
Because the body of the character was not animated, the camera was set up so that it focuses exclusively on the character’s face.

In order to secure that the character’s skin seems smooth and not plastic-like, and instead of using a sub-surface scattering shatter, which would simulate the way light permeates skin and tissue, we set up 3 slightly coloured lights, in a classical 3-point lighting. Only the primary light casts a shadow, both to save performance, avoid visual artifacts with many overlapping shadows, and to give the impressions that it was the only “hard” light. The secondary, or “fill”, light casts no shadow and is somewhat weaker but is otherwise quite similar to the primary light, since real-time rendering of diffuse light sources is a difficult proposition. The tertiary, or “rim”, light is slightly blue and behind the character. It makes the least illuminated side of the character stand out more, as a thin line of light traces along it. Refer to figure 13.17 above to see the scene, as it looks from the view of the camera.
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Figure 13.18: The scene as viewed from the editor.
The background is simply a picture of a forest, though subjected to a heavy gaussian blur before imported as a texture. The background is put behind the character as a half-cylinder, onto which the texture is painted, as seen in figure 13.18.

The source of the character’s voice is naturally placed at the position of her mouth, as the audio listener, the component responsible for gathering sound from the scene, is placed on the camera.

The camera has some additional qualities. In order to ensure a smooth, cinematic feel of the image, as known from current-generation games such as Mass Effect 3, the camera uses a depth-of-field shader to blur parts of the image that are longer away or closer to the camera than its focal distance. For convenience, this distance is set to always match a point right between the character’s eyes. The effect is quite subtle in the demonstration build, but the difference is distinct when switched on and off.

Another important rendering trick employed is Screen-Space Ambient Occlusion (SSAO), which is a gross approximation of indirect illumination. It is related to standard ambient occlusion, which takes into account the occlusion of light due to proximity of other surfaces. It is a trick that has been used in pre-rendered graphics to save rendering time, while still achieving pleasing results. SSAO does the same thing, but it operates in screen-space using highly simplified math.
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Figure 13.19: The main character with SSAO turned on (left) and off (right).
This makes it possible to use the technique in real-time rendering, but the ambient occlusion is view dependent and has some other problems that will not be discussed here. We employ its use in order to achieve a smoother look of the character, as can be observed in figure 13.19 above. The most obvious change is in the character’s hair; this is due to the fact that the hair is not textured, and thus the only surface variation is the shading. But the most important details, for the purpose of this project, were subtle changes in the way the lips, teeth and corners of the eyes were lighted. Again, it is a subtle effect, and all but invisible in print, but it is clear when switched on and off.

The scene setup was mainly done with inspiration from the techniques used in Mass Effect 3, which has 3-point lighting and depth-of-field. Mass Effect 3 does not normally use SSAO, but other games in the role-playing game genre does, such as The Witcher 2 and Deus Ex: Human Revolution. As a side-note, many games, such as Mass Effect 3, without SSAO utilize textures with “pre-baked” ambient occlusion, which was not available for our model.

Defining the Evaluation

The evaluation of the facial animation system was defined in two stages, one stage evaluating the system and its ability to produce believable and recognisable emotional expressions, the other to get user and expert feedback on the system, how it works and suggestions for further development.

The first evaluation was a quantitative evaluation based on a questionnaire while the second was an informal interview. Both are defined in the following two sections. 

Quantitative Evaluation

The purpose of making a quantitative evaluation was to simply evaluate the system and its implementation of the Facial Action Coding System, and see if it was able to reproduce recognisable emotional expressions based on Paul Ekman’s findings.  

The evaluation was set up as a straightforward questionnaire, where each subject was asked to watch a short video of an emotional expression, and afterwards use a few words to describe the emotions they would associate with the expressions.

It was decided to use short video sequences of onsets of emotional expressions rather than pictures. The argument for this was that an emotion is not only defined by how it looks, but also by the way with which it is activated. Ie. the transition from a neutral expression to an emotional expression also contains information about the emotions a character is expressing.  E.g. the onset speed (a flash of anger, a sudden surprise), variety of intensity (shaking with uncontrollable anger versus a calm calculated anger). 

For the study, we choose to recreate and evaluate the level of recognizability of facial expressions matching Paul Ekman’s six basic emotions. Besides this, we created an additional 3 facial expressions for other emotional expressions. These 3 emotional expressions were not based on Paul Ekman’s description found in chapter Analysis sections Distinguishing Between Emotional Expressions, Table 12.01), but rather our own interpretation of how such an emotion would look as an emotional expression. 

The total of 9 expressions evaluated are listed below.

From Paul Ekman’s 6 Basic Emotions and their emotional expressions:

· Happiness

· Sadness

· Anger

· Disgust

· Fear

· Surprise

From Paul Ekman’s expanded list of basic emotions, although emotional expressions are interpreted by us:

· Shame

· Pride

· Contempt  

The Questionnaire as well as pictures of the different emotional expressions evaluated in the questionnaire can be found in [Appendix 4: Questionnaire from Quantitative Study] and [Appendix 5: Emotions used in the Questionnaire].

Pilot test

The test of our evaluation was a short run-through of the questionnaire with a medialogy student and a biology student, where we asked them to simply ‘think out loud’ and point out if they had any doubt as to what they were supposed to do, as well as observe if they filled in the questionnaire as intended. 

There were some concerns that giving subjects the chance to write down several words to describe an emotional expression, rather than e.g. select emotions from a predefined list, could become a problem.

At the same time, we were interested in knowing if the subjects would play the videos or rather just look at the thumbnail picture of the video, and describe the emotion from that. 

Outcome

Based on the pilot test, neither of our concerns seemed to be valid. Few changes were made to the questionnaire, but these were more related to the amount of information about ourselves and our project we revealed in the beginning of the questionnaire. Based on our test pilots feedback we decided to give as little information about the project as possible, in order to not educate our subjects beforehand and thus pollute the results.

Qualitative Evaluation

Apart from a basic survey to establish the validity of our use of the FACS for facial animation, we recognized that the problem with trying to create complex human facial expressions was that it created a complex result - and thus could not be boiled down to a simple, deterministic list of key values and scores. For this purpose, the idea of qualitative evaluation fit the problem better.

As the system was developed with both the game designer and end user in mind, we decided to bring in the editor and the game-designer perspective for the qualitative evaluation.

A small group of evaluators would be questioned, with 3 to 5 people being the targeted range. If there were major discrepancies between the way in which the evaluators judged the editing system and demonstration build, the group would be sought expanded.

Each evaluation would have 5 major parts, with part 3 and 4 able to switch place in the order:

1. Presentation of the evaluator; their taste in games, their academic interests, and the experience with acting and facial expressions

2. Introduction to the project’s intent and scope

3. Showing the demonstration build and discussing immediate reactions

4. Hands-on design of a facial expression

5. Some final evaluation of quality, compared to contemporary products

Each part was semi-intentionally left open in order to follow the evaluator’s train of thought - as such, all evaluators would be told that the “test” would take the form of a friendly discussion or chat, rather than a straightforward test. They would also be encouraged to interrupt the interviewer or bring new subjects to the discussion.

Choosing the Demonstration

Since it was clear that the quantitative test needed some sort of demonstration of the current peak performance of the AECS, we set out to create the demonstration build.

In order to evaluate in a context similar to contemporary games, we chose to demonstrate a dialogue sequence. Because we only had one character prepared for use with the system, the result would effectively be a one-sided dialogue, or monologue.

The monologue was written with a fantasy setting in mind, in which the character would refer to events outside of the context of the demonstration, in order to imitate that the monologue could be part of a larger, fleshed-out game world.

Sound Acquisition & Processing

We recorded two monologues for use with the demonstration build, and picked only one to implement, due to concerns about the time required to do lip-synchronization. The edited monologue would later be subjected to spectrum analysis in order to uncover some of the fundamental relationships between perceived expression and voice harmonics.

Recording

For the recording we used 3 pieces of equipment: A Røde NTG-3 directional microphone, a ZOOM H4N sound recorder and a pair of Creative EP-830 in-ear headphones with passive ambient noise reduction.

The microphone and recording device were chosen for their signal-to-noise ratio, and the choice of a directional microphone was in order to minimize echoing and ambient noise, since the recording would be done in regular living rooms as opposed to a recording studio. Recording was done at 48 kHz, which is slightly more detailed than regular 44.1 kHz recordings, in order to prevent any trace of aliasing at the highest audible frequencies.

Finding a Voice Actor

In order for the voice acting to live up to expectations of a modern gaming crowd, being used to such games as Mass Effect 3 which employs several accomplished actors and actresses, a competent voice actor was needed for the demonstration.

We published a small competition via our own social networks asking any female friends interested to record themselves using whatever recording equipment they had available. We would then choose the best voice actor and do a full recording with professional equipment. 6 women expressed their interest and were sent the manuscript, however only a single one recorded a test and sent it to us. We humbly dub this the “facebook event effect”.

However, some personal contacts were also reached, one of whom set up contact with professional voice actress Mia Lerdam. We decided to record her voice, even though she was not able to send a test recital of the manuscript, given her credentials as an educated and active actress.

MatLab

In order to produce a spectrogram of speech to be interpreted by the proposed system, we sought to employ the use of MatLab and the COLEA extension for speech analysis. Unfortunately, due a recent update in MatLab’s handling of case-sensitive function names, the entire COLEA package was unable to execute.

Through some tinkering it was possible to get it to work, but each functionality of the COLEA package represented a new set of error messages to be fixed, some being rather vague and tying into MatLab’s handling of graphical user interfaces.

The pursuit of a working MatLab analysis was abandoned because of the amount of work required to re-write parts of the COLEA package to work with new versions of MatLab. Sound analysis was done later using Audacity, as described below.

Audacity

A free, open-source audio editing tool used in this project for editing sound and analyzing recordings. It comes with a variety of tools, apart from basic editing, which were used for the project.

Noise removal, which was not used to prepare the sound for the demonstration build, since audible noise was low and noise removal occasionally would impact /s/ or /h/ sounds as they were spoken. The noise removal was however used in preparation for a spectrum analysis, to eliminate as much interference as possible.
Spectrograms which can be used to visually identify voice harmonics and pitch. The specific spectrogram produced would be too massive, if displayed on a meaningful scale, to include in the report. Instead a short part of the spectrogram is displayed and analysed in chapter State of the System figure 15.01.
State of the System

What follows is a short description of the completion level of the AECS upon the end of the project.

Action Units

Most basic Action Units were implemented in the system, along with their corresponding animations. A few Action Units, in particular those that had a movement-over-time quality to them, instead of being relatively static tightening of muscles, were not finished and require additional control systems to implement. Some Basic Action Units had to be split into more parts than originally envisioned due to technical difficulties, and most of these are not currently implemented, however their absence proved to not be particularly hampering to the overall system.

Sequencing Expressions

The AECS supports putting several expressions together over time and blending between them via a series of user-editable hermite curves. This is a place-holder system for demonstrating capabilities of the AECS. The implemented version unfortunately does not handle all hermite curves thus editable in a single window and it does not support other scripts directly editing the hermite curves, though it does support other scripts sending messages that may overwrite or influence values otherwise dictated by the user-editable hermite curves. This functionality is not exploited in the current implementation.

The Actor Emulator

Due to the task of creating the basic framework for integrating Action Units in Unity3D, some parts of the proposed solution were attempted in implementation. The most important part that did not achieve completion, even as proof-of-concept, was the Actor Emulator. This was conceptualized as the part of the system that would bring the final demonstration above and beyond what modern games (sans L.A. Noire) have been capable of.

It remains a concept for now, but the demonstration project is built from the ground up to readily be adapted to such input as we envision the Actor Emulator being capable of.

Spectrogram Analysis

As a proof-of-concept of the Actor Emulator, we proposed to take a closer look at the spectrogram obtained from the recorded monologue for the demonstration build. This was only done very loosely, and it did not have an effect on the demonstration build. Figure 15.01 below shows a glimpse of the spectrogram, which demonstrated its capacity as a useful tool in further development, as one can clearly see changes in tone, and somewhat less clearly the rhythm of speech as indicated by syllables.
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Figure 15.01: Spectrogram from Audacity, showing the line “We all have to stay strong, even when we’re weak”. Notice the very clear harmonic bands (horizontal white-hot lines) and the separation of syllables (vertical pink/blue lines). Obtained using a Gaussian window with a=3.5 and a window size of 2048. Frequencies between 60 and 7000 Hz are depicted.
So far, uncovered theory suggests it might indeed be very useful.

Results

Quantitative Evaluation Results

A total of 47 participants submitted the evaluative questionnaire described in chapter Defining the Evaluation section Quantitative Evaluation. The results of the questionnaires are gathered in [Appendix 6: Questionnaire Responses] and can also be found in full form on the CD, folder: [CD\Quantitative Evaluation]. 

We choose to disqualify 3 participants based on either having incomplete answers or answers that were too hard to interpret. The disqualified participants can be seen on rows 10, 27, 47 on the CD [CD\Quantitative Evaluation\questionnaire_results_RAW].    

Presentation

The expression recognition rate from the quantitative evaluation can be seen on Chart 16.01. The self-evaluated certainty-level is presented on Chart 16.02. 

Chart 16.01: Results of expression recognition for each shown emotional expression. 
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Chart 16.02: Mean certainty from a scale 0-10. Shows how certain the evaluation participants were of their answers.
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Analysing the answers from the evaluation participants, we decided to split all answers into three categories: corresponding answers, grey zoned answers and differing answers. An answer would be considered grey zoned if it was either a variant or very closely related to what emotion the virtual character was supposed to express. Looking at [Appendix 6: Questionnaire Responses], all answers are categorized into either of the three groups through colour coding. 

· If an answer is marked red it is categorised as a differing answer.

· If an answer is marked yellow it is categorised as a grey zoned answer. 

· No colour coding means the answer corresponding with the facial expression.

Asking the participants to rate their own degree of certainty in what they answered was done in order to get a better idea whether or not an answer represented a guess rather than a clearly recognised emotion from the shown expression. 

Analysis

After calculating the mean certainty of all the different emotions an interesting pattern emerged. It turns out that the evaluation participants’ level of certainty on Chart 16.02 in their answers correlates surprisingly well with the actual results in Chart 16.01. For instance, the three expressions where they were most confident they recognised the correct emotion, sad, angry and surprise, was also the three expressions where most people answers corresponded with the intended emotion. The same can be said for the bottom three certainties and their correlating answers. Thus we understand that the more certainty the participants have had, identifying an emotion for an expression, the more they have also answered correctly. 

While in retrospect this correlation may not be a surprise, it serves as an indication that our interpretation of participants’ answers for each expression has not been completely off. 

Looking at chart 16.01, it is clear that the emotions that are not part of Ekman’s original six basic emotions, shame, pride and contempt, all hold a far worse score than the six basic emotions (save disgust). 

Possible reasons for this could be that, as Paul Ekman suggested, not all of the extended basic emotions necessarily have defined facial expressions. At the same time, because shame, pride and contempt are not emotions with well-established and described facial expressions, they are something we have tried to create from personal preferences rather than actual data - Preference that has not been scientifically verified.

Remembering that the facial expressions in the questionnaire was presented without context, a recognition rate ranging from 42-53% between shame, pride and contempt is still not too bad. 

Disgust, it seems, was an exception to this. Although disgust is one of the six basic emotions and therefore created from reference, see chapter Analysis section Distinguishing between Emotional Expressions, Table 12.01), it scored very poorly. The main reason for this was that a lot of the participants perceived disgust as anger, rage or bitterness rather than disgust. 
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Figure 16.03: (left) The facial expression for disgusted used in the evaluation; (right) the facial expression for happiness used in the evaluation.

This may have been the result of a too intensive facial expression for disgust, see figure 16.03 (left), but more likely it is the product of lack of ability to correctly emulate the glabellar lines and nasolabial folds, both two important elements of disgust. Furthermore, the sneer made by the upper lip could have been more intensive.  

More general observations

During the test, we observed some trends regarding the various expressions and which words participants used to describe them. Most notably was happiness, see the expression on figure 16.03 (right), which often had some telling adjectives.

Examples of words used to describe happiness:

Smirkyness; joy (creepy); false amusement; (faked) joy; psychopathic glad; happy smile (faked!)
This gives us a clearly indicator that there is something not right about our emotional expression for happiness, and we seem to end in an expression that looks fake and puts people off. Not to say we end up in the Canny Valley as such, but rather that the expression seems to be evaluated as a disingenuous, strained expression, used by the virtual character to conceal her true emotions. 

The expression for shame also had a lot of comments describing it as pleading, begging and submissive. One participant even described shame as “puppy eyes”. Ironically this comment highlights what we think the issue with this animation was: eye contact. Breaking or avoiding eye contact would probably work better for displaying shame rather than a maintained eye contact with instead signals that the virtual character, in a submissive manner, is awaiting response or listening. Ie. a listener's response, a sign of intimacy or part of a conversational flow as discussed earlier in chapter Analysis section Roles of Gaze where Argyle and Cook concludes that gazing is most prevalent when listening or used as a cue telling that you are now awaiting a response. 

These points also solidifies why some people would perceive our version of shame as begging or pleading, both of which would be signals awaiting a response. 

Qualitative Evaluation Results

Due to the nature of a qualitative evaluation taking the form of an interview, the information gathered is more complex and nuanced than can be described in a few pages of text. However, we will list the most important points raised during the interviews and attempt to bring into conscious view some of the underlying implications of the evaluators’ opinions and reactions.

3 evaluators were interviewed, and their observations were deemed similar enough that further, time-consuming interviews were unlikely to uncover significant new areas of criticism or praise. This is of course a trade-off between available time and need for statistical certainty, the latter of which we chose to downplay. Since our evaluators were found using our own social networks, this is likely to skew the data. We barred from this evaluation people who were close personal friends.

Presentation

The three evaluators, here referred to as A, B and C but listed by name in our Acknowledgements section, were each presented with both the demonstration build and the system for editing expressions. The presentation of the 3 evaluators below is intended to be a full view of all relevant information that should be known before analysing their evaluations.

Evaluator A is a male student at Aalborg University Copenhagen on the 10th semester of medialogy, focusing mostly on sound and sound interaction. He has a Romanian background and previously studied computer science.
Evaluator B is a male student at HF, aiming at becoming a police officer. He has a Danish background. He describes his gaming habits as focusing mostly on role-palying games, strategy games and a few sim games.
Evaluator C is a male student at DTU, studying biochemistry and aiming at a career as a manager or mid-level manager. He has a Danish background.
Analysis

Some important main points were brought up, and a selection of these are listed below under separate headings. Following this, a presentation of the evaluators’ overall impression and scrutiny of their answers. At the end of the analysis, a short partial conclusion will gather the most important experience gained.

Each point made will be accompanied by quotes from the evaluators. These quotes were translated in the cases of B and C from Danish, and in all cases were loosely transcribed, to fit with a more clearly readable format. All quotations also have a time-stamp accurate to within 5 seconds.

Eyebrow Movement

Evaluators B and C both brought up and repeatedly pointed to the eyebrows of the character in the demonstration build.

Evaluator B:
(18:25) “(...) here at the start she doesn’t need to move her eyebrows that much”

(18:48) “(...)because you don’t really move your eyebrows that much. At least not all the time (...) yeah, it’s a little excaggerated”

This is a side-effect of the way the AECS currently blends expressions and prevents “dead channels”. Because all composite expressions are linear combinations, it does not support using selective features from one expression and combining with other select features of another expression. Therefore, of two expressions are being blended with a different eyebrow position, the eyebrows will move accordingly. Preventing “dead channels” currently necessitates that the blend between expression is never at a state of rest - that is, the ratios between expressions should constantly be changing, preferable in rhythm with the words being spoken to create the illusion of causality between the two. Thus, in some instances, the eyebrows will move markedly, seemingly in accordance with the voice. This is one of the main problems that should be solved in any future development.

Concerning the Eyes

Sometimes, as the camera could be moved around and the eyes of the character followed it, this created strange effects as the character’s head currently does not change its angle to follow objects.

Evaluator A:

(35:50) “(...) when she is moving, it feels a little bit awkward that she is still focusing on the same point

(36:20) “[when my head angle] reaches a certain threshold [my focus] breaks and my eye automatically switches to what is above”

This, again is a known flaw and the explanation is akin to the previous; the system is simply incomplete and therefore has some obvious missing parts, that give rise to unnatural non-behaviour. But this and similar points stood out particularly because the eyes were also noted as one of the most realistic and life-like components of the AECS:

Evaluator A:

(15:05) “Just seeing the eyes it looks really realistic to me, and natural like she actually is a living breathing person.”

Evaluator B:

(16:58) “Then it was about the eyes, i thought that it worked really, really well”

(17:10) “When she became happy or excited in her tone, she squinted her eyes (...) that was what I could put my finger at as working the best”

This praise was both in regard to the minute changes of focus constantly taking place, as well as the expressions’ use of the area around the eyes.

Overall Quality Evaluation

The 3 evaluators gave widely different scores, when cited at face value. They were asked to give an overall impression of quality, of the facial expression animation that the AECS was able to produce.

Evaluator A: 8, with other games scoring 4-6.
Evaluator B: 5, on par with Dragon Age: Origins.
Evaluator C: If eyebrow movement and lip-syncronization was fixed, 7 or 8; at its current stage, 3 or 4; with Mass Effect and similar games being around 5-6.
We, however, suspect they perceived roughly the same quality, but interpreted the question differently.

Evaluator A was a fellow medialogy student and is used to seeing unfinished projects and therefore awards the potential score should the project continue along its current development path for some time.
Evaluatior B was the evaluator whose social network overlapped the least with the authors and therefore tried to award a grade from the combination of current quality, versus potential quality, in an attempt to evaluate the demonstration honestly.
Evaluator C, as the only evaluator, differentiated his score based on certain premises. His first score, 3-4, reflects current quality. His second score, 7-8, reflects potential quality.
We therefore argue that Evaluator C gave the best estimate of quality, in absolute terms, of the 3 evaluators.

Conclusion of the Analysis

The immediate analysis of the interviews corresponded well with our own evaluation of strengths and flaws of the demonstration build and expression editing system.

The conclusion brings few new things to the table but at least confirms that we had the right problems in scope for future development and upgrades.

Conclusion

This thesis has focused on researching, developing and evaluating the AECS system. The system, in its current state, is capable of creating and editing facial expressions and the groundworks for influenceable temporal changes between facial expressions has also been laid and is working. Unfortunately, influencing temporal changes is not an easy tasks, and demands an “AI driver”, in this project referred to as the Acting Emulator, either controlled by states and moods, or by information extracted from audio speech files - Most likely a combination of both. 

In further development, the challenge of creating a capable Acting Emulator, computing and providing context-sensitive parameters to the different parts of the AECS is certainly the most difficult, and at the same time the most vital part in creating a truly living and expressive result. With that said, the current version of the AECS is capable of synthesising animating sequences created in real-time in Unity3D without the need of using Maya, except for the initial creation of individual animations.

At the same time, many of the current subsystems of the AECS are already running somewhat autonomously. Among these are the eye movement and eye blink systems, both of which will run autonomously, based on findings from Argyle & Cook as well as Hader et.al., without any input from an AI driver. These systems, however, are yet not able to dynamically adapt themselves and be take active part in e.g. a conversation, but ‘faking it’ by simply running random sequences of eye blinks and shifts alone, (something that can be considered manipulators, most of all) does add a lot of extra believability to the virtual character. 

There are still some basic shortcomings in regards to the FACS’ implementation in AECS, and some Action Units are still not fully implemented - Mostly these are the more crude Action Units, such as lip wipe, sticking your tongue out etc. 

Additionally, some graphical detail is left to be decided when it comes to the visuals of the face, such as wrinkles or tissue simulation. These details could conceivably be achieved, or at least well imitated, using technologies in current use, but this remains a problem outside of the main focus of the AECS.

Based on the findings of the two evaluative studies, there is still vast room for improvement to make in regards to the adaptation of the FACS system, and to meet the intended quality of the system. The basic AECS demonstration supports many additional upgrades and serves as a powerful proof-of-concept, validating further development both in a commercial and academic context.

Discussion & Future Work

Future perspectives for the AECS include academic research of facial expression transitional phases, attempts at emulating human behaviour through increasingly complex layers of rules, and studying the effects and future prospects of these areas. In the commercial area, the AECS has an obvious market, given upgrades to its capabilities and interface. It would then be in competition with systems such as FaceFX, though cutting out a slightly different niche; focusing much more on the accuracy of individual expressions and less on the accuracy of lip synchronization animation.

Both of these paths represent interesting areas of additional research and development, leading to an AECS more finely tuned towards facilitating the tasks required - though the two paths represent remarkably different priorities for future development.

Academic use would require the exposure and streamlining of all utilized code while allowing anyone to extend the system with scripts made for testing specific parts of the human expression mechanisms.

Commercial use would concentrate development in key areas such as developing the Acting Emulator hinted at throughout the report, and integrating it fully with more and more systems as its capacity and complexity grows.

We, the authors, consider ourselves standing with one leg in academia and another in private enterprise, and view both future possibilities with great interest.
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Appendices

Appendix 1: List of Action Units in the Facial Action Coding System

Table A1.1: List of Action Units in Upper Face; Main Codes [1]
	AU Number
	FACS Name
	Muscular Basis

	1
	Inner Brow Raised
	frontalis (pars medialis)

	2
	Outer Brow Raised
	frontalis (pars lateralis)

	4
	Brow Lowerer
	depressor glabellae, depressor supercilii, corrugator supercilii

	5
	Upper Lid Raise
	levator palpebrae superioris

	6
	Cheek Raise
	orbicularis oculi (pars orbitalis)

	7
	Lid Tightener
	orbicularis oculi (pars palpebralis)


Table A1.2: List of Action Units in Middle Face (Cheek, Nose, Lips); Main Codes [1]
	AU Number
	FACS Name
	Muscular Basis

	8
	Lips Toward Each Other
	orbicularis oris

	9
	Nose Wrinkler
	levator labii superioris alaeque nasi

	10
	Upper Lip Raiser
	levator labii superioris, caput infraorbitalis

	11
	Nasolabial Deepener
	zygomaticus major

	38
	Nostril Dilator
	nasalis (pars alaris)

	39
	Nostril Compressor
	nasalis (pars transversa), depressor septi nasi


Table A1.3: List of Action Units in Lower Face (Mouth, Chin); Main Codes [1]
	AU Number
	FACS Name
	Muscular Basis

	12
	Lip Corner Puller
	zygomaticus major

	13
	Sharp Lip Puller
	levator anguli oris (ie. caninus)

	14
	Dimpler
	buccinator

	15
	Lip Corner Depressor
	depressor anguli oris (ie. caninus)

	16
	Lower Lip Depressor
	depressor labii inferioris

	17
	Chin Raiser
	mentalis

	18
	Lip Pucker
	incisivii labii superioris, incisivii labii inferioris

	20
	Lip Stretcher
	risorius, platysma

	22
	Lip Funneler
	orbicularis oris

	23
	Lip Tightener
	orbicularis oris

	24
	Lip Pressor
	orbicularis oris

	25
	Lips Part
	depressor labii inferioris or relaxation of mentalis or orbicularis oris

	26
	Jaw Drop
	masseter; relaxed temporalis, internal pterygoid

	27
	Mouth Stretch
	pterygoid, digastric

	28
	Lip Suck
	orbicularis oris


Table A1.4: List of Action Units related specifically to Eyelids and Variations of Brows; Main Codes [1]
	AU Number
	FACS Name
	Muscular Basis

	41
	Glabella Lowerer
	Separate Strand of AU4

	42
	Inner Eyebrow Lowerer
	Separate Strand of AU4

	43
	Eyes Closed
	relaxation of levator palpebrae superioris

	44
	Eyebrow Gatherer
	Separate Strand of AU4

	45
	Blink
	relaxation of levator palpebrae superioris; contraction of orbicularis oculi (pars palpebralis)

	46
	Wink
	orbicularis oculi


Table A1.5: List of Action Units describing Head Movement Codes [1]
	AU Number
	FACS Name

	51
	Head Turn Left

	52
	Head Turn Right

	53
	Head Up

	54
	Head Down

	55
	Head Tilt Left

	56
	Head Tilt Right

	57
	Head Forward

	58
	Head Back

	59
	Head Shake Up and Down

	60
	Head Shake Side to Side

	83
	Head Upward and to the Side


Table A1.6: List of Action Units describing Eye Movement Codes [1]
	AU Number
	FACS Name

	61
	Eyes Turn Left

	62
	Eyes Turn Right

	63
	Eyes Up

	64
	Eyes Down

	65
	Walleye

	66
	Cross-eye

	68
	Upward Rolling of Eyes

	69
	Eyes Positioned to Look at Other Person


Table A1.7: More grossly defined AUs in the facial Action Coding System [1]
	AU 
	FACS Name

	19
	Tongue Out

	21
	Neck Tightener

	29
	Jaw Thrust

	30
	Jaw Sideways

	31
	Jaw Clenched

	32
	Lip Bite

	33
	Cheek Blow

	34
	Cheek Puff

	35
	Cheek Suck

	36
	Tongue Bulge

	37
	Lip Wipe


Table A1.8: Gross Behaviour Codes [1]
	AU Number
	FACS Name

	40
	Sniff

	50
	Speech

	80
	Swallow

	81
	Chewing

	82
	Shoulder Shrug

	84
	Head shake back and forth

	85
	Head nod up and down

	91
	Flash

	92
	Partial flash

	97
	Shiver/Tremble

	98
	Fast up-down look


Table A1.9: Visibility Codes [1]
	AU Number
	FACS Name

	70
	Brows and forehead not visible

	71
	Eyes not visible

	72
	Lower face not visible

	73
	Entire face not visible

	74
	Unscorable


Appendix 2: Description of the 4 Bone Influence Limit in Unity3D

In 3D animation with bones, as is the standard supported in Unity3D and other game engines, each “bone” is a translation/rotation/scaling entity, which has some influence on a set of vertices on the model.

The process of assigning these weights to different bones is called skinning. 

Unity3D supports a max of 4 bone influences per vertex. This means that each vertex may only be influenced by four different bones, a limit that can be a problem when trying to achieve detailed facial expressions through bone animation only. 

Appendix 3: The Uncanny Valley
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Figure A3.1: A visualisation describing the hypothesis of the uncanny valley. The more a robot or virtual character looks like a human, the more familiar it will seem to humans. This only until a certain point where humans will feel eerie and unsettled by the human likenes. As seen on the two curves the cost of uncanny motions are much greater than that of looks. At the same time the benefits are also greater .

Appendix 4: Questionnaire from Quantitative Study

The questionnaire was split in three parts: General questions (part 1), emotion recognition questions (part 2) and overall impression + general comments (part 3). 

Appendix 4, part 1: General questions
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Appendix 4, part 2: Emotion recognition question (example: surprised)
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An example of a emotion recognition question, with a video of the expression followed by two questions. There were a total of 9 emotion recognition questions: happiness, sadness, anger, surprise, disgust, fear, contempt, pride, shame.  The last three not part of Paul Ekman’s Basic Six emotions (REF: Paul Ekman 1972, Universals and Cultural Differences in Facial Expressions of Emotion, University of California, San Francisco, University of Nebraska Press vol. 19). 

Appendix 4, part 3: Overall impression + general comments
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Appendix 5: Emotions used in the Questionnaire
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Appendix 6: Questionnaire Responses
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Appendix 7: Names and locations of facial areas and parts.
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Figure A7.1: A picture from Paul Ekman’s FACS Manual describing names and locations of facial areas and parts (REF:P. Ekman, W.V. Friesen, J.C. Hager, 2002, Facial Action Coding System: The Manual ).

Appendix 8: Rig Hierarchy
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