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Introduction

Human computer interaction (HCI) is the study oé timteraction between human and
computer. HCI is an extensive, multi-disciplinargld, which comprise computer science,
cognitive science and psychology. Understanding ititeraction between human and
computer is an essential aspect of system develupamsl has expanded concurrently with
advances in technology.

We are students specialising in human computeraatien, our preceding aim is to design,
evaluate and implement interactive systems in aeoare with requisites of a given context.

Advancements in communication and information systdnave introduced novel means to

present, retrieve and apply information; such immtmns may introduce changes in user
perception and behaviour in a given context. Weebelthat these changes are important to
address and hereby elaborate on how informatiotersys set perceptual and behavioural
changes in motion; through this knowledge we maxlile to support the promotion of user

satisfaction and safety. Furthermore, when expiptime interaction between human and

computer it is crucial to consider the related esntal factors, since each context involve

specific requisites. For example, the use of a halddcomputer in a static context, such as an
office, allows the user to attentively interact twihe computer. A dynamic context on the

other hand, where the user is on the move, neasssiattention to the surroundings while

interacting with the computer. When introducingexide from a static context to a dynamic

context, the behaviour originally associated to tlevice changes and new behavioural
patterns emerge.

The emergence of mobility

Over the years, technology has facilitated prasti@énich were traditionally common in the
home and office spaces, to be performed on thé&gbility is becoming an essential part of
our lives. Devices are becoming more compact, Wwhitsextensive amount of functionality is
being incorporated. Users in dynamic contexts arengaccess to functionalities that were
originally associated to stationary use contextsr-example telecommunication and access
to the internet.

Car companies, hardware manufacturers and softwienelopers have assessed that
implementing extraneous functionalities in vehiciesprofitable due to the number of

potential drivers. Since then, the market of intglghsystems has been growing exponentially
over the last three decades [3] — a proliferatishich has been set in motion by consumer
demands, a reduction in hardware costs and significinovations in communication and

information technology. This development is not exted to come to a halt. Today, in-

vehicle systems comprise a multitude of systemm -exXample; music players, car computers,
DVD players, automotive navigation systems andisiol detection systems. The common
denominator of these systems is the increasedysa$t they can impose by diverting the

driver’'s attention from the primary task of driving

In-vehicle systems often have their origins inieg, which are less safety-critical, which
makes it questionable to which extent their usage design is suitable in a vehicle-centric
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context. Research on traffic accidents show thatuse of in-vehicle systems is involved in
traffic accidents [2, 5], which could indicate thlése systems, in their current state, have not
been fully optimized to the conditions of their neetting. Several technologies have been
developed and implemented into cars in an attemalleviate safety risks caused by in-
vehicle system interaction — For example, remotstrots are included when purchasing
entertainment systems, head-up displays are impitsden the front windscreen to present
important information to the driver. An example @fmore complex safety system is the
workload management system [5], which attempts &terchine when the driver is
preoccupied with more essential tasks. The systBanges the availability of certain
functionalities and pieces of information in acamde with the context.

We find this tendency to be troublesome, due tdfdlsethat an interaction problem imposed
by an in-vehicle system is sought to be solvedrhglémenting additional systems in the
vehicle. A different approach to address the prmobbé in-vehicle induced accidents needs to
be taken. We find it important to improve the iafgion between driver and in-vehicle system
as opposed to implement intermediate safety systemieviate the problem.

Attention and distraction

When researching the field of car safety and tlegef secondary in-vehicle systems, it is
also crucial to touch upon the concepts of atteraiod distraction.

Attention can be defined as the ability to concaetrand selectively focus or shift focus
between selected stimuli [8]. Hamilton describas th short as;consciousness voluntarily
applied, under its law or limitations, to some dgimate object’[6]. The object would,
within our selected field, be the different stimailassociated with and necessary to, the act of
driving a car. Lansdown amongst others [2, 4, 5réfers to this act as the driver’s primary
task, which in the case of driving would involveeogting the car and navigating it safely.

In this context it is also relevant to acknowledbe limitations in relation to attention. A
general term for these limitations within the fiefl vehicle research is distraction. Green
describes distraction as anything that grabs ataingethe driver’'s attention, diverting focus
away from the primary task of driving the car [Blistraction is in this connection a broad
concept [1, 2], which can involve eating while dnyy, internal thought processes, secondary
systems, other passengers in the vehicle and theusdlings. A specific focus within the
field of in-vehicle research, concerning distractand attention, is the dynamics between the
primary task of driving the car and secondary tasksch involves use of in-vehicle system.

Since many in-vehicle systems are not crucial mvent to the safety of the driver, it would
seem that the degradation of secondary task systemisl be accepted or this reduced
performance simply should be taken into accountnMiese systems are developed. The
problem with this viewpoint is the fact that it &hithe responsibility of allocating attention
solely on to the driver. This is problematic whesearchers like Green [4] state that drivers
will go to great lengths to complete a secondask &@nd rarely abandon a task once it has
been initiated. With a critical primary task, likdriving, this illogical behaviour and
distribution of attention between the primary aedmdary task can in worst case scenarios
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endanger the safety of the driver and the surrawsdiThis tendency stresses the importance
of focusing on how people actually behave whengigirvehicle system.

Resear ch focus

Previous research state that in-vehicle systemga&ase drivers to divert their attention from

the primary task of driving and hereby induce safestks. Further research on how in-vehicle
systems affect drivers is imperative in order tenitify adequate interaction techniques and
ways to present information. In our effort to cdmite to the field of in-vehicle systems, we

strive to answer the following research questions,

* How do different configurations of input modaliteff$ect driving performance?
* How do different configurations of output modasteffect driving performance?

The first question concerns input techniques foeracting with secondary tasks and their
effect on drivers, whereas the second questionsgswon presentation and retrieval of
information in relation to in-vehicle systems. Tiesearch questions served as the focus for
two papers. In the first paper we sought to addbegth questions by comparing various
configurations of an in-vehicle system with an dgmaphasis on input and output modalities
in order to explore how these modalities separattbct driving performance. The first paper
inspired us to focus solely on output; hence tleose paper addressed the second research
guestion. We compared three output configuratidna etand-alone GPS system to assess
their influence on driving performance.



Resear ch Paper 1
In-vehicle interaction — The Separate Effects gutrand Output

Previous research on in-vehicle systems have fthtihat in-vehicle systems can cause driver
distractions, which may induce severe safety ri$¢sidies which focus on alleviating driver

distraction tends to focus on creating new inputialities without acknowledging output as an

independent component. This is a troublesome teryydamd in our study, we sought to put equal
emphasis on both input and output in order to erantheir separate effects on driving

performance and eye glance behaviour. This reseaaper presents a comparison of four
different combinations of input and output modasti The purpose of this was to create an
adequate combination of systems configurationschvhwould enable us to assess how they
separately affect drivers. In this research papeatiempt to answer the following questions,

* How do different configurations of input modalitegfect driving performance?
* How do different configurations of output modasteffect driving performance?

To answer this, we developed a music player, whatsisted of four different configurations of
input and output; gesture-visual, gesture-audiachevisual and touch-audio. To evaluate the
configurations an experiment was conducted in a ld@dbratory, where we created a medium-
fidelity driving simulator for the evaluation. Thyrtwo participants were distributed equally
amongst the four configurations and asked to compde series of tasks while driving the
simulator. We recorded and analysed the follownhiying performance, eye glance behaviour
and ability to successfully interact with the syst& order to complete the assigned tasks.

Through the experiment we uncovered a number efesting findings. Our results show that

out of the four different configurations — the gestaudio configuration had by far the lowest

number of glances, but also more longitudinal cardrrors and longer task completion times. In

a broader view we found that gesture input resuftegignificantly less eye glances compared to
touch output, but also decreased driving perforraaamd increased task completion times. While
audio output caused more longitudinal control exramd longer task completion time compared
to visual output — visual output accounted for cdeiably more eye glances and interaction
errors. Through the results we found no indicatitimst fewer eye glances entail increased
driving performance. Decreased driving performacméd however be related to the presence of
audio output, which would imply that audio outputrieases cognitive workload.



Research Paper 2
GPS Navigation — Evaluating Output Modalities fafedy Critical Contexts

In-vehicle systems provide compelling means to eoeamobility and serve a variety of
purposes, which involve navigational assistanceymanicative support, entertainment et cetera.
Important research contributions have been madthdofield of GPS systems. Nonetheless,
further elaboration on how the navigational outpiffects driving performance is needed -
especially when considering that previous researclother in-vehicle systems highlight how
secondary tasks can lead to accidents. This sttebepts a comparison of three different output
configurations of a GPS system. We aim to answefdtowing question,

» How do different configurations of output modastefect driving performance?

In order to shed light on this matter, we condudefield experiment in actual traffic. Three

different system configurations of a stand-aloneSGHstem (audio, visual and audio-visual)
were evaluated. The experiment involved 30 paitip who were presented with four scenario-
driven tasks that involved driving to predeterminecations. The participants were assigned to
each configuration. We ensured than an equal bligian of GPS users and non-users was
attained. We recorded driving performance and dgacg behaviour and we also collected
gualitative data through observations and intergiew

We found that participants in the audio configumtiperformed best when assessing the
measurement variables. Not surprisingly, we dismavea substantial amount of eye glances
during field trials, which involved the visual cagiiration, but also a considerable number of
incidents, where decreases in driving performanceumwed. Participants in the visual
configuration had significantly more speeding armderal control violations compared to
participants using the audio configuration. Whemmgishe audio-visual configuration resulted in
a reduced glance frequency when compared to viswdldid however not improve driving
performance. Interestingly, when assessing the gmsindriving task performance variable we
found no significant difference between the visaall the audio-visual configurations, even
though there are significant differences in eyengga behaviour. Although the audio
configuration proved to be the most favoured whens@ering driving performance, the user
satisfaction inquiries show a preference for hawiath output modalities available.



Conclusion

In this master’s thesis we set out to explore hapui and output of in-vehicle systems affect
driving performance. Our contribution to the fietd in-vehicle systems constitutes two
research papers. In the first paper we sought ssv@nhow different configurations of input
and output affected driving performance. In theosecpaper we evaluated three output
configurations of a GPS system, in order to shethtlion how output affects driving
performance. Our overall research questions wefellasvs,

* How do different configurations of input modaliteff$ect driving performance?
* How do different configurations of output modasteffect driving performance?

In our initial study we aimed to compare differenhfigurations of an in-vehicle system with
an equal emphasis on both input and output moeslitin order to examine how they
separately affect driving performance. Our studgvwsh that when designing for in-vehicle
systems it is important to consider the separdéetsfof input and output modalities.

The use of gesture input lead to significantly feege glances in comparison to touch input,
nonetheless gesture input still caused decreasmcnyrdriving task performance and longer
task completion times. Audio output resulted in entwngitudinal control errors as well as
significantly longer task completion times when @ared to visual output. Visual output, on
the other hand, accounted for significantly moreriaction errors and a substantially higher
number of eye glances. Looking at the individug@uihand output configurations, our results
show that gesture-audio by far has the lowest nurobeye glance occurrences, but it also
resulted in longer task completion times and mongitudinal control errors compared to the
other configurations. Furthermore we were ablediaficm that glances could be attributed to
input techniques, as the users had to visuallyimlitee position of the system in order to
interact with it. We did however not find a relatibetween the amount of eye glances and
errors relation to the primary driving task perfamae.

In our second study we strived to clarify how diffiet configurations of output modalities
affect driving. We compared three output configiorag of a stand-alone GPS system; audio,
visual and audio-visual combined. The GPS systeanhigghly output oriented device, which
made it an adequate platform for evaluating outpatialities. Thirty participants attended
our field experiment, which was conducted in reaiffic.

Our results show that visual output not only cawsasibstantial amount of eye glances, but
also results in decreased driving performance. &Vthle introduction of audio output in
combination with visual output reduces the freqyeotglances, we found this to have no
effect on driving performance. This indicates ttia presence of audio output may induce
additional cognitive workload, nevertheless auditpat is beneficial when taking eye glance
behaviour and glance tendencies into consideratitven though the audio configuration
proved to be the most favourable in terms of raddtyg, the user satisfaction inquiries show a
preference for having both output modalities a\dda

In the first study we did not identify a relatioetiveen the amount of eye glances and errors
related to the primary driving task performance. &tk however see a pattern in the second
study where the presence of visual output affedisngyy driving task performance
significantly. An interesting result, which relatesthe relation between driving performance
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and glances, is the fact that we did not find aiffeidnces in driving performance between
audio-visual participants and visual participaetgen though there is a significant difference
in glance frequency. This could raise the questforeducing the number of glances by
adding auditory output, is as beneficial as onddmutially think. Research has shown that
auditory output causes cognitive workload [10] and results for the audio-visual and visual
configurations seem to indicate that the increaseognitive workload is just as devastating
as the additional glances.
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Appendix C, Synopsis.

In this master’s thesis we set out to explore hapui and output of in-vehicle systems affect
driving performance. Our contribution to the fietd in-vehicle systems constitutes two
research papers.

The market of in-vehicle systems has grown expoakntover the last three decades — a
proliferation, which was set in motion by a redantin hardware costs as well as innovation
in communication and information technology. In-\add systems often have their origins in
settings, which are less safety-critical, which esht questionable to which extent their
usage and design is suitable in a vehicle-cens& apntext. Several studies on in-vehicle
systems have been conducted and it has generaly foeind that in-vehicle systems can
cause driver distraction, which may induce sevexketg risks. We find it important to
elaborate on the dynamics between the primary easkiving the car and secondary tasks,
which involves use of in-vehicle system.

Today, in-vehicle systems comprise a multitudeystems — for example; music players, car
computers, DVD players, automotive navigation systeand collision detection systems.
Further research on how in-vehicle systems affegedbehaviour is imperative in order to

identify adequate interaction techniques and ways@sent information.

In the first research paper we assessed variougyuaoations of an in-vehicle system with an
equal emphasis on input and output modalities eutljin this assessment we sought to explore
how these modalities separately affect driving guenance. A touch screen based music
player that comprised of four different combinasoof input and output modalities was
developed for our experiment; audio-gesture, atmlich, visual-gesture and visual-touch. In
order to assess these combinations of input anpuguive conducted an experiment in a
medium-fidelity driving simulator. Thirty-two (16 ahe and 16 female) participants attended
the experiment. We assigned an equal number of araldemale participants to each of the
configurations. The participants were asked to detep32 tasks that involved input and
output. When analysing the data we applied theootlg measurement variables: primary
driving task performance (lateral and longitudiaintrol errors), secondary driving task
performance (interaction errors and task completime) and eye glance behaviour (glances
below .5 seconds, between .5 and 2.0 seconds, &@seconds).

The results of our evaluation show that when adiingsn-vehicle systems design, separating
input and output modalities has an impact. Theafsgesture input resulted in significantly
fewer eye glances in comparison to touch inputeréeless gesture inputs still resulted in
inferior primary driving task performance and longask completion times. Audio output
caused the test subjects to commit more longitldio@trol errors in addition to significantly
longer task completion times compared to visuapoutVisual output, on the other hand,
accounted for significantly more interaction errarsd a considerably higher number of eye
glances. Looking at the individual input-output figarations, our results show that gesture-
audio by far has the lowest number of glances, thetess also longer task completion times
and more longitudinal control errors compared ®dther configurations.

Based on the first paper we decided to exploreututpdalities further. We evaluated how

different output modalities affect driving perfornce by comparing three output

configurations of a GPS system; audio, visual amdicavisual combined. We conducted a
11



field experiment in real traffic; we hereby sougitelicit insight into user behaviour within
an approximated natural context. Thirty particigaiilt5 GPS users and 15 non-users)
attended the experiment. The participants wereamhgassigned to a configuration until an
equal distribution of GPS system users and nonsuses attained — we assigned five GPS
system users and five non-users to each of the ttwafigurations (which constitute three
groups of ten). All field trials started at the Qumumer Science Department at Aalborg
University. The field trials comprised of four seeio-driven tasks — the tasks involved
driving to predetermined locations and collectingsariates of the University. The
participants were not given tasks during drivingeach task was presented prior to the
associated driving segment. The segments con$teath rural and densely populated areas
in order to expose the participants to varied icaghvironments and areas of Aalborg. We
applied the following measurement variables for taa analysis: primary driving task
performance (lateral and longitudinal control esjprsecondary driving task performance
(navigational errors and task completion time) ayd glance behaviour (glances below .5
seconds, between .5 and 2.0 seconds, above 2.9ds@co

Our results indicate that visual output not onlyses a substantial amount of eye glances, but
also leads to a considerable decrease in drivinignmeance. While the introduction of audio
output in combination with visual output reduces frequency of glances, we interestingly
enough found this to have no effect on driving perfance. This indicates that the presence
of audio output may induce additional cognitive Woad, nonetheless audio output is
beneficial when considering eye glance behaviodrglance tendencies. Although the audio-
only configuration proved to be the most favourableelation to driving performance, the
user satisfaction inquiries show a preference &wirlg both output modalities available.

Based on the results of the two studies, we fiad bloth a separate and cohesive assessment
of input and output modalities are important inesrtb understand in-vehicle interaction and
its effects on driving performance.
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In-vehicle Interaction — The Separate Effects of
Input and Output
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Department of Computer Science, Aalborg University
Selma Lagerl6fs Vej 300, 9220 Aalborg East, Denmark

{raifire, nisunivu}@cs.aau.dk

PREFACE The complexity of in-vehicle systems correlatesthwihe
This study was conducted in collaboration with Leiim level of distraction the systems induce. This datien
Christiansen, Nikolaj Yde Frederiksen and Alex Ranc between complexity and distraction instigates acaue
from the Department of Computer Science, Aalborg tionary approach to the development of in-vehiglstams
University during 9th semester. We have slightlydified in order to address driver distraction and the ciased
Related Work, Results and Discussion. We haveypestl  safety risks [2, 3]. Current studies, which addrdsser
written; Abstract, Experiment and Limitations. The distraction and safety factors related to in-vehigystems,
Introduction has been completely re-written. have a tendency to primarily focus on input modsitas

ABSTRACT opposed to output.

New precautionary design measures are imperatieeder  Qur aim in this paper is to assess various cordiipms of

to address driver distraction that may be attribletato an in-vehicle System with an equa| emphasis Ontiam
additional information components in vehicles. Resk output modalities — through this assessment we s$eek
within the field of in-vehicle systems tends to dscon explore how these modalities separately affect imigiv
input modalities without acknowledging output as an performance. A music player that comprised of four
independent component. In our study, we soughtub p different combinations of input and output modabtiwvas
equal emphasis on both input and output in order todeveloped for our experiment. We applied a toudieest
examine their separate effects on driving performeaand for the music player — the touch screen is an autin
eye glance behaviour. We evaluated four combinatimhn techno|ogy Common]y seen in a Variety of in-vehicle
input modalities (touch and gesture) and outputafitéls  systems. The flexibility in its application capaiis, low
(visual and audio) in a driving simulator. Our ™Su price, and utilization of a natural way of intefaat
showed that gesture input resulted in Significafﬁbyer eye presumab|y make it an apparent choice for an ineleh
glances when ComparEd to touch input, but inducersev System_ The paper is structured as follows; Wea“’yt
primary driving task performance. Audio output féstiin  present previous research on in-vehicle systems| an
a substantially lower number of eye glances, btbduced  secondly we describe the music player we develépethe
significantly longer task completion times and Ipvimary  experiment. Hereafter we outline the proceedingshef

driving task performance when compared to visuabatl  experiment and present the results. Finally, thsailte are
The results emphasize that output influenced vehigld  giscussed.

system operationality, hence an equal emphasisnput i
and output modalities is essential to system de$ign RELATED WORK

safety-critical contexts. When researching the field of vehicle safety arel ubage
of in-vehicle systems, it is crucial to touch uptme
Author Keywords concepts of attention and distraction. Attentiom dae
Gesture based interaction, touch interaction, &ttleneye  defined as the ability to concentrate and selelgtifeeus or
glances, auditory output, visual output, in-vehigystems. shift focus between selected stimuli [13]. Hamilton
describes attention agonsciousness voluntarily applied,
INTRODUCTION under its law or limitations, to some determinate object’

An increasing amount of technology becomes integrétt  [10]. In the vehicle-centric environment, the detérate
vehicles, these technologies serve a number oéreift object would be vehicle operationality, which asates
purposes ranging from entertainment to navigationalang necessitates a variety of stimuli. Lansdownoragst
support. Several studies on in-vehicle systems W&  others [2, 5, 9, 12], refers to this act as thenpri task of
conducted and it has generally been found thateliele  the driver, which implicates monitoring the envinsent
systems can cause driver distraction, which mayidad  and executing manoeuvres. Disruption of attentighisle
severe safety risks [4, 9]. operationality is defined as distraction. Greencdbss

distraction as anything that grabs and retainsathention



of the driver, shifting focus away from the primaagk of
operating the vehicle [2, 4, 9].

An important aspect within the field of in-vehialesearch
concerning distraction and attention
between the primary task of driving the car andrdary
tasks, which comprise use of in-vehicle systemselnicle
systems often have their origins in different amsklsafety-
critical use-contexts. One example is the car radich

emerged as home entertainment and later on wasimpl

mented into cars. When traversing two such differese-
contexts it is important to consider how the oragidesign
and usage might affect driving performance and hdreit
is suitable as an in-vehicle system — such corgides are
significant since research identifies the use efehicle
systems as a potential cause of traffic accideis4].

Green, amongst others, point out that most driwalisgo

to great lengths to complete a given secondary #ask
rarely abandon a task upon initiation [9]. With @tical

primary task, like driving, this seemingly irratan
distribution of attention between the primary asdandary
task, could in worst case scenarios, endangerafetysof
the driver and their surroundings. Lansdown et

acknowledges this unsettling tendency in a stuaydsog
on distraction imposed by in-vehicle secondary eyst
[12].

The identified tendencies within the area of tafafety
research have also inspired further studies to fieav
interaction techniques for in-vehicle systems withe
intention to alleviate driver distraction when ogtérg an
in-vehicle system — thus implying the need to idgrdan
interaction technique that surpasses the capahiliti the
traditional tactile interface. Recent work on irhice
systems suggests an overall preference for systéhaing
gestural input.

In a comparative study Geiger et al. set out tduata the

use of dynamic hand movements (gestures) in order t

operate a secondary in-vehicle system and compaoeai
traditional haptic (tactile) interface [8]. The Hmling
parameters were used for comparison; errors related
vehicle operationality, tactile-gesture recognitiperfor-
mance and the amount of time drivers did not hasth b
their hands on the steering wheel. The experimeoived
that use of the tactile interface resulted in higtsk

completion times and the system had low recognition

performance when compared to the gesture basetiairte
The gesture interface allowed users to performptimaary
task appropriately, the users also found the gestterface
more pleasant and less distracting. A recent sydélpern
and Minardo supports the findings put forth by @eigt al.
In the study they evaluated gestures through amative
development of an interface for control of secogpdasks
[1]. In the final iteration of their experiment, ey noted that
users made fewer driving errors when compared to
traditional tactile interface. Findings from bothudies
indicate that gestures could be a viable optiorsémondary
in-vehicle systems.

a

is the dynamic

Bach et al sought to shed light on how perceptodltask-
specific resources are allocated while operatinglicau
systems in a vehicle-centric environment [2]. Thegstem
configurations — a conventional tactile interfaeetouch
interface and an interface, which recognized gestwas
input — were evaluated in two complementary expenis.
The experiments suggest an overall preference lier t
gesture-based configuration, as it enabled useedldoate
their attention to the lateral and longitudinal Tohtasks.
The tactile configuration lacked intuitiveness; tenthe
system necessitated perceptual and task-specgaurees
in order to be operated, thus disrupting primask taerfor-
mance. The touch configuration introduced a reducbf
overall task completion time and interaction erroshen
compared to the tactile and gesture interfaces.

While the future prospect of using gestures asraction
method for in-vehicle systems seems promisingle litt
consideration is given to the possible influenceoafput
modalities. To address this it would be essentisdeparate
input and output in order to clarify how differeatitput
modalities might affect interaction when combineithw

.various input modalities. Bach et al acknowleddweslack

of focus on output in relation to in-vehicle systemris a
limitation in their comparative study. Their pre4aesnt
research focus was on system input as opposedtpatou
albeit the output modalities differed for each dégurfation.
The variation in output modalities could have atiéelcthe
findings — the results does not elicit, which oatpwodality
is suitable in a safety-critical use context — timplying
the necessity for an elaborate study on output fite$ain
order to elicit how output could exert influence onp
primary and secondary task performance.

The aim of our study is to compare different coufagions
of an in-vehicle system with an equal emphasis oth b
input and output modalities, in order to examinevitbey
separately affect driving performance. We aim tofoe
system variables (with regards to input and outpatd
hereby approximate a strict comparative study. Wenid
to accomplish this through a study of visual anditauy
output in combination with either touch or gestimput.
The rationale behind this combination is the dyalit
touch screens interaction abilities, which suppditgh
touch and gesture interaction and the polarityhi@ two
different sensory channels of the output.

IN-VEHICLE INTERACTION

In this study we developed an in-vehicle systemmusic
player. This choice was inspired by Bach et al agsbn
others [1, 2, 14]. The system comprise the follgvfaur
configurations; touch input with visual output, ¢ébuinput
with audio output, gesture input with visual outpard
gesture input with audio output. The system isglesil to
fit an 8 inch touch sensitive screen, and the goapluser

4nterface in all configurations is divided into tteame

output and input areas, to keep the interactiomsatbe
same for all conditions. Furthermore, the outpetaof the



screen is covered by a clear plastic shield toodisage
deliberate input and prevent accidental input.

Input
We distinguish between two input modalities; cortieral

touch screen based input with graphical buttonsy an

gesture-based input using the touch screen as windra
canvas (as seen in figure 1). The graphical lagbtitie two
touch configurations is inspired by Bach et al §2ld our
goal was to keep it as simple as possible, whilk st
providing the necessary functionalities. To faatkt easy
interpretation the icons on the buttons resemblensc
commonly used on music players. Furthermore, th®hbs
are grouped according to their functionality. Theydut
includes a ‘Song info’ button, which is only enabie the
touch-audio configuration, but is included in theudh-
visual configuration to ensure consistency in layacross
all configurations. The size and spacing of thetdng is
chosen based on previous research on touch scuteEmdb
[6, 16, 17]. Input is only possible by pressing thetons,
which work according to the click-on-release pnitei
This means that the buttons are activated only wihen
finger has left the button.

The gesture-based systems have no buttons. Instead,
systems are controlled by gestures drawn direatlythe

screen using a finger. The gestures are inspirdeélitmpnen

et al [14] and facilitate the same functionality t@asich
input. The only gesture we have changed is the gSofo’
gesture, which is performed by drawing a line gitadown
followed by a line straight up, without the findeaving the
canvas. This was chosen to resemble the ‘i, whiehotes
‘infformation’. The gestures can be executed anyeher
within the input (grey) area of the screen exceptthie
output (white) area.

Output

We implemented two modes of output; visual outpihg
icons and text and audio output using ear-consvamnce.
Visual and audio output is not used simultaneoaslany
point. We also distinguished between two kinds atpat;
feedback on user input and information on systertust

The visual feedback was implemented using visuakdo
inform the user of the result of his or her actioRer the
touch-visual system, this is done by changing the
appearance of buttons to indicate they have beessed
(by inverting the colours). When the volume istalt way
down, pressing the ‘Volume down” button will charige
appearance to denote a disabled state (shown ireya g
colour). The same principle applies to the ‘Volumg’

Touch Gesture
Visual
11 R.E.M. - Losing my religion 11 R.E.M. - Losing my religion
Audio

/\

ICIS

1

Figure 1. The graphical user interfaces for the fouconfigurations.

The top (white) part of the screa is reserved for output, while the grey

area is for input. On the visual (top row) configuations the buttons are, from left to right, ‘Next ©ng’, ‘Play/pause’, ‘Previous song’,

‘Volume up’ and ‘Volume down’, ‘Song info'. In the figure for gesture/visual, the user has just perfamed the ‘Play’ gesture, causing the

system to flash the ‘Play’ icon.
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button. For the gesture-visual system, the samesiare

used to indicate a recognized gesture. The icon Input
corresponding to the recognized gesture will bpldisd in Touch | Gesture
the middle of the input area for a few secondssfamsvn on (N=16)| (N = 16)
Figure 1)
_ _ _ Visual N=8| N=8
Audio feedback was implemented using earcons. b th Out | (N = 16)
touch-audio and gesture-audio systems, when the use PUt Audio
either pushes a button or performs a gesture ysters will (N = 16) N=8| N=8
provide feedback in the form of a clearly audibtdick’
sound. Following the same principle that applievisual Figure 3. Experimental design
feedback, any attempt to adjust the volume eitherou
down when it is fully up or down, will result in ‘dong’ Participants
earcon. Thirty-two participants (16 male and 16 femaleeatted
) L the experiment. All the participants carried vatidver
Output about the state of the system consistsfofrimation licenses and had so for 0.5 — 29 years (M = 9.4=5D7)

regarding the current song; the song's numberlation ©0 g grove by their own estimates between 100 —080.0
the playlist, the artist and the title of the soWgsual output .10 Hatres per year (M = 6114.69, SD = 7987.9). The
about the state of the system is provided by texthie participants were aged between 21 and 56 years 2@.2
output area of the screen and is available atratd. The  gp - 9.2). The average amount of kilometres dripen

audio _output is |_m_plemented using _playbac_k of voice year, were the same for each participant group.
recordings containing the same information. These

recordings are played by pushing the ‘Song infdatdmu or

; b s Setting
performing the ‘Song info’ gesture. Our experiment was conducted in the HCI laborataty
Aalborg University, where we created a medium-figel
EXPERIMENT driving simulator (as seen in Figure 2). The sirra

The purpose of the experiment was to compare the f0 .qnqisted of a PC running Test Drive Unlimited, toar
different configurations of the music player, inder to seats, a projector and a force feedback steeriragam;bith a
assess how the input and output modalities sefyarate j o and an accelerator. The game featured regpdals
affected driving performance. In the following wellw | &p toffic and regulation signs. The system wasunted
describe the proceedings of the experiment. on the right side of the steering wheel. The sedigp
included two sets of speakers; a set of 4.1 sudaound
speakers which played the sound effects featurethén
game, and a set of 2.1 stereo speakers for musybatk.

Experimental Design
We used a between-subject experimental design,enther
independent variables comprise configuration (tevishal, In front of the participants the game was projeiatb the
touch-audio, gesture-visual, gesture-audio) and theWaII (see Figure 2 middle)
dependent variables comprise primary driving task '
performance (longitudinal control, lateral control) Procedure
seconda}ry d_riving task performance (intgractiomscrtask We assigned an equal number of male and female
completion time) and eye glance behaviour. participants to each of the configurations — hereach
group had four male and four female participantee T
participants were asked to solve 32 tasks — 1Geftasks
primarily focused on system input — for exampleled3e
skip two tracks’. The other 16 were mainly outpriented
— for example; ‘Please tell us the name of thestatind the

Figure 2. Pictures of the driving simulator. Left: the test manager sitting in the passenger seat nextthe participant.
Middle: A view of the road in the simulator (bottom part of the view included the speedometer). RighfThe steering
wheel and music player
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titte of the song that is currently playing’. Fugtinore,
when creating the tasks we attempted to ensurehegptdid
not favour any of the four configurations. The &skere
divided into two sections of 16 questions. In thestf
section, the test manager guided the participdmtaigh a

predetermined route, by telling them when and where

turn. In the second section the participants wesgructed

to drive as they pleased, whilst keeping within the

parameters they initially had been instructed tongly
with. The participants were instructed to drive tbar

between 40 — 60 km/h except when executing manesuvr

which required a decrease in speed.

The demographical data of all the participants gathered
prior to the experiment. The test manager therfdui¢he
participants by reading a text aloud, which introel them

Interaction errors were defined as attempts tardctewith
the system that did not have the effect towardsptetion
of the task that the participants expected. Taskptetion
time was measured from the time the participarastes
solving the task, defined by either moving theinthdrom
the steering wheel, or moving their head/eye ganetds
the system, until the task was completed.

Eye glances comprise the following three categpries
e Category 1, 0.5 seconds and below.
e Category 2, between 0.5 and 2.0 seconds.
« Category 3, above 2.0 seconds.

In order to ensure the highest possible uniforniitythe
interpretations of the data, two of the sessiongewe

to the proceedings of the test session. They wie a ganalyzed by all the authors collectively. This presd us

shown how to operate the music player in the paegic
configuration they were to use during the testises§ hey
were subsequently asked to repeat the interadtioorder
to ensure they had understood the given instrustidine
participants took a test run
themselves with the driving simulator.
introduction the test manager
predetermined location, which was the same fortest
sessions. The participants were then instructedstéot
driving. The test manager gave the participanesctions as
well as tasks. The participants were instructedntbate
each task when they felt ready to do so.

After

Data Analysis
In the analysis of the data we adapted the vasafstem
Bach et al [2] using similar measurement varialfies
assessing how the different modalities affect dgvi
performance;

»  Primary driving task performance.
e Secondary driving task performance.
» Eye glance behaviour.

All five of the authors of this paper participatéd the

analysis process, where each test session wasvealigy

three authors. The focus of the analysis was tosorea
performance in
variables.

Errors in primary driving task were defined as fateand
longitudinal control errors. A lateral control errevas
defined as lane excursions where the participaiedfao
stay within the two lines denoting the right hamdiedane.
Longitudinal control errors were defined as failute
maintain a speed within the instructed range of-460
km/h. A longitudinal error was recorded each tinme t
participants went above or below the speed rantggyirsy
at a wrong speed for a period of time only courdedne
error. Errors in secondary driving task were defires
interaction errors and task completion time.

with an opportunity to discuss the various typesoifdents
in the data, and subsequently to compile a seirettibns
to be followed in the following individual analysis

in order to familiariz The data analysis was done by individually reviewihe
the videos whilst logging instances of the abovememiibn
moved the car to aincidents in a spreadsheet. This meant viewingvitleos

frame by frame in order to precisely determinelémgth of
each eye glance. Eye glances with a duration dfdBes
or less were categorized as category 1 (0.5 carneispto
13 frames). Eye glances with an interval between- BD
frames were categorized as category 2, while egacgk
with duration above 51 frames were categorizecaéegory
3.

As mentioned all the video for all 32 participamere
reviewed by three authors. The three lists weren the
compiled into one final list containing all the idents. This
was done by way of majority vote; if for instanoaly one
of the reviewers had recorded an incident at aiipéiene,
which neither of the two other reviewers had reedrdhe
end result was no incident by two votes, and sdhfor
Incidents where all the reviewers unanimously agjneere
recorded as such. In situations were no majoritg would
be secured, the video recording was viewed oncé aga
order to reach a final verdict. An inter-rater abiiity test
(weighted Fleiss’s Kappa) of the data g&ve 0.70, which

relation to the above measurementcorresponds to a substantial agreement.

RESULTS

In this section we present the results of our datalysis.
The results are presented in three sections; PyibDaving
Task Performance, Secondary Driving Task Performanc
and Eye Glance Behaviour. In each section we first
compare the results for the two input modalities5(N6),
then the two output modalities (N = 16) and finaly four
configurations (N = 8). The results were subjedtedither
two-tailed unpaired Student’s t-tests or one-wgyeeted-
measures ANOVA tests, as well as Tukey's HSD post h
tests where applicable. The results are presentéabies,
where all statistically significant differences tiie 95%
level are highlighted.



Primary Driving Task Performance
The variables for measuring primary driving task total speed deviations.
performance included lateral control errors (lane

that the audio configurations have the highest remdf

excursions) and longitudinal control errors (spe®deases
and decreases). Across the 32 test sessions, wifiett a
total of 256 lane excursions and 511 incidents pdesl

increases and decreases.

Secondary Driving Task Performance

For secondary driving task performance we measthed
total task completion time and identified a totdl 1918
interaction errors. When comparing the input mdidej

Input Touch | Input Gesture| Output Visual | Output Audio _the reSleItS show Only margmal d|fference_s n _tbmber of
(N = 16) (N =16) (N =16) (N =16) interaction errors and the task completion timéhalgh
are gesture does show a higher task completion time tha
excursions | (-19(4.79)| 881(7.13)| 8.63(6.64) | 7.38(5.5) touch, t = 2.04, p < 0.19 (see Figure 6).
Speed 456 (3.41) | 8.44(5.15
S eses 6.31 (3.07) | 6.69 (6.05) 841) +( )
Soeod Input Touch | Input Gesture| Output Visual | Output Audio
pee = = = =
docrenses 8.31(7.42) | 10.63 (5.02)| 9.38(2.04) | 9.56 (6.79) (N =16) (N =16) (N =16) (N =16)
ot 5 Interaction 29.38 34.25 40.69 22.94
o onneed| 14.63 (8.50)| 17.31 (7.67)| 13.94 (5.78)| 18.00 (9.63)| | erors (19.69) (29.99) (29.13)+ | (16.82)-
_ — _ Jask 271.00 308.81 256.94 322.88
Figure 4. Means and standard deviations for primarytask g?n”;p etion (62.13) (95.20) (67.66) - (82.40) +
performance across the input and output modalities.

When comparing the primary task performance actioss
input modalities, we see no significant differefeween
any of the variables, although gesture input gdiyehas a
higher number of errors across all the variableg (Sigure
4). Looking at primary task performance acrossdbtput
modalities, reveals a significant difference in thenber of
speed increases, where visual has significantly efew
incidents than audio, t = 2,04, p < 0.05. Howetleere are
no significant differences between each configarativhen
comparing the total number of speed deviationbpalgh it

Figure 6. Means and standard deviations for secondatask
performance across the input and output modalities.

Whereas the input modalities revealed no significan
differences in secondary task performance, a cosganf
the output modalities showed 77% more interactioore
for visual output compared to audio output. A t-telsows
that this is a significant difference, t = 2.04¢®.05. The
task completion times, however, were significaddgger
for audio output, t = 2.04, p < 0.05.

is worth noting that the number of speed decreasddotal Tot‘,flhi\g?”a' T°?‘,\°‘h:”§;di° Gejﬁf’g’;sua' Gejﬁf’g’;sua'
speed deviations is higher for audio output thanvieual
output Interaction 42.38 16.38 39.00 29.50
' errors (19.72) (7.46) (37.72) (21.27)
Touch/Visual | Touch/Audio | Gesture/Visual| Gesture/Visual
(N=8) (N=8) (N=8) (N=8) I§§1k etion 249.88 | 292.13(81.| 264.00 353.63
— P (24.28) - 62) (95.42) (75.66) +
oxcursions | 7-63(4.87) | 6.75(5.01) | 9.63(8.28) | 8.00 (6.23)
Speed 10.25 (6.54) Figure 7. Means and standard deviation for secondgr task
increases 6.00(3.66) | 6.63(2.56) | 3.13(2.59) - + performance across the four configurations.
Speed 10.25 Secondary driving task performance results revealed
6.38 (5.13) 12.38 (5.68) | 8.88 (3.83) o ) . . i
decreases ©.11) significant differences in the number of interactierrors
Total speed 12.38 16.88 1550 (8.27) 19.13 distributed amongst the four configurations (segufé 7),
deviations (8.79) (11.67) B (10.37) even though the average number of interaction rfor

Figure 5. Means and standard deviations for primarytask
performance across the four configurations.

If we look at the primary driving task performancaiable
and compare the four configurations (see Figurevg)see
a significant difference in the number of speedeases,
F(3, 28) = 3.95, p < 0.05. A Tukey's HSD post hestt
revealed that there are significantly fewer speedeiases in
the gesture-visual configuration compared to thstuge-
audio configuration (p < 0.05). A comparison of the
remaining primary driving task performance varigble
shows no significant differences. But the resultssthow

the touch-audio configuration is less than half whe
compared to touch-visual and gesture-visual corditjons,
F(3, 28) = 1.87, p < 0.16. However, a significaiftedence
does exist between the task completion times, E83,=
3.06, p < 0.05. A post hoc test showed that there i
significant difference between task completion smehen
comparing the  touch-visual and  gesture-audio
configurations (p < 0.05).

Eye Glance Behaviour

We identified a total of 2371 eye glances dividedoi
category 1 (below 0.5 seconds), category 2 (betwBn
and 2.0 seconds) and category 3 (above 2.0 seconds)
altogether. Of the total glances, around 60% oeclare



related to touch input, which amounts to a sigaific
difference when compared to gesture input, t = 204
0.05. Looking at the individual eye glance categmrithe
results show a strong significant difference intenber of
category 2 glances , where gesture input has stzia
fewer glances, t = 2.04, p < 0.01. But when lookaghe
two other glance categories, touch has the fevadisipugh
the difference is not significant (see Figure 8).

Input Touch | Input Gesture| Output Visual | Output Audio
(N =16) (N =16) (N =16) (N =16)
Category 1 16.44 20.44 15.94 20.94
<05s. (13.85) (12.09) (11.85) (13.88)
Category 2 71.88 36.19 76.06 32.00
05-2s. (19.35) + (36.66) - (24.34) + (13.88) -
Sgt_%ggry 3 | 0.88(1.36) | 2.38(3.74) | 3.19 (3.43) +| 0.06 (0.25) -
Total 89.19 59.00 95.19 53.00
glances (19.10) + (46.83) - (30.14) + (34.43) -

Figure 8. Means and standard deviations for eye ghee
categories across input and output modalities.

Visual output accounts for 1523 (64%) of the tataimber
of glances across output modalities, which amotmtan
extreme significant difference, t = 2.04, p < 0.0There is
also an extremely significant difference in the tyemof
category 2 glances with audio being significantbyvér
than visual, t = 2.04, p < 0.001. When considerihg
number of category 3 glances there is a strongifisignt

difference when comparing the output modalitiesemgh

visual output yet again accounts for the majoritglances
(visual accounts for 51 glances as opposed to audiich
accounts for 1 glance), t = 2.04, p < 0.01. On dkieer
hand, audio output has marginally more categoriahags

(below 0.5 seconds) than visual output.

Touch/Visual | Touch/Audio | Gesture/Visual| Gesture/Visual
(N=8) (N=8) (N=8) (N=8)
Category 1 24.00 23.00 17.88
<05s. 8.88(419)| (160 (13.02) (11.34)
Category 2 86.50 57.25 65.63
0.5-2s. (12.40) + (12.62) + 29 "14) + 6.75 (5.70) -
) ) '

Sa;e(z)ggr)/?: 1.75_(1.49) 0.00_(0.00) 4.63 (4.27) +| 0.13 (0.35) -
Total 97.13 81.25 93.25 24.75
glances (18.08) + | (28.83)+ | (46.73)+ (17.40) -

Figure 9. Means and standard deviations for eye ghee
categories across the four configurations.

Across the four configurations (see Figure 9), thech-

0.001. Looking at the numbers, it is not surprisingt the
post hoc test revealed that the number of glanceshie
gesture-audio configuration was significantly lowlean for
any of the other configurations, p < 0.01.

Although touch-visual has substantially fewer catggl
glances when compared to touch-audio for instatius,
does not represent a significant difference, bona-way
repeated-measures ANOVA indicates that it is cluse
significant, F(3, 28) = 2.65, p < 0.07. When assgss
category 2 glances, however, an extremely sigmifica
difference exists, F(3, 28) = 30.22, p < 0.001. dstphoc
test showed that gesture-audio has significantiywefe
glances in this category than any of the other
configurations, p < 0.01. This is perhaps not daipy, as
gesture-audio accounts for just 8% of all the géanioi this
category. The post hoc test also revealed a sigmifi
difference between the number of category 2 glances
(between 0.5 and 2.0 seconds) when comparing touch-
visual and touch-audio, p < 0.05. When lookingategory

3 glances (above 2.0 seconds), our results show an
extremely significant difference in the number ddnges,
F(3, 28) = 7.20, p < 0.001. According to the past kest,
gesture-visual has significantly more glances ins th
category than any of the other configurations, with 0.01
when compared to touch-audio (0 glances) and gestur
audio (1 glance), and p < 0.05 when compared tchtou
visual.

DISCUSSION

Current conventional interaction techniques fowvéticle
systems have been linked to a decrease in driving
performance. We set out to research how differgmiti and
output modalities affect driving performance in @rdo
identify potential interaction techniques for sgifetitical
contexts. In the following we discuss and refleat aur
results.

Separating input from output

Bach et al state that they are unsure what effdits when
their interaction techniques differ both in inpadaoutput —
further studies are needed to address this isig.ig what
we have done in our work, where the results shaat ¢h
distinction between input and output is indeedrapdrtant
one to make. Our results show that there is a feigni
difference in the number of glances when compaaitrgss
output modalities. This seems to imply that when
conducting experiments with in-vehicle systems an
undivided focus on both input and output is impatita

Input
In our experiment, touch interaction proved to perf

visual configuration accounted for 32% of the tatamber

of glances, where 27% involved touch-audio, andlevhi
gesture-visual accounted for 31%, whereas gestudi&a
only amounted to 8%. Our initial assumption was that touch input wouddjuire

A one-way repeated-measures ANOVA showed thisMOre eye glances than gesture input, since thécipartts

difference to be extreme significant, F(3, 28) =588 p < presumably need to visually obtain the position tioé
buttons before commencing interaction. This is also
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faster and with less interaction errors, compacedesture
input, although this difference is not significant.



supported by our findings were we find a stronghigant

difference in category 2 glances (between 0.5 aril 2

seconds) and a significant difference in the totahber of
glances, which is in line with [1,14]. In fact, theuch
technique accounted for 51% more glances thandbtige
technique, with respect to the total amount of gignces.
This number is even greater when viewing the catego
glances separately, where touch input accountalfapst
twice as many glances (98%) as gesture input. iEhia
line with Alpern and Minardo’s findings which statieat
gesture interfaces are not attention free, but loeipers
solve their task while allowing them to keep theyes of
the road [1].

The difference in eye glance behaviour can perivapsrt
be explained by the fundamental design of the syste
When interaction fails with a touch button basetriace,
or if several interactions have to be performed

performing another task, which further decreasestitme
required to solve certain tasks with the visual patit
technique.

Another interesting finding is that there is a sgoto
extreme significant difference in the number of glances
between visual and audio. We believe that theresaveral
reasons for this difference: first and foremosg, tlature of
audio output gives less incentive for looking a Htreen,
since it does not contain any visual informatioor, does it
give any kind of visual feedback. Presumably, ussfrs
touch-audio have more motivation for looking at siseeen,
compared to gesture-audio, since they still neetb¢ate
the buttons on the screen. However, for both conditions
it applies that when issuing commands to the system
nothing is gained from looking at the screen, simge
feedback is presented there. This is evidentlyedsffit from

in the configurations with visual feedback, where ¢hisr no

succession, users might have a tendency to use moreay of obtaining feedback other than looking atdheeen,

glances in order to ensure or reassure that threatdsutton
is being pressed. Similarly one might suspect thih
gesture input, the user only has to visually comfithe
position of the system before being able to issne or
more commands without looking, as opposed to figdive
correct button on the screen. This could partlyl&rpthe
difference in the number of glances.

which would explain the difference in the number of
glances. To sum up, Audio output leads to a highsk
completion time, but fewer eye glances compareddoal
output. And, aside from a significant difference time
number of increases in speed, there is no oveaalifeant
difference in the primary driving task performangben
comparing the configurations.

Before conducting the experiment we also had theln terms of road safety it may be argued that areise in

assumption that gesture input would have relativalyre
category 1 glances (below 0.5 seconds) comparéalti,
the rationale being that
confirmation of the position of the system shoutt take
long. However, none of our findings corroborates thi
assumption. In terms of the number of interactiorors,
the two input techniques show no significant défece to
each other. In line with to the findings of Bacha&f2] our
results also show touch as the fastest of the mpotiforms,
although not significantly.

Output

When looking at primary driving task performancerthis
some difference between audio and visual outputy @n
the number of speed increases is this differergeifgiant
— in favour of visual output. However the total rhen of
speed deviations is not significantly differentidtunclear

what these results indicate since the number okdpe

decreases is almost identical, and the total amofugpeed
deviations shows no significant difference.

When comparing task completion time for the twopoitit
techniques of our system, there is a significaffedince
between the two, in favour of visual output. Weided this
is due to the nature of the audio output technigiaen
using audio to solve tasks requiring output fromn slgstem,
the user first has to hear, and then process fhemation
they are provided with before being able to sohe task.
With visual output the user only has to read tHermation
in order to solve the task, which presumably td&es time.
Perhaps the user has already seen the informatfile w
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task completion time is acceptable, in exchangefdamer
eye glances, which would allow more attention ® ithad.

the aforementioned visualOur results do not however show a correlation betwhe

number of glances and primary driving performandeich
is similar to the findings in Bach et al [2]. Hovesvother
studies [8, 15] state that a correlation between ggnce
behaviour and driving performance does exist. e Mith
Gellaty [7], it is not difficult to imagine that me visual
attention on the road is preferable, since eye cglsrare
arguably the driver’s primary method of assessiagger
signs in traffic. However, further studies are rieeg in
order to determine whether this is really the cages is
also indicated in a study on how hands-free matliilene
conversations affect driving performance [18]. $traand
Drews 2007 [18] state that even if drivers convegsi
through a hands-free mobile phone direct their gezihe
road, they often fail to notice objects in the driy
environment, since their attention is occupiedHt®y obile
phone conversation. However, the results in [1&teeto
mobile phone conversations, which they claim differ
qualitatively from other auditory tasks.

Although our results show that systems with auditpot

lead to distinctly fewer eye glances than systenith w
visual output, the results also seem to indicat¢ #udio

output comes at a price — namely an apparent dnop i
primary driving task performance. For instance,rthenber
of speed increases and total number of speed dmagadre
higher for audio output than for visual outputhaligh not
significantly. This could indicate that listening tudio
output while performing the driving task causesramease



in the cognitive load of the driver, thereby dragvimental
resources away from the task of driving. This wlobé in
line with a recent study in the field of brain raseh, which
showed that driving while comprehending languagi®r—

example listening to voice messages from a harss-fr

mobile phone - results in a deterioration of digvin
performance [11]. Cognitive workload is also touthgon
in Bach et al [2] in relation to their gesture-audiystem.
The system setup did not allow them to see an @kpli

connection between driving performance and output

modality, which led them to attribute low driving

performance to memory load (remembering gestures an

the state of system). Another possible contributor
increased, or perhaps misaligned cognitive loadthis
amount of the time the driver spends on solvingpecHic

secondary driving task. As previously mentionedr ou

results showed that the subjects receiving auditpubu
spent significantly more time on completing thektas
Audio output might result in fewer glances, nonkthe the
driver may still be cognitively occupied with a givtask.

LIMITATIONS

Some of our test participants expressed difficsiltigith
relating the simulated driving with a real-life ffia context,
thus it is debatable whether testing within an entic
context, would have led to different results. A roemn of
the participants mentioned the lack of tire noisé the fact
that they were unable to orientate themselves tirahe
side window, in addition to the sensation of movetnas
some of the issues, which affected the notion tfenticity
and therefore also their driving performance. Thias
partially because these factors provide the driveith a

their separate effects on driving performance amgd e
glance behaviour. This was undertaken done thrahgh
evaluation of four different combinations of inpand
output techniques.

The results of our evaluation show that when adiingsn-
vehicle systems design, separating input and output
modalities has an impact. The use of gesture irgaulted

in significantly fewer eye glances in comparisontdach
input, nevertheless gesture inputs still resultednferior
primary driving task performance and longer task
completion times. Audio output caused the testestibjto
commit more longitudinal control errors in additido
significantly longer task completion times compared
visual output. Visual output, on the other hand;canted
for significantly more interaction errors and a siolerably
higher number of eye glances. Looking at the irtlial
input-output configurations, our results show tbaesture-
audio by far has the lowest number of glances,ityalso
caused longer task completion times and more lodigial
control errors when compared to the other confitoma.

Our results did not indicate that fewer eye glances
necessarily entail better primary driving task perfance.
On the contrary, audio output, which has the fevwmst
glances by far, seems to cause worse primary d@yivin
performance as well as longer total task completioes
compared to visual output. This could imply thatiau
output has an effect on the mental workload ofdheer,
distracting their cognitive attention from the paim task of
driving the car. Further research might shed migiet lon
this phenomenon.
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ABSTRACT

In this paper we explored how different
configurations of a GPS affect driving performantée

conducted a field experiment in real traffic witfPS users
and non-users. Our results indicate that visuaputuhot
only causes a substantial amount of eye glancdsalba

leads to a considerable decrease in driving pedoo®.
While the introduction of audio output in combimatiwith

visual output reduces the frequency of glances,

interestingly enough found this to have no effetidoiving

performance. Although the audio-only configuratfpoved

to be the most ideal in relation to driving perfamoe, the
user satisfaction inquiries show a preference favirg

both audio and visual output modalities available.

Author Keywords
Output modalities, in-vehicle systems, GPS systegye
glances, driving, field experiment.

INTRODUCTION

The market of in-vehicle systems has grown expaalknt
over the last three decades — a proliferation, wlies set
in motion by a reduction in hardware costs as vesll
innovation in communication and information teclompl
[2, 4]. In-vehicle systems serve a variety of psgm which
involve navigational assistance, communicative supp
entertainment et cetera.

The advancement of in-vehicle systems has incitsduht
and inspired research on road safety. In-vehicktesys
may provide compelling means to enhance mobilityl[4],

albeit research has shown that these systems rsgadi
the driver and hereby divert focus from the primesk of

driving, which could lead to accidents [2, 8, 9j-Viehicle

systems have become increasingly sophisticatedialtree

incorporation of additional functionalities and ®bv
interaction techniques. Such progression may ptethen
driver with tasks that are unrelated to drivingc(s®dary
tasks), which require more attentive interactiore da a

higher level of complexity.

The Global Positioning System (GPS) was amongstdpe
selling consumer technologies in 2608 the recent years
the GPS has become a subject of research. Cuesgainch

! The NPD Group, press releasd" J&nuary 2009.

output

on GPS systems has shed light on the way in whieh t
utilization of these navigation systems may alteridg
practices and affect the way people understand the
environment in which they traverse [16]. Studiegehalso
addressed important usability aspects by evaluating
learnability and memorability of a GPS system, ides to
identify problems associated with first-time andréquent

use [14]. Furthermore, studies have raised awaseofethe

Weway in which navigational information should be g@eted

in order to enhance user comprehension and sdigsfac
[11, 17]. These studies acknowledge that new design
measures are needed to address the demands pubfort
users. Evidently, important research contributidreve
been made to the field of GPS systems. Nonethé&lether
elaboration on how the navigational output affettsing
performance is needed [11, 9] — especially whensieon
dering that previous research on other in-vehigigtesns
highlight how secondary tasks can lead to accidents

In this paper we evaluated how different output alitiés
affect driving performance by comparing three ottpu
configurations of an off-the-shelf GPS system; audisual
and audio-visual combined. We conducted a field
experiment in real traffic; we hereby sought t@ielinsight
into user behaviour within an approximated nataoaitext.
This choice is supported by Devonshire et al. [fipagst
others [11, 17], who state that natural settings @ecount
for the effects of driver choices and perceived tlgough
immersion. We chose a GPS system for our experitieent
further promote immersion as it is commonly used in
vehicles, moreover it is also highly output oriehthence it
may be regarded as an adequate platform for olmai@n.
The paper is structured as follows; we initiallyegent
previous research on in-vehicle systems. Secondly,
describe the proceedings of the field experimend an
subsequently, we present the results from the éwrpet.
Finally, we discuss the results and put forth ptiaédesign
implications.

RELATED WORK

Horberry et al. [12] amongst others [9] confirm tthhe
level of complexity of a given secondary task isrelated
with the level of driver distraction. Green [9] debes two
concepts of distractioreyes-off-the-roacind mind-off-the-
road. Drivers are required to have their eyes on tlael rio
order to ensure safe driving; hence secondary taghish



require visual attention, can induce safety risWsd-off-
the-road concerns instances, where the driver's mind is
occupied by matters unrelated to driving.

Several researchers have sought to alleviate drive
distraction through novel means of interaction tpport
secondary tasks. Geiger et al. [8] conducted a eoatipe
study in which they evaluated the use of a tadtterface
and a gesture-based interface for secondary tadkeir
findings showed that the use of the tactile integfantailed
high task completion times and low recognition
performance when compared to the gesture basetiairte
The gesture-based interface enabled users to pertioe
secondary tasks accurately, the users also peccehe
gesture-based interface to be less distractingimparison
to the tactile interface. Bach et al. [2] comparthdee
interaction techniques for an audio system — a eotional
tactile interface, a touch interface and a geshased
interface. The interaction techniques were comparédo
complementary experiments. The findings show
inclination towards the gesture-based interfacagesiit
entailed low visual demand. The interface allowsdrs to
complete secondary tasks, with significantly fewayre
glances in comparison to the tactile and touchrfiates.
The tactile interface lacked intuitiveness; herfe g¢ystem
demanded perceptual resources in order to be @gesatd
hereby diverting attention from the primary taskeTtouch
interface introduced a lower task completion timd gewer
interaction errors, in comparison to the other imterfaces.

an

Research on interaction techniques has identifiechfsing
input modalities for handling secondary tasks. \&mibvel
input techniques are important contributions to fib&l of
in-vehicle systems, it is also essential to evalutie
potentialities and limitations of output modalitiessafety-
critical use contexts. Bach et al. [2] amongst ath&l, 17]
acknowledge that there is a need for further ekt on
how output modalities affect driving performanae,order
to identify potential output modalities for in-vele
systems.

George et al. [11] evaluated four configurationsaoGPS
system — auditory, auditory with landmarks, visaald
visual with landmarks — in a simulated setting. Him of
the study was to clarify how much attention theteys
required and how the participants perceived theafigbe
systems. The participants watched a video recording
driver's view and received route guidance informati
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landmarks. They generally expressed a slight intlm
towards visual output. A recent empirical study by
McCrickard et al. [17] partly confirms the resuftst forth

by George et al. In the study they investigateddraffs
involving information conveyance by evaluating four
information modalities — audio, audio with overhaadp,
visual and visual with overhead map — in a driving
simulator. Their results show that the visual migakith
an overhead map resulted in the highest numberiahd
errors and highest reaction time compared to therot
modalities, whereas participants expressed that
information provided by the audio-based modalitesre
the most difficult to comprehend. They acknowleds a
more immersive setting could provide further vdiidia of
the results. Both [11, 17] studies indicate thatiawutput
is a promising modality in terms of safety, whereas
inclination towards visual output is expresseddlation to
user preference and comprehension.

the

Inspired by previous research we evaluated thegational
output provided by the GPS system. The majority of
research on in-vehicle systems has been conducted i
controlled and simulated settings [1, 11, 17]. Wese to
conduct the experiment in the field due to the @tadcy of
immersive settings within the area of in-vehicleaarch.

EXPERIMENT

The purpose of the experiment was to identify how
different output modalities affect drivers and dhity perfor-
mance. In the following section we describe thetesys
used in the tests and the proceedings of the enpati

Experimental Design

This study utilized a between-subject experimedgign,
where the independent variables constituted
configuration type (audio, visual, audio-visual)dathe
dependent variables were primary driving task perénce
(longitudinal control, lateral control, violation®lated to
traffic lights and directional indicators), secondalriving
task performance (navigational errors and task detom
time) and eye glance behaviour (0.5 seconds oy 0eSs- 2
seconds, 2 seconds and above).

the

System Description

The GPS system used in the experiment was the TOMITO
GO 930 [6], which is a state-of-the-art model tlinats
received favourable reviews. We chose this mod#i thie

They were asked to press a button when they saw thgresumption that this would minimise interactiorroes

intersections described by the GPS system. Theystud
showed that the auditory configuration demandeds les
attention and provided the lowest reaction time mwhe
compared to the visual configuration. When supplging
the audio and visual configurations with information
landmarks no penalties to driver attention incurréte
participants mainly favoured the configurations, ickh
included

2

landmarks as opposed to the ones withoupoth visual

during the field trials, due to its acclaimed desifhe GPS
came pre-installed with maps and a Points of Istere
database covering Europe. The main input interiaee4.3
inches touch screen with a 480 x 272 pixel resofufor
visual output and an internal speaker for auditougput.
With test participants having Danish as their mativ
language we selected the language setting to nthishn
and audio output. The three individual



configurations consist of different combinations aftput
modalities. The audio configuration consisted esiglely

of the system’s audio output, while the visual ogunfation
consisted exclusively of the system’s visual outptite
audio-visual configuration comprised both output
modalities.

Auditory output compose of navigational instrucgon
presented through pre-recorded speech (hence rexispe
output for street names was available) in a ferwalee.
The female voice was chosen since it is easierdhear
noisy environments [18]. Each instruction included
estimated distance and a direction — for exartgiter 200
meters, turn left- followed by a repetition of the direction.
If there was a need to perform a sequence of twithin
200 meters of the first turn) this would be incldda the
instructions — for examplafter 200 meters, turn right and
then turn leftt On longer stretches of road (over 500
meters) the system would add an additional reminder

Visual output in the GPS system consisted of thevifth

view’' as seen in picture 1. This screen consisis 8D map
which shows the current part of the route thatdtieer is
traversing. The selected route is marked in rechamavres
are illustrated with green icons and the currersitpm of
the vehicle is shown with a blue arrow. The lowartpf
the screen shows the appertaining navigation ictms
which include estimated distance, arrival time, naig
strength et cetera.

= A—
1 1:01°" emmEll
0:25" 11:26°" 40
River Street

TOMTOM

meters

Picture 1. Example of the GPS in ‘driving view'. The
map is illustrated in 3D. In the map are street naras,
POl icons and zoom options. Navigation and system

information are shown on the lower part of the scren.

Participants

Thirty participants ranging between 21 — 38 yedm=age (M

= 25.2, SD = 2.65) attended the experiment. Altipgiants

(7 women and 23 men) carried valid driver licersed had
so for 3 — 19 years (M = 6.85, SD = 2.71) and drbye
their own estimates between 0 — 40.000 kilometezsypar
(M 7598.33, SD 8557.9). On the basis of self-
assessment — 9 participants answered that theypbad

knowledge of Aalborg and its environs, 15 answedrasic
knowledge, while 6 claimed that they had good kmulgk

of Aalborg and its environs. The average amount of
kilometres driven per year, were the same for each
participant group. Likewise, each participant grompre
equally acquainted with Aalborg.
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Picture 2. Example of the second camcorders view
angle, which shows the driving view and the GPS
system.

Setting

We conducted a field experiment in real traffic.l Al
participants drove vehicles (C-segment — small fiaicars)
equipped with manual transmissions. The field driakre
conducted during daytime and in good weather candit
Through these choices of conduct we also sought to
approximate consistency between the field triat$ la@reby
ensure an adequate basis for comparison of results.

The GPS system was — in concordance with the esatlos
instruction booklet — affixed on the lower centre tbe
windscreen for all configurations, which providetet
participants using visual output modalities with @amob-
structed view of the visual output. The internakaiger
volume was set to 75% for all field trials, whiatwvolved
audio output, none of the participants found itassary to
further adjust the volume. For the field trialsvitnich the
audio configuration was applied, the GPS system was
slanted in a manner, which ensured that the ppatits
were only able to receive auditory output. Thedfigials
were filmed using two camcorders — one of the caders
was mounted on the dashboard in order to captuee ey
glance behaviour. The second camcorder was aftireithe
front passenger seat to record lateral and lonigihd
control errors, and driver view (as seen through filont
windscreen).

We refrained from asking questions during the fielals in
order to further limit safety risks. Dialogue ortok place
in the event that the participants initiated a @ysation.
The test manager was sitting next to the attending
participant and an observer was sitting in the batle test
manager was assigned to ensure that the fields trial



proceeded as intended and to answer the partisipant

Data analysis

questions. The task of the observer was to collectThe collected data consisted of 30 video recordiagd

qualitative data, such as the participants’ utteeanduring
the field trails. Prior to the actual test sessions
conducted two pilot tests in order to ensure thhthe
equipment was functioning.

Tasks

The field trials comprised four scenario-drivenkeagsee
Appendix C) — the tasks involved driving to predetmed
locations and collecting associates of the Uniwersifor
example Collect Lisa Nielsen who lives on Poseidonvej 15,
9210. By applying scenario-driven tasks, we sought to
promote a natural setting for the field trials. TEPS
system served as an optional component, thus alfpwi
participants to approach a given task unassisted.

Procedure

The participants were classified as one of thefalhg user
types — GPS system users or non-users — the dedaitor
for this classification process was based on wheathaot
the participants had used GPS systems previoudtg T
participants were randomly assigned to a configmmaintil
an equal distribution of GPS system users (15) raomwt
users (15) was attained — we assigned five GPSrayst
users and five non-users to each of the three guanaiions
(which constitute three groups of ten). We enstinatleach
group had at least one female participant (aud® wisual

= 3, audio-visual = 1).

We initially collected demographic data of the #pants
through an interview. Subsequently, the participanere
introduced to the GPS system and the proceedindheof
field trial, where after they were asked to sigmamsent
form. All field trials started at the Computer Suie
Department at Aalborg University. The participamisre
not given tasks during driving — each task was g
prior to the associated driving segment. The estitha
length of the entire route was 16 kilometres —d¢bgments
comprised both rural and densely populated areasdar
to expose the participants to varied traffic enviments and
areas of Aalborg, which they may either be famildar
unacquainted with. The permitted speed limit ranfyech
30 — 80 kilometres per hour in the four driving segts —
we eschewed motorways due to safety concerns.

The participants were debriefed as a concludingnseg of
the field trials. The participants were first askedomplete

a post-task questionnaire (five point Likert scabe) the
GPS system — for example, the participants weredsk
‘How helpful did you find the instructions providég the
GPS system?’We then conducted a semi-structured
interview on the answers given
guestionnaire in order to clarify the underlyingionale of
the participants’ answers.

supplementary qualitative data. One of the videomings
was omitted due to incomplete data caused by anieaih
error in the recording equipment. We initially rewed
three randomly chosen video recordings collabogativn
order to establish guidelines for the subsequetitidual
video reviews. We reviewed 16 video recordings
individually — 10 of the video recordings were eved by
both authors to ensure procedural consistency.réhiew
process constituted 35 lists of incidents, whichrewe
compared and merged into one list. When disagretsmen
occurred both authors reviewed the video recordimgs
order to determine whether the concerned incideas w
valid or not. An inter-rater reliability test (wdited
Cohen’'s Kappa) of the data gawe 0.75, which
corresponds to a substantial agreement.

We applied measurement variables, which collegtivel
constitute an adequate basis for the assessmére ofitput
modalities [1, 2]. The variables encompass;

Primary driving task performance (lateral control
errors, longitudinal control errors, Vviolations
related to traffic lights and directional indicagpr

Secondary driving task performance (navigational
errors and task completion time).

Eye glance behaviour (glance category 1, glance
category 2 and glance category 3).

Primary driving task performance constitutes vddab
which concerns adherence to traffic regulationstetzd
control errors denote loss of lateral vehicle colintwhich
comprise incidents of lane excursions. Longitudiritrol
errors denote incidents in which problems relatedhe
control of vehicle velocity occurred (speed maiatece).
Longitudinal control comprises three categories (in
accordance with Danish legislation);

Speeding level 1, incidents in which participants
exceed the prescribed speed limit by three
kilometres per hour (implies a speeding ffne)

Speeding level 2, incidents in which participants
exceed the prescribed speed limit by 30 percent
(implies endorsement of license — one penalty
point).

Speeding level 3, incidents in which participants
exceed the prescribed speed limit by 60 percent
(implies revokement of license).

in the post-task ? The regulation was established due to inaccuracthe

measuring equipment.



Analysis of video recordings and supplementary itatale
data were undertaken in order to identify laterad a
longitudinal control errors. We also recorded iecits in
which participants did not adhere to the cautiod atop
signals assigned by traffic lights in addition twidents
where participants failed to activate the direction
indicators as required by Danish traffic regulasion

Secondary driving task performance denotes inc&démt
which participants diverged from the specified eodue to
misinterpretation of the navigational informatioroypided
by the GPS system. We also recorded the complétios
for each of the four tasks.

Eye glance behaviour is an acknowledged indicaftdmoav
driver attention is allocated [2]. Eye glances cde®the
following three categories;

Glance category 1, 0.5 seconds or less (0.5
seconds corresponds to 13 frames).

to 14 — 50 frames).

seconds corresponds to 51 frames).

Eye glances were identified by reviewing the video
recordings frame by frame (the video recordingsehav
frame rate of 25 frames per second).

RESULTS

In this section we present the results from thddfie
experiment. These results will be presented irfadllewing
order; primary driving task performance, secondiiying
task performance and eye glance behaviour. Thetsesu

were subjected to one-way independent-samples ANOVA

tests and Tukey's HSD post-hoc tests. The restiltlsese
calculations are presented in Figure 1, 2 and 3.

Primary Driving Task Performance

The variables for measuring primary driving task
performance included longitudinal control erroratetal
control errors, directional indicator and traffiagHt
violations. We identified a total of 648 violations
concerning primary driving task performance acradls
three configurations (Audio = 111, Visual = 265, diat
Visual = 272). Of the 648 primary driving task \datbns,
523 are classified as longitudinal control errarse( Figure
1). When assessing speeding violations we idedtsigme
major differences between the three configurations.

We identified a rather high number of speeding liele
violations (exceeding the prescribed speed limittlwmee

kilometres per hour) and our experiment showed that

participants using the audio configuration on agerhad
8.8 (SD = 3.2) violations, participants using thisual
configuration had 17.9 (SD = 6.5) and participamting

Glance category 2, 0.5 — 2.0 seconds (corresponds

Glance category 3, 2.0 seconds and above (2.0

audio-visual had 20.00 (SD 7.11). An ANOVA test
showed significant difference among the three cpnfi
rations, F(2,26) = 6.93, p = 0.004. A Tukey's puost-test
showed difference at the 5% level between visudlardio
participants, with participants using the visuahfiguration
having significantly more. When comparing speedag!

1 Vviolations between the audio and audio-visual
configurations a strong significant difference evealed.
Participants using the audio configuration comrdittewer
violations than participants using the audio-visual
configuration, p < 0.01. A comparison between timuial
and audio-visual configurations showed no signiftca
difference.

B AudioN=10 EVisualN=10 OAudio-VisualN=%
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Figur 1. Longitudinal control errors from the three
configurations. The figure illustrates the average
number of speeding violations.

When looking at speeding level 2 violations (exiegdhe
prescribed speed limit by 30 percent), we foundt tha
participants using the audio configuration on agerhad
0.7 (SD = 0.84) violations, while participants ugivisual
had 2.2 (SD = 1.6) and participants assigned toathio-
visual configuration had 3 (SD 1.56). An initial
comparison of the results, reveals difference arsbtige
three configurations, where more than 50% of tlemtified
speeding level 2 violations (Audio = 7, Visual =, Zdio-
Visual = 33), involved participants using the audisual
configuration, F(2,26) = 4.27, p = 0.025 . Not sigingly,

a post-hoc test confirmed that audio-visual pgrtinis had
significantly more speeding level 2 violations when
compared to audio participants, p < 0.05 — paicip
using audio-visual accounted for nearly five tinassmany
speeding level 2 violations compared to audio pipdnts,.
We found no statistically significant differencestWeen
the audio and visual configurations or between diseal



and audio-visual configurations. Looking at spegdiwvel
3 violations (exceeding the prescribed speed linyit60
percent) we found only one occurrence with oneig@pant
using the visual configuration — this was howevet a
significant difference.

B Audio N=10 BVisual N=10 OAudio-Visual N=9
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Figur 2. Lateral control errors, directional indicators
and traffic light violation incidents from the three
configurations. The figure illustrates the average

number of violations for each configuration.

If we look at all instances of longitudinal contretrors
(speeding violations, see Figure 1), we find tratipipants
using the audio configuration had an average of(SB =
3.9) incidents, participants using the visual cgumfation
had 20.2 (SD = 6.8) and participants using audsoradi had
23 (SD = 8). An ANOVA test showed that there is a
significant difference between the configuratioR€?, 26)
= 7.79, p = 0.002. Furthermore we see that padit®
using the audio configuration had fewer speedimdations
in total in comparison to participants using theudl and

Figure 2). When assessing the lateral control sraur
experiment shows that participants using the audio
configuration on average had 0.4 (SD = 0.56) inuisle
participants using the visual configuration had 5B =
2.76), while participants using audio-visual hadqSD =
2.44). When comparing the number of lateral corgrobrs
connected to participants within each of the canfidjons
we see a major difference as participants in tisealiand
audio-visual configurations collectively constitu®% of
all incidents. Participants in the audio configioatonly
account for two incidents in total. An ANOVA test
confirms this difference to be significant, F(2,26%.72, p
= 0.018. Using a post-hoc test we determined that t
difference lies between the audio and visual caméions,
where the participants using the visual configorati
constitute a total of 43 lateral control errors,ichh is
significantly more than the number of lateral cohgrrors
committed by audio participants, p < 0.05. Surpgsr
enough there is no significant difference betwdenaudio
and audio-visual configurations despite the fadt tthe
audio-visual configuration has over seven timesrasy
incidents.

When comparing the results concerning violatiorlateel
to traffic light (not adhering to the caution artdgssignals
assigned by traffic lights) and the directional iaadors
(failing to activate the directional indicatord)etnumber of
violations reveals no significant differences wiseihjected
to an ANOVA test. In relation to the directionatinators,
participants using the audio configuration had eerage of
1 violation (SD 0.6), participants using a visual
configuration had 1.7 (SD = 1.5) and participargsg the
audio-visual configuration had 1.44 violations (SM.84).
When assessing traffic light violations, the resghow that
the number of incidents is almost equally distriolt
amongst the three configurations.

Secondary Driving Task Performance

When assessing secondary driving task performawee,
used the following measurement variables; task ¢eton
time and navigational errors. Completion timesdach of

audio-visual configurations. This may not come as athe four tasks were recorded and showed an aveshge

surprise when the results from the experiment stiawthe
visual (accounts for 202 violations) and audio-gisu
configurations (accounts for 226 violations) bodvé more
than twice the speeding violations in comparisonthe
audio configuration (accounts for 95 violations) TAkey's
post-hoc test showed significant difference at5be level
between audio and visual participants as well asngt
significant difference at the 1% level between audnd
audio-visual participants. When re-assessing tloa@mts
related to longitudinal control we see that these nib
significant differences between the audio-visual aisual
configurations — both configurations constitute aénan
equal number of violations.

We identified 77 lateral control errors (lane exsions, see
6

24.13 minutes (SD = 1.44) for audio users, 22.56uteis
(SD = 0.58) for visual and 23.05 minutes (SD = }).faf
audio-visual users. We also identified a total of 3
navigational errors (Audio = 10, Visual = 14, Audfisual
10). These results do not reveal any significant
differences when compared across the three coatiguass.

Eye Glance Behaviour

We used three different variables for assessinggésece
behaviour; category 1 (< 0.5 seconds), categorg.2 { 2
seconds) and category 3 (> 2 seconds). We idehtfitotal
of 5490 glances within all the field trials. Whesoking at
our results we identified several major differenbesween
the three configurations.



For the category 1 glances, our experiment shovetl t
participants on average had 6.6 (SD = 3.6) in thdica
configuration, 50.1 (SD = 23.12) in visual and 38nges
(SD = 17.11) in audio-visual (see Figure 3). An -ovey
ANOVA test confirms that there is an extremely digant
differences amongst the three configurations, B()2,2
13,19, p = 0.0001. Subjecting these results to keys
post-hoc test shows that participants using theioaud
configuration have significantly less category Jrgles
than participants in the visual and audio-visual
configurations, p < 0.01. This may not come as rpriae
when the results show that audio participants aalgount
for 6% of the recorded glances in the category rlakée.
The remaining occurrences in category 1 are aleqsally
distributed between the visual and audio-visual
configurations; hence we found no significant défeces.

W Audio N=10 BVisual N=10 OAudio-Visual N=9

300 +

Categorv 1 Categorv 2 Categorv 3 Total
Figur 3. Eye glance behaviour for the three
configurations. The figure illustrates the average
number of eye glances for each configuration.

When looking at category 2 glances (0.5 - 2 secpruls
experiment revealed a surprising total of 4358 ggan
(Audio = 28, Visual = 3201, Audio-Visual = 1129)itlvan
average of 2.8 (SD = 3.6) for participants using #&udio
configuration, 320.1 (SD = 64.3) for participantsing
visual and 125.44 (SD 32.72) for participantsngsi
audio-visual. Looking at the numbers for categowye2can
see that participants in both the visual and awdioal
configurations have an extremely high number
occurrences. Subjecting the results to an ANOVA tes
confirms that there are extremely significant difeces
amongst the configurations, F(2,26) = 78,79, pGo01. A
post-hoc test showed significant differences atltelevel

of

configurations. This is also reflected in the resulhere
participants using the visual configuration accednfor
73% of all category 2 glances (three times as masy
audio-visual participants), whereas audio participa
accounted for less than 1%. The post-hoc testralgealed

a significant difference between audio and audswai,
where the audio configuration (comprise 28 incidgtias
nearly none compared to audio-visual (comprise 1129
incidents), p < 0.01.

When assessing the category 3 variable (> 2 seponds
found a total of 88 glances (Audio = 0, Visual 5 &udio-
Visual = 21), where audio-visual participants orerage
had 2.33 (SD = 2), participants using visual hatl(&D =
3.7) and audio had 0. An ANOVA test showed that the
difference amongst the configurations is signific&i{2,26)
12,61, p 0.0001. Participants using the visual
configuration accounted for 76% of all categoryl&nges.

A post-hoc test revealed that participants usirsgiali have
significantly more category 3 glances than paréois
using the audio configuration, p < 0.01. A compariof
the visual and audio-visual configurations alsoesds a
significant difference, where participants usingual have
more category 3 glances than audio-visual, p <.0/&en
looking at the category 3 results we see approxindhe
same glance ratio between the visual and the adslia
configurations as in category 2 — participants gisihe
visual configuration again accounted for three #naes
many glances as audio-visual participants.

Looking at the three glance categories collectivelg see
that; 94 glances occurred in the audio configurat®769
in visual and 1627 in audio-visual. Participantingsthe
audio configuration had an average of 9.4 (SD =8%.8
participants in visual had 376.9 (SD = 77.52) andia
visual participants had 180.78 glances (SD = 51.8fH)en
assessing the glance categories collectively watifikd
some major differences amongst all three confignmat
which is also confirmed through an ANOVA test, @), =
70.77, p = 0.0001. The post-hoc test showed tlavigual
configuration, which accounted for 68.7% of all the
glances, has a significantly higher number of gésncom-
pared to the audio configuration, which only acdednfor
1.7% of the glances, p < 0.01. When comparing trdica
and audio-visual configurations, we found that thelio
configuration has a significantly lower number ddrgces
than audio-visual, p < 0.01. When comparing theialisind
audio-visual configurations a significant differenat the
1% level is revealed. Audio-visual participants @atted
for 29.6% of all glances — nonetheless, participantthe
visual configurations accounted for significantlpma.

DISCUSSION

Previous research indicates that the use of GRSmegxan
result in decreased driving performance. We set tout
evaluate three configurations of output modalitire®rder

between the visual configuration and the two otheri, shed light on how drivers are affected by sudiighly
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output oriented device. Through our evaluation Jso a
sought to identify potential design implications.eWill
initiate the discussion by focusing on eye glanekaviour,
since eyes-off-the-road time is known to affectnaiy
driving task performance [3, 9].

Not surprisingly, our results show a connectionwasn
visual output and the glance occurrences. Although
expected visual output to incite eye glances, weewe
surprised by how often participants diverted thésual
attention from the road to look at the system. rilsir field
experiment, which investigates different combinasioof
output modalities for a conceptual navigational tesys
show a glance frequency of one glance every 8.5nsksc
for visual interfaces [11], whereas our experimaviealed
that participants using the visual configuration arerage

participants found driving tedious and felt entiewtal by
the visual output.

Combining visual and audio also resulted in a cbkaimg
glance behaviour. During our data analysis we nttatall
participants using the visual configuration repdbte
looked at the system while performing manoeuvrefer—
example, while making a turn or traversing a rounwle.
This behavioural pattern only occurred in two figtzhls,
which involved the audio-visual configuration. Ttdsuld
be explained by the difference in how visual andiau
information is provided. Visual information is rekyd
available allowing users to retrieve informationembver
they deem it necessary. On the contrary, partitgasing
the audio configuration can only receive informatishen
the system deems it necessary. Since GPS systemthe

looked at the system every 4 seconds. Since drivingole as the navigator within unfamiliar areas, thisuld

performance decreases when visual demand incr¢akes
this is an interesting finding in relation to houstdaction
levels in manufactured GPS systems might diffemfro
conceptual configurations used in studies. The lgigimce
frequency could also be explained by the fact et
participants in our experiment belonged to a reddyi
young age group. Similar studies indicate that gemrand
older drivers differ in driving behaviour [12]. Atfeer study
by Green shows that younger drivers on average bave
higher glance frequency compared to older drivets.[

We did not see any specific patterns in relationvteen
participants looked at the system. The eye glarespuéncy
did not appear to be influenced by a specific enuinent.
Participants repeatedly looked at the system ih bensely
populated areas as well as long rural segments. diée

suggest that participants depending solely on Visutgput
constantly need to confirm their manoeuvres, thditih
of audio output seems to alleviate this need.

While the frequency of glances differed signifidgnt
between the visual and audio-visual configuratioits,
becomes interesting when considering the resubts fihe
primary driving task performance variables. Duringr
data analysis we noted several incidents, suchumsirrg
red lights, missing turns and speeding caused by
participants looking at the system. In spite of sthe
consequences and what previous research [13] stvew,
found no significant differences between the dgvin
performance of participants using the visual andi@u
visual configurations. This comes as a surprisecesin
decrease in primary driving task performance tetadbe

however observe the consequences of diverting lvisuaattributed to a lack of visual attention [1].

attention from the road to the system. Long glance

durations combined with a high glance frequency ldou
result in participants missing turns when attengptio
relate the map provided by the GPS to their suclngs.
Two of the participants became so engulfed by tratesn
that the vehicle nearly came to a standstill wiriéeversing
a roundabout.

When comparing the total number of eye glancessadtte
configurations we find that by introducing audiotymut to
the system the number of glances is significargiyuced.
The participants using the visual configurationked at the
system every 4 seconds on average, whereas partisip
using the audio-visual configuration had an avemglgace
frequency of 7.5 seconds. However, if we consitiat all
participants in the experiment were equally sudcaésa
completing the navigational tasks, regardless oé th
configuration and the fact that participants uding audio
configuration had a glance frequency of 2.5 minutes
frequency of 7.5 is still extremely high. Having madhan

While the glance frequency did not seem to affect
participants driving performance — the presencevisfial
output however did. Our results show that participa
using the audio configuration performed betterellation to
primary driving task performance than any of théeot
participants. These findings, which correspond vather
studies [11, 17], indicate that an audio configoratvould

be most ideal in terms of road safety. Nonetheless also
important to consider that the differences in dhniyi
performance between the configurations could béaéngd

by the difference in how visual and audio inforroatiis
acquired. Cautious driving could be a result ofipgrants
relying on the GPS system to guide them and natdoii
control of when and where they receive instructiofisis
level of uncertainty and alertness could causenareased
cognitive workload of drivers. This matter is fusth
emphasised by a behavioural pattern seen in alloaud
participants, where they drastically decrease speleéen
presented with auditory instructions. Studies amn éffects

one output source available did not seem to be arof voice instructions reveal that a decrease iredps one

advantage. Visual output only seemed to make fsatits

of the most significant indicators of increased rdtige

take their eyes of the road, presumably because thevorkload [19].
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A participant who used the visual configuration,
intentionally diverted from the route assigned hg GPS
system. This was motivated by the fact that theigpant
knew a better route. The participant defined aebetiute,
as involving less turns and traffic lights, whilerpiitting a
higher speed level. The tendency to ignore GP 8uictibns
while driving in familiar areas is also identifiéd a study
by Leshed et al. The study describes how usersdastill
utilize the system in order to feel in control logdting and
orienting themselves on the map [16]. This patteas also
observed during this particular incident, where the
participant repeatedly looked at the system in iotdesee if
his chosen route was shorter than the one reconeddnyl
the GPS system.

When considering the measurement variables, owltses
show an inclination towards the audio configuratido
shed light on this matter we assessed the datactedl
through the post-task questionnaire in order tduata the
participants’ opinions of the audio configuratio/hen
asked to assess the system instructions and autpdlity,
the audio configuration was rated highest (ratedmfr
‘okay’ to ‘very satisfied’) compared to visual amdidio-
visual (several of the ratings were ‘dissatisfiedid ‘very
dissatisfied’). The outcome of the questionnaididates an
overall satisfaction amongst the audio participaritke
responses given in the interview contradict theésdirigs.
Over half the participants expressed that they diquéfer
the presence of visual output (where two only prefk
visual output). Interestingly, half of the visuarficipants
expressed the desire to have both visual and audjout
(three preferred audio only), while half of the mudisual
participants would have preferred visual outputyorilhe
expressed opinions contradict each other, butrd tfithe
participants stated that they would prefer to emaduhd

disable the audio output in accordance to their own

preferences. This seems to indicate that the auidil
configuration would result in the highest user Hatition,
even though results indicated that it is less safe.

Design Implications
In this section we propose ideas of how future gatonal
systems could be designed to support drivers ifngasag,
while still taking the safety-critical aspects dietcontext
into consideration.

Decreases in driving performance are primarilyilaited to
visual output. We believe an improvement in relatio
road safety could be attained by restricting ortting the
visual output when in motion.

Several participants that used the audio configamat
expressed a need for more output during long s$traimad
segments. The participants also expected more geeda
before they were to traverse a complex intersection
Allowing the user to retrieve information wheneubey
deem it necessary, could pose as a potential sojudis it

also maintains an auditory interface.

During the field trials, which involved the audio
configuration, we observed that participants lookédhe
system during travel, even though no visual outwas
provided. Since many GPS systems are bought as an
independent component, they have the disadvantdge o
giving the user a visual focal point that may attreneir
attention when presented with instructions. Wedwelithat

by integrating GPS systems into vehicles and utidjzhe

car stereo for audio output, could eliminate threual focal
point. This concept is similar to many hands-frdene
systems.

A major point of criticism concerning the audio jput from

the GPS system was its use of keywords and metric
distances in the navigational instructions. Ovdf bathe
participants with audio output experienced problems
relating such information to their surroundings and
requested use of more landmarks and descriptivalsién

the instructions. Studies have shown that directfoithe
most requested information when navigating in adidito
landmarks, road numbers and street names, whereas
distance is a less desired information [5]. Anotbtrdy
[16] also recommends the use of landmarks to sdippor
drivers. We believe that this additional descriptiv
information would not only support drivers, but als
alleviate confusion caused by technical limitatiamsGPS
systems. Over half of the participants in our ekpent
experienced problems with inconsistency in the GPS
system’s distance estimates — for example, delapedtes

of visual maps or instructions due to unstable ligate
signals or loss hereof. Areas, which had several
navigational options, caused confusion amongstthers,
which consequently led to navigational errors. ikltilg
landmarks and additional descriptive information uldo
further enable drivers to relate visual maps armsttictions

to their surroundings.

Limitations

Although we strived to approximate a natural segftiwe
cannot eliminate the possibility that participamhbaviour
was affected by the fact that they were being oleser
During the concluding interview, two participants
expressed that they chose to follow the providedtero
despite disagreements with the given instructi@ssthey
believed that a linear approach was necessarydardo
complete the tasks. This gives rise to speculatafnisow
often the participants decided to follow the natimzal
instructions provided by the GPS system, even & th
participants disagreed with the provided informatand if
this behaviour could have affected our results. We
acknowledge that there is an imbalance betweewithml
and audio configurations in relation to the way the
navigational information is provided. Participantsing
configurations with visual output had additional
information, such as street names, estimated artiwvee



and distance, which was not available through auglit
output. Only one participant commented on this, iyes
unknown if this imbalance could have affected thecome
of the experiment.

CONCLUSION
Research on in-vehicle systems indicates a neeflifthver

8.

9.

elaboration on how output modalities affect driving
performance. In this study we compared three output

configurations of a GPS system in order to shelt limn
how drivers are affected by such a highly orientedtice.
Our results indicate that visual output not onlyses a
substantial amount of eye glances, but also leads t
considerable decrease in driving performance. Wiiike
introduction of audio output in combination withsual
output reduced the frequency of glances, we wengrised
to discover that this did not have any effect om dhniving
performance. This could indicate that the presari@udio
output increases the cognitive workload, nonetiseldx
audio configuration is still ideal when considerimye
glance behaviour and glance tendencies. Although
audio-only configuration proved to be the most faable
in relation to driving performance, the user satifbn

inquiries show a preference for having both output 13.

modalities available.

A direction to be pursued is to design an audipotibased
navigation system, which accedes to user prefeserae
our results already indicate that audio outpuisdequate
output modality in terms of road safety. Moreovierther

study is needed to fully understand the behaviquaitterns,
which emerge when using GPS systems.
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Appendix D, Field Experiment

e

T TIT
Kort | Satellit | Hybrid |

—o 5= AN

o=

.“"'.J-f)
=/




