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Abstra
t:This report do
uments an extensivesimulation based study of MANETbroad
ast proto
ols, and the develop-ment of a framework whi
h automatesthe simulation pro
ess.Four broad
ast proto
ols as well as twogeneri
 proto
ol extensions are simu-lated in ns2. From the simulation res-ults it is determined that broad
astingvia OLSR's MPRs yields the best over-all performan
e. Also, it is determinedthat enfor
ing jitter on data tra�
 im-proves the delivery rate.The framework is applied to 
ondu
tthe simulations in this work, and sig-ni�
antly redu
es the manual work re-quired, from spe
i�
ation of abstra
ts
enario parameters, to visualisation ofsimulation results.
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Chapter 1Introdu
tionThis 
hapter introdu
es and motivates the work on simulation-based stud-ies of broad
asting in Mobile Ad-ho
 Networks (MANETs), do
umented inthe following 
hapters. Se
tion 1.1 des
ribes two major paradigms for organ-isation of wireless networks: 
ellular networks and MANETs, and se
tion 1.2elaborates on the latter of these network types. Se
tion 1.3 introdu
es thesubje
t of broad
asting in MANETs, and presents previous work 
ondu
tedto evaluate various broad
ast proto
ols.Se
tions 1.4 presents methods for s
enario based proto
ol evaluation, andse
tion 1.5 des
ribes how one su
h method, proto
ol simulation, 
an be ap-plied to 
ondu
t extensive proto
ol evaluation with minimal e�ort.Goals for this work are de�ned in se
tion 1.6, and se
tion 1.7 outlines theremainder of this report.1.1 Wireless NetworksWireless data 
ommuni
ation has been an a
tive area of resear
h duringthe last two de
ades. In the eighties, work was 
ondu
ted in the area ofpa
ket radio networks, fo
using primarily on military appli
ation of thosenetworks [JT87℄. During the nineties, several new wireless networking te
h-nologies has emerged, and two extremes of wireless network types have be-
ome apparent: Cellular Networks and MANETs.Cellular networks, established using, e.g., GSM [GSM02℄ or GPRS [GPR01℄,
onsists of a grid of �xed inter
onne
ted stations. Communi
ation betweenmobile devi
es is established via the stations in the respe
tive 
ells, evenwhen the mobile devi
es are within dire
t transmission range of ea
h other.MANETs, established using, e.g., IEEE 802.11 [so
99℄ or Bluetooth [Blu02℄,de�ne the other extreme. MANETs are self-organising, autonomous systemswhere nodes establish and maintain a wireless 
ommuni
ation infrastru
turein an ad-ho
 fashion, during operation of the network. MANETs are inde-pendent of any �xed network infrastru
ture, and devi
es may join, leave andmove around in the MANET at any time.1



2 Introdu
tion1.2 Mobile Ad-ho
 NetworksMANETs are appli
able in situations where a set of wireless, 
ommuni
atingdevi
es are not all within dire
t transmission range of ea
h other. Su
hsituations present themselves in several situations: when people bring alongtheir mobile 
omputers, e.g., to 
onferen
es or 
ollaborative meetings, when
arrying out work in remote lo
ations and in res
ue and military operations.Furthermore, the autonomous, auto-
on�guring properties of MANETrouting proto
ols 
an be applied in wired network routers, to redu
e thework required to 
on�gure routes when the network topology is 
hanged.As MANETs are independent of �xed network infrastru
tures, the inher-ent hierar
hi
al stru
ture known from wired networks is nonexistent. Twodevi
es in a MANET may 
ommuni
ate though they are not within trans-mission range of ea
h other, by having intermediate devi
es forward theirtra�
. This fun
tionality requires ea
h physi
al unit in the MANET to a
tas both a host and a router. This en
apsulation hereafter referred to as anode, as illustrated in �gure 1.1.
Router

Host

MANET Node

Figure 1.1: A MANET node, 
onsisting of a host and a router 
ontained inthe same physi
al unit.Three 
ommuni
ation patterns are observed in wired networks: uni
ast
ommuni
ation between pairs of nodes, multi
ast where one node transmitsdata destined for all nodes in a multi
ast group, and broad
ast1 [Bak95℄,where one node transmits data to all other nodes in its lo
al network.Enabling these 
ommuni
ation patterns in a MANET raise several issues,among those are 
hanges in the physi
al, data link and network layers of theOSI proto
ol sta
k [LO02℄. The remaining parts of this report will fo
us onthe issues and 
hallenges related to the network layer, in parti
ular thoserelated to the pro
ess of broad
asting in MANETs.1The term �broad
ast� does here loosely in
lude both �Dire
ted Broad
ast� and �Lim-ited Broad
ast� [Bak95℄



1.3 Broad
ast Proto
ols 3The following se
tion presents an example of how two broad
ast proto-
ols 
an a
hieve di�erent amounts of bandwidth overhead involved in broad-
asting a message, and gives a presentation and evaluation of major works
ondu
ted to evaluate di�erent broad
ast proto
ols.1.3 Broad
ast Proto
olsBroad
ast is utilised in three of the routing proto
ols [JMHJ02, PBRD02,JMQ+02℄ 
urrently being developed in the MANET working group [man02℄,for the purpose of distributing 
ontrol tra�
. Furthermore, broad
ast maybe used for transporting data for user appli
ations.For the purpose of this work, broad
ast is de�ned as follows.Broad
ast: �the pro
ess of delivering a pa
ket to every node withinthe MANET under 
onsideration.�The fa
t that bandwidth is a 
onstrained resour
e in MANETs [CM99℄motivates the use of optimised broad
ast proto
ols. The optimisations 
on-sidered in this work are intended to redu
e the bandwidth overhead and toimprove the probability of delivering a broad
ast pa
ket to all nodes in theMANET. For the purpose of this work, bandwidth overhead is de�ned asfollows.Bandwidth Overhead: �the number of unne
essary forwards in-volved in delivery of a broad
ast pa
ket to all nodes in the MANETunder 
onsideration.�Observing that the wireless network mediummay have inherent broad
ast
apabilities, as those found in e.g. IEEE 802.11 networks, it is 
lear that in a
ollision-free environment, a single broad
ast message will be re
eived by allnodes within transmission range of the sender. Thus, by redu
ing the numberof transmissions required to 
over all nodes in the network, the bandwidthoverhead of broad
asting a message 
an be redu
ed. One example of theideal redu
tion is illustrated in �gure 1.2.For the purpose of this work, the term �transmit� denotes the originaltransmission of a pa
ket. Nodes other than the originator is said to �forward�the pa
ket.If all nodes re
eive the pa
ket, eight forwards will o

ur, as illustratedin �gure 1.2b. This algorithm is denoted �Classi
 Flooding�. The minimaloverhead is a
hieved by letting only the nodes in the minimal 
onne
ted dom-inating set forward the message, in this situation generating two forwards,as illustrated in �gure 1.2
.



4 Introdu
tion
(a) (b) (c)

Legend
MANET node

originating node

forwarding node

link

packet transmission
or forwardFigure 1.2: (a) An example MANET. (b) Classi
 Flooding generates 8 for-wards. (
) Broad
ast via nodes in the minimal 
onne
ted dom-inating set generates 2 forwards.1.3.1 Related WorkWith respe
t to the evaluation of MANET broad
ast proto
ols, two worksstand out: [NTCS99℄ and [WC02℄. The subje
ts and 
on
lusions of theseworks are presented below. Further, broad
ast proto
ols are applied ina number of uni
ast routing proto
ols developed in the MANET workinggroup [PBRD02, JMHJ02, JMQ+02℄.� [NTCS99℄ 
onsiders the issues of redundant rebroad
asts, 
ontentionand 
ollision, as a whole referred to as �the broad
ast storm problem�.Through analysis, it is shown that the maximum additional 
overagewhi
h 
an be obtained by the �rst forward of a originated message is61% of the area 
overed by the original transmission. By simulation, itis shown that the expe
ted additional 
overage for a node qui
kly drops,as the number of dupli
ate messages re
eived by that node in
reases.When re
eiving four or more dupli
ates, a node's expe
ted additional
overage is below 0.05%. Furthermore, it is shown by analysis that
ontention and 
ollision are also likely to be present, adding further tothe broad
ast storm problem.Next, probability-based, distan
e-based, lo
ation-based and 
luster-based broad
ast s
hemes are evaluated using a 
ustom-built networksimulator. From the simulation results, it is 
on
luded that the largestredu
tion of redundant rebroad
asts are a
hieved by the lo
ation-basedproto
ols.� [WC02℄ de�ne four 
lasses of broad
ast proto
ols: simple �ooding,probability based methods, area based methods and neighbour know-ledge based methods.



1.3 Broad
ast Proto
ols 5A performan
e 
omparison of proto
ol 
lasses is 
ondu
ted, using thenetwork simulator �ns2�. One proto
ol is sele
ted to represent ea
h
lass. Furthermore, a worst-
ase bound is in
luded, represented by theClassi
 Flooding algorithm, and a theoreti
al best-
ase is representedby �ooding via the minimum 
onne
ted dominating set in ea
h simu-lated node 
on�guration.The proto
ols are studied in stati
 networks, mobile networks, 
on-gested networks and a 
ombination of the three, with the purpose ofpinpointing situations where the proto
ols perform well, and where im-provements are possible.This results of this work supports the 
on
lusion in [NTCS99℄, namelythat the lo
ation-based s
heme yields better performan
e than theprobability and 
ounter based s
hemes. Furthermore, it is 
on
ludedthat the neighbour knowledge based proto
ols yield even better per-forman
e, and dire
tions for future examinations of proto
ols in this
lass are given.The work of the MANET working group is targeted towards stabilisationand standardisation of MANET routing proto
ols. Of the six MANET rout-ing proto
ols 
urrently having status as IETF drafts, DSR [JMHJ02℄ andAODV [PBRD02℄ use Classi
 Flooding as a broad
ast me
hanism. OLSRuses multipoint relays (MPRs) to optimise the broad
ast of 
ontrol mes-sages [JMQ+02℄. This te
hnique is in the 
lass of neighbour knowledge basedproto
ols.Evaluation and 
omparison of the performan
e of these proto
ols havebeen 
arried out in, e.g., [CHCB01, DPR00, Qay00, BMJ+98, JLH+99b℄.These works evaluate the overall performan
e of the routing proto
ols. Ana-lyti
al evaluations of the optimisation of OLSR by broad
asting via MPRsis presented in [JL99, QVL00℄.Evaluation of Related WorkThe observations in [NTCS99℄ regarding the broad
ast storm problem showthat redu
tions in the bandwidth overhead over the Classi
 Flooding ap-proa
h are a
hievable by redu
ing the number of redundant forwards. Thesimulation results presented in[NTCS99℄ are problemati
, as the behaviourof the 
ustom-built simulator is not spe
i�ed in detail, thus not allowing for
omparison with results from other simulators in widespread use.The 
omparison of broad
ast proto
ol 
lasses in [WC02℄ are based onsimulations of one or two proto
ols sele
ted to be representative for ea
h 
lass.The sele
tion of proto
ols is based on 
onsiderations about the theoreti
al



6 Introdu
tionfun
tionality of the proto
ols, and 
omparisons of previous simulation results,obtained from di�erent works whi
h do not use the same simulation tools andte
hniques.Work 
ondu
ted so far to evaluate and 
ompare DSR, AODV and OLSRhas fo
used on the performan
e of the routing proto
ols as a whole. No knownlarge simulation based studies evaluate the performan
e of the broad
astme
hanisms applied in these routing proto
ols exist.1.4 S
enario Based Proto
ol EvaluationThe development of routing proto
ols tailored for use in MANETs is ana
tive area of resear
h, embra
ing routing proto
ol spe
i�
ation and formalproofs of 
orre
tness, as well as evaluation and 
omparison of the perform-an
e of various routing proto
ols. S
enario based evaluation is widely usedto evaluate and 
ompare proto
ols, and three approa
hes to s
enario basedevaluation exist: formal analysis, simulation and pra
ti
al experiments.1.4.1 Formal AnalysisFormal analysis of proto
ol performan
e as in [JL99, JV00℄, is a feasiblemethod to examine the 
ommuni
ation and 
omputation 
omplexities ofrouting proto
ols, isolated from the e�e
ts imposed by a
tual implement-ations, network media 
hara
teristi
s and 
hanging signal propagation 
on-ditions. The proto
ol performan
e results obtained by formal analysis is thusindependent of network 
onditions.Though not impossible, formal analysis be
omes intra
tably 
omplex andtime-
onsuming in 
omplex s
enarios. Hen
e, formal analysis has its limitsboth with respe
t to the degree of realism and the 
omplexity of the analyseds
enarios.1.4.2 SimulationEvaluation through simulation is performed using a software network simu-lator providing a model of a network environment, in whi
h routing proto
ols
an be implemented. Evaluation of a proto
ol is done by simulating the pro-to
ol operation in various s
enarios, whi
h de�nes node 
on�gurations andmovements, 
ommuni
ation patterns and physi
al surroundings. The per-forman
e of the proto
ol 
an be observed as its ability to route the tra�
generated in a s
enario, and is measured as the a
tual network perform-an
e. E.g., pa
ket delivery rates, path lengths and bandwidth 
onsumptiona
hieved by the proto
ol.



1.4 S
enario Based Proto
ol Evaluation 7Current network simulation tools are restri
ted to evaluation of two-dimensional s
enarios, to keep the 
omputations required by the networkenvironment model at a reasonable s
ale. The realism of the simulation res-ults are limited by the a

ura
y of the simulators model of the real world.1.4.3 Pra
ti
al ExperimentsPra
ti
al experiments is the third approa
h to evaluating MANET routingproto
ols. Typi
ally, su
h experiments are 
ondu
ted by 
reating a set-upof a number of nodes, e.g., notebooks equipped with IEEE 802.11 networkinterfa
es.The performan
e of a routing proto
ol 
an be measured by observingproperties of the 
ommuni
ation between nodes. The bene�t of this methodis that it shows the performan
e of a real, spe
i�
 implementation of a routingproto
ol, and in
ludes any e�e
ts imposed by network te
hnology, physi
almobility and physi
al surroundings. The size of the s
enarios that 
an be
onstru
ted is 
onstrained by the available equipment.Naturally, 
ondu
ting pra
ti
al experiments implies great 
osts in merelyobtaining the ne
essary hardware. The de�nition of the s
enarios in use 
anbe more or less spe
i�
: des
ribing �three nodes in an o�
e environment�as opposed to �three nodes pla
ed at 
ertain 
oordinates in an otherwiseempty Faraday 
age�. The latter allows for unknown fa
tors to be present inthe environment, whi
h leads to a redu
ed, but not ne
essarily unsatisfying,degree of reprodu
ibility.1.4.4 Sele
tion of A Method For Proto
ol EvaluationThe three approa
hes to s
enario-based evaluation illustrate the tradeo�between the desire to obtain reprodu
ible evaluation results with foundationin logi
al reasoning, and evaluating proto
ols in realisti
 s
enarios, 
onsider-ing as many properties of a real-life environment as possible.Formal analysis is 
onstrained to simple s
enarios, in environments thatdo not des
ribe the detailed 
hara
teristi
s of the wireless network. Pra
ti
alexperiments, on the other hand, evaluate proto
ols in realisti
 environments,at the expense of large experimental 
osts, and to some extent, reprodu
ib-ility of the results.Simulators provide a tradeo� between formal analysis and pra
ti
al ex-periments, allowing for evaluation of larger and more 
omplex s
enarios thanformal analysis allows, at less than the 
ost involved pra
ti
al experiments.Hen
e, for the present work, network simulators are sele
ted as the methodfor performing s
enario based proto
ol evaluations.



8 Introdu
tion1.5 Large-s
ale Simulation Based StudiesA 
omprehensive evaluation of a MANET routing proto
ol, with the goal ofdemonstrating the overall proto
ol performan
e, should 
ontain statisti
allysigni�
ant results, showing the proto
ol performan
e in a variety of s
en-arios. One method to ease the work required to 
ondu
t su
h evaluationsis des
ribed in se
tion 1.5.1. Related work and existing tools to managelarge-s
ale simulation based proto
ol evaluations is presented and evaluatedin se
tion 1.5.2.1.5.1 A Simulation Ma
hineryWith the desire for large-s
ale simulation based studies in mind, this se
tiondes
ribes a method to e�
iently 
ondu
t su
h studies. Figure 1.3 illustratesa �simulation ma
hinery�, intended to automate the pro
ess of 
ondu
tinglarge amounts of simulations.
Results for
publication

Protocol 
specifications

Scenario 
characteristics − Scenario generation

− Result analysis and visualisation

Simulation Machinery

− Parallelised simulation execution

Figure 1.3: The simulation ma
hinery.The simulation ma
hinery takes as input abstra
t s
enario des
riptionsand proto
ol implementations and, with little or no intera
tion, arrives ata visual presentation of the simulation results. This is an e�
ient methodfor 
ondu
ting large amounts of simulations, potentially speeding up thesimulation pro
ess and minimising the amount of manual work involved.Condu
ting a large amount of simulations based on the input of s
enario
hara
teristi
s and proto
ol des
riptions is a task that lends itself to auto-mation. The large 
omputational requirements involved with 
ondu
ting thesimulations motivates parallelisation of the 
omputationally intensive taskspresent in the ma
hinery.It is noti
ed that su
h a ma
hinery must be able to support a wide range ofdi�erent simulation studies to be su

essful. Furthermore, a �exible, generi
simulation ma
hinery is required to ful�l requirements set by di�erent typesof simulations, while maintaining the role of an e�
ient aid for 
ondu
tingthe simulations.



1.5 Large-s
ale Simulation Based Studies 9Stru
turing su
h a simulationma
hinery as a simulation framework, providesthe requested �exibility: existing and new tools 
an be integrated, and in-dividual tools in su
h a framework 
an be upgraded and repla
ed, withoutin�uen
ing the other parts of the framework.1.5.2 Related WorkThis se
tion will give an overview of the main works in the �eld of proto
olevaluation by simulation, emphasising on the simulations 
ondu
ted in theseworks, and leaving out the 
on
lusions drawn from these simulations. First,three major works in the �eld of simulation based studies are presented,to identify the quantity of simulations 
ondu
ted. Next, software tools for
ondu
ting simulations are presented.Simulation based studies� [CHCB01℄ presents a s
enario based evaluation of the OLSR proto
ol,
ondu
ted using ns2. S
enarios of 50 nodes moving within an area of1000� 1000 m were simulated for a duration of 250 se
onds, using one�xed tra�
 load imposed on the network. By in
luding and ex
ludingjitter on the 
ontrol tra�
 of OLSR, and by using various hold-ba
ktimes for piggyba
king 
ontrol tra�
, a total of 420 simulations arede�ned to evaluate the two optimisations of OLSR.� [DPR00℄ 
ompares the performan
e of DSR and AODV through treesets of simulations, one set using 1500 � 300m / 50 node s
enarios,the other two using s
enarios of 2200 � 600m / 100 nodes. Five ran-dom s
enarios are generated for ea
h simulation set, and by varyingthe number of tra�
 sour
es, the amount of mobility and the o�erednetwork load, a total of 600 simulations (300 per proto
ol) are de�nedto 
ompare the two proto
ols.� [JLH+99a℄ 
ompares the performan
e of DSR, AODV and DSDV [PB94℄using �ve sets of simulations, of 1000�1000 and 1500�300m. Only ones
enario is generated for ea
h set of simulations. By varying the o�erednetwork load and the amount of mobility, a total of 123 simulations arede�ned to 
ompare the three proto
ols.Tools for 
ondu
ting simulationsThe 
ondu
tion of simulations en
ompasses both the network simulator andauxiliary tools: s
enario generators are used for automati
 
onstru
tion ofs
enarios, and generi
 job s
heduling systems are available for distribution of
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al
ulations. Existing tools for those purposes are shortly presented in thefollowing.Simulators: Four network simulators are used to 
ondu
t the majority ofstudies of routing proto
ols:OpNet [opn02℄ is a 
ommer
ial simulator, integrating the implement-ation of proto
ols, spe
i�
ation of network s
enarios, and 
ondu
tionof simulations in a graphi
al environment. No graphi
al user interfa
esare present for the other two simulators 
onsidered here, making OpNetunique in this respe
t.ns2 [pro02℄ has be
ome the de-fa
to simulator applied in resear
h work.ns2 is open-sour
e software, whi
h gives free a

ess to modify the 
om-plete simulator sour
e 
ode, and to publish the modi�
ations. A a widerange of features are therefore present in or available for ns2, many ofthem 
ontributed by the simulator's user 
ommunity.GloMoSim [glo02℄ is freely available for edu
ational purposes, in
lud-ing a

ess to the simulator sour
e 
ode. Its use is observed in severalresear
h works, but this simulator has a smaller user 
ommunity, andla
ks the wide range of features present in ns2.QualNet [qua02℄is a 
ommer
ial simulator, derived from GloMoSim.QualNet is 
hara
terised by a dedi
ated e�ort towards a
hieving a de-tailed model of the physi
al and data link layers.S
enario Generators: Along with the ns2 distribution 
omes separate util-ities (setdest and 
brgen) for generating random node movement pat-terns and random 
ommuni
ation patterns. Together, they enable gen-eration of simple s
enarios. Another s
enario generator, wsg [CHCB01℄,
ombines both features in the same tool.Job S
hedulers: The �Maui S
heduler� [SRDG02℄ is an advan
ed, generi
bat
h s
heduling system intended for use on large 
lusters of ma
hines.Due to its large sele
tion of advan
ed features, a
hieving a 
omprehens-ive understanding of the s
heduler and the required resour
e managersoftware requires a large e�ort.Evaluation of Related WorkAmong the major works in simulation-based proto
ol evaluation, [CHCB01℄presents by far the highest number of di�erent s
enarios for ea
h set of s
en-ario parameters. This work, as well as [DPR00℄, uses automati
 s
enario gen-eration. The largest number of simulations from whi
h results are presented



1.6 Goals 11is 600, observed in [DPR00℄, but only in [CHCB01℄ is the statisti
al signi�
-an
e of the results 
onsidered.The need for 
ondu
ting larger simulation-based studies is indeed present,as statisti
al signi�
ant results are obviously preferable to single samples.Nevertheless, the existing studies are all limited to presenting results froma 
ouple of hundreds simulations. One reason may be that little software ispresently available to aid the pro
ess of 
ondu
ting simulations, and the la
kof integration between this software and the network simulator makes thetask of 
ondu
ting simulations time-
onsuming and tedious.Though several tools usable for 
ondu
ting large quantities of simulations,no known work exists that investigates the integration between these tools,with the goal of aiding the 
ondu
tion of simulations.As it is more advan
ed than the two other tools presented, wsg is sele
tedfor s
enario generation. Of the four network simulators des
ribed, only ns2is open sour
e software. Due to the free availability, and the possibility ofreading, modifying and extending the sour
e 
ode, ns2 is sele
ted as thesimulator for this work.1.6 GoalsIt has be
ome 
lear that large s
ale simulation-based studies of MANETbroad
ast proto
ols is yet to be published, and that a simulation frameworkautomating the simulation pro
ess 
an aid su
h a study. Addressing theseissues, the goals of this work are as follows:� sele
t a set of broad
ast proto
ols and generi
 extensions that 
anbe implemented on standard MANET nodes with minimal intrusive
hanges and requirements, and de�ne a strategy for evaluating thoseproto
ols,� develop a simulation framework that automates exe
ution of individualsimulations as well as parallel exe
ution of large bat
hes of simulations,� evaluate the sele
ted broad
ast proto
ols, through an extensive simulation-based study, using the developed simulation ma
hinery to 
ondu
t thesimulations, and� evaluate the simulation ma
hinery as a method for automati
 simu-lation pro
essing, based on the experien
es gathered from using thema
hinery to 
ondu
t simulations.
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tion1.7 Report OutlineThe remains of this report are stru
tured as follows: 
hapter 2 des
ribes asolution for the generi
 problem of eliminating dupli
ate pa
kets that o

urswhen using multi
ast and broad
ast in MANETs.Chapter 3 des
ribes di�erent 
lasses of MANET broad
ast proto
ols.From one of these 
lasses, a set of proto
ols is sele
ted, and generi
 extensionsintended to improve their performan
e are proposed.Chapter 4 des
ribes the simulation framework whi
h has been developedto help 
ondu
t a simulation based study of the sele
ted broad
ast proto
olsand extensions.The sele
ted broad
ast proto
ols and extensions are evaluated in 
hapter 5,and the simulation framework is evaluated in 
hapter 6.Con
lusions are drawn in 
hapter 7, whi
h also presents dire
tions forfuture work.1.8 SummaryTwo major subje
ts are introdu
ed in this 
hapter: MANETs and simula-tion based proto
ol evaluation. With the advan
es in wireless networkingte
hnology, the 
onstru
tion of MANETs is possible. One of the 
hallengesthat must be addressed to a
hieve good 
ommuni
ation performan
e in aMANET is the routing of tra�
. An overview of the existing evaluationsand 
omparisons of routing proto
ols reveals that a 
omprehensive study ofneighbour-knowledge based broad
ast proto
ols is yet to be 
ondu
ted.S
enario based proto
ol evaluation based on simulations present itself asthe most feasible way to 
ondu
t su
h a study, and a simulation ma
hineryto automate the simulation pro
ess is presented as a tool to aid su
h studies.The next 
hapter des
ribes a solution for the generi
 problem of elimin-ating dupli
ate pa
kets that o

urs when using multi
ast and broad
ast inMANETs, being a prerequisite for the spe
i�
ation of broad
ast proto
ols in
hapter 3.



Chapter 2Dupli
ate Pa
ket EliminationThis 
hapter addresses the issue of eliminating dupli
ate multi
ast andbroad
ast pa
kets, that appear in MANETs. Se
tion 2.1 introdu
es the over-all problem and approa
h to a solution. Se
tion 2.2 elaborates on the 
auseof nodes re
eiving dupli
ate pa
kets. Se
tion 2.3 proposes a solution to theremedy the problem, using only the information present in the IPv4 header,and estimates the storage requirements put forth by this solution.2.1 Introdu
tionThe version 4 Internet Proto
ol [Joh81℄ (IPv4) was designed for use in wirednetworks. The 
ombination of the inherent broad
ast 
apabilities present inthe wireless network medium, and the addressing s
heme applied for mul-ti
ast and broad
ast, 
auses dupli
ate pa
kets to be re
eived during the for-warding pro
ess.Preventing the dupli
ates from appearing is an infeasible approa
h, as itrequires 
hanges in the basi
 properties MANETs, i.e., removing the broad-
ast 
apabilities. This 
hapter investiagtes a feasible approa
h to addressingthe issue, namely to eliminate the dupli
ates.2.2 The Cause of Dupli
ate Pa
ketsBroad
ast 
an be observed as an instan
e of multi
ast, using as destinationa group in whi
h every node is member. This group may be addressed usingsome reserved multi
ast IPv4 address, referred to as All-Manet-Nodes.MANET nodes typi
ally use the same wireless interfa
e for re
eiving andsending pa
kets. When a node forwards a pa
ket, the transmission is over-heard by both the �next-hop� and �previous-hop� nodes, 
ausing a dupli
ateof the pa
ket at the previous-hop node, as illustrated in �gure 2.1a. Forward-ing of pa
kets on wired networks does not 
ause this problem, as pa
kets areforwarded through another interfa
e than the one from whi
h they were re-
eived, as illustrated in �gure 2.1b. 13
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MANET Node

Wired network
router

Wireless interface
transmission radius

A CBA CB

Packet transmission

Legend

(a) (b)

Network interfaceFigure 2.1: (a) Dupli
ate pa
kets appear when nodes share a broad
ast me-dia, and use only one interfa
e. (b) In wired networks usingmultiple interfa
es the problem is avoided.When a node transmits a pa
ket on a broad
ast media (regardless ofwhether it is uni
ast, broad
ast, or multi
ast) lo
al �ltering is required at there
eivers to determine whether or not the pa
ket is intended for re
eption onthis node. For uni
ast the �ltering is straightforward: the re
eiving interfa
e
ompares its own MAC address with that present in the MAC frame headerof a pa
ket, and dis
ards the pa
ket silently if they mismat
h.When multi
asting and broad
asting a pa
ket, the destination in theIPv4 header and, 
orrespondingly the MAC frames, is set to the multi
astor broad
ast address. For multi
ast, the group members may a

ept thepa
ket, and non-member nodes 
an silently dis
ard it. In 
ase of broad
ast,all re
eiving nodes may a

ept the pa
ket.The trouble arise due to the 
ombination of the broad
ast nature of themedia, and the properties of the MAC addressing s
heme: nodes may re-
eive both the original transmission of a pa
ket and subsequent forwards.When forwarding a uni
ast pa
ket, a new destination is used for the MACframes generated on forwarding, allowing dupli
ate pa
kets to be dis
arded,as illustrated in �gure 2.2a.When forwarding a multi
ast or broad
ast pa
ket, however, the destin-ation address for the forwarded pa
ket remains the same as in the originaltransmission. As illustrated in �gure 2.2b, the originator 
an dis
ard thedupli
ate pa
kets by observing that its own address equals that in the origin-ator �eld of the IPv4 header1, but other re
eivers must 
onsider additionalinformation to identify possible dupli
ate pa
kets. The worst 
ase appearswhen dupli
ate pa
kets are not dropped due to, e.g., 
ollisions, and thereforeloops between two or more nodes, until its TTL rea
hes zero.1Normally, the MAC layer �lters the in
oming pa
kets before delivering them to the IPlayer [Ste94℄, but further �ltering in the IP layer, based on the originator and destinationaddress of a pa
ket, is possible.
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Figure 2.2: (a) Forwarding uni
ast pa
kets using a shared broad
ast mediaenable nodes to eliminate dupli
ates at pa
kets at the MAC layer.(b) For multi
ast pa
kets, dupli
ates 
annot be eliminated atthe MAC layer. All nodes in this example are members of themulti
ast group used.Noti
e that the problem of dupli
ates o

urs independently of multi
astand broad
ast. As an example, the OLSR, AODV and DSR routing proto-
ols spe
ify forwarding of pa
kets sent to the Limited Broad
ast IPv4 address(255.255.255.255) to distribute 
ontrol messages. These proto
ols solve theproblem individually, by dupli
ate elimination of 
ontrol messages as part ofthe routing proto
ol. The me
hanism for eliminating dupli
ate messages isindependent of that for dupli
ate IPv4 pa
kets, as dupli
ate messages are for-warded by the routing proto
ols, resulting in generation of new IPv4 pa
kets.In this work, only elimination of dupli
ate IPv4 pa
kets is 
onsidered.2.3 Eliminating Dupli
ate Pa
ketsSystems and appli
ations developed for use in wired networks are not requiredto deal with dupli
ate pa
kets. Maintaining the fun
tionality of these systemswhen migrating to wireless network environments requires a general s
hemeto be devised, whi
h operates at a level below the appli
ation layer.2.3.1 Approa
h For Dupli
ate EliminationAs des
ribed in se
tion 2.2, it is ne
essary to use other information thanjust the destination address of pa
kets to determine if a given pa
ket is a
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ate Pa
ket Eliminationdupli
ate. [LO02℄ des
ribes four solutions in two di�erent 
ategories, brie�ysummarised here:Dupli
ate elimination based on node addressesThese solutions depend on the ability to identify the node whi
h sent thepa
ket, and 
onsider this information during the de
ision of whether to for-ward a pa
ket.� In
lusion of the address of the sender of a pa
ket, in addition to thealready present originator address.� Tunnelling of pa
kets through uni
ast IP-in-IP tunnels that allowsnodes to identify the remote endpoint (and hen
e the sender) of re-
eived pa
kets.Dupli
ate elimination based on pa
ket identi�
ationThese solutions depend on the ability to uniquely identify pa
kets or MACframes, and enable dupli
ate elimination by mat
hing re
eived pa
kets orframes, with a history of earlier re
eptions.� Sequen
e numbering of IPv4 headers, by having the sour
e node in
ludea sequen
e number in the IPv4 header, and letting ea
h node maintaina history of sequen
e numbers of re
eived pa
kets.� Sequen
e numbering of MAC frames: the sender of a MAC frame in-
ludes a sequen
e number, and ea
h node maintains a history of se-quen
e numbers.In the following se
tion, the solution of sequen
e numbering of IPv4 head-ers is revised to operate solely on information already present in the IPv4header.2.3.2 Using The �IP Identi�
ation� FieldThe te
hnique, applied lo
ally by ea
h node to eliminate dupli
ate pa
kets, isbased on prin
iples of dupli
ate pa
ket elimination in [LO02℄. In the presentsolution, the existing Identi�
ation and Fragment O�set �elds of the IPv4header are used instead of the IP sequen
e number introdu
ed in [LO02℄,thus avoiding additional information to be in
luded in the IPv4 header.The value of the 16-bit IP Identi�
ation �eld in the IPv4 header is in
re-mented ea
h time a node generates a new IPv4 pa
ket. In 
ase fragmentation
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ate Pa
kets 17is required, all fragments of a pa
ket have an identi
al value 
opied into theIP Identi�
ation �eld. Ea
h fragment of a pa
ket has the �more fragments��ag set, and the �Fragment O�set� �eld 
ontains the o�set of the presentfragment from the beginning of the original IPv4 pa
ket [Ste94℄.Ea
h node holds a history of tuples of the form hOriginator, Destination,IP-Identi�
ation, Fragment-O�set i, one tuple for ea
h multi
ast pa
ket thenode has re
eived.When a node re
eives a multi
ast IPv4 pa
ket, a lookup in the node'spa
ket history is performed to determine whether the pa
ket has been re-
eived before. If this is the 
ase, the pa
ket is silently dropped. Otherwise,an entry for the pa
ket is added to the history, and the pa
ket is furtherpro
essed for routing and/or delivery to appli
ations.2.3.3 Pa
ket history sizeAs the history of re
eived pa
kets introdu
es storage requirements on ea
hnode, it is relevant to estimate the amount of storage required. The followings
enario lets a node re
eive the maximum possible rate of unique pa
kets per
hannel in an IEEE 802.11 network:� the re
eiver is equipped with a number of 802.11 wireless interfa
es,ea
h operating at di�erent of 11 Mbps 
hannels,� one tra�
 sour
e for ea
h di�erent 
hannel exists, and� the bandwidth of ea
h 
hannel is 
onsumed entirely by multi
ast IPv4pa
kets with zero-length payload, destined for a single multi
ast group.The pa
ket rate for a single 
hannel is now 
al
ulated. To simplify the
al
ulation, pa
ket pro
essing delay is not 
onsidered. This does, indeed, notde
rease the rate with whi
h pa
kets 
an be delivered, and hen
e handled bythe dupli
ate elimination pro
ess.An empty IPv4 pa
ket is mapped onto a single IEEE 802.11 MAC frame,resulting in a total of 38 bytes to be transmitted (20 bytes IPv4 header, and 18bytes MAC frame overhead). With an inter-frame gap of 92 �se
, this resultsin pa
kets being transmitted at a rate of 8359 pa
kets per se
ond [so
99℄.As no fragmentation is expe
ted to be present due to the pa
ket size of 38bytes, the 16-bit IP Identi�
ation value will wrap after 7.84 se
onds. Thus,it does not make sense to store more than 7.84 se
onds, or 65535 pa
kets, ofhistory.Ea
h tuple of the format proposed in se
tion 2.3.2, 
an be stored using 12bytes, requiring a total of 767 KB for sequen
e number history per available
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hannel. In addition to this, an overhead may be introdu
ed by the datastru
ture used for the pa
ket history.2.4 SummaryDue to the pro
edure for mapping IPv4 multi
ast and broad
ast addresses toMAC addresses, the destination MAC address of these pa
kets is not 
hangedduring forwarding. Hen
e, dupli
ate elimination is required in situationswhere a node re
eives dupli
ates of the same IPv4 pa
ket.A solution based on pa
ket history enable dupli
ate elimination using theinformation in the IPv4 header. Ea
h node re
ords tuples uniquely identi-fying all re
eived multi
ast and broad
ast pa
kets, and performs lookup inthis time-
onstrained history, dis
arding any pa
kets re
eived more than on
ewithin the history timeout period. A worst-
ase 
al
ulation shows that theproposed solution results in a maximum storage requirement for a single nodeof 767 KB raw pa
ket history information per available 
hannel.In the following 
hapter, broad
ast proto
ols and generi
 proto
ol exten-sions are sele
ted for evaluation. The proto
ols all rely on dupli
ate elim-ination to be performed, hen
e being obvious targets for appli
ation of thesolution just presented.



Chapter 3MANET Broad
ast Proto
ols
This 
hapter des
ribes algorithms to perform broad
ast in MANETs, andpresents the sele
tion of broad
ast proto
ols to be evaluated through thesimulation-based study des
ribed in 
hapter 5.Se
tion 3.1 introdu
es the overall problem, and se
tion 3.2 presents ageneri
 broad
ast algorithm whi
h 
an be extended to a

ommodate the be-haviour of any MANET broad
ast algorithm. Se
tion 3.3 present a sele
tionof broad
ast proto
ols and generi
 extensions to be evaluated in this work.The evaluation strategy des
ribed in se
tion 3.4 estimates the number of sim-ulations ne
essary for the evaluation, and se
tion 3.5 summarises the 
hapter.3.1 Introdu
tionRegarding a MANET as a dire
ted graph (where nodes are verti
es, andlinks are edges), allows the problem of broad
asting a message to be restatedas �propagating a message from one vertex to the remaining verti
es via theavailable edges�.Redu
tions in the bandwidth overhead of broad
asting 
an be a
hievedby pruning the set of verti
es through whi
h a pa
ket is forwarded. Thepruning 
an be done by a broad
ast algorithm that determines a set of nodesfor broad
asting a pa
ket. As illustrated in �gure 1.2, an optimal redu
tionof the bandwidth overhead is a
hieved by using the nodes in the minimal
onne
ted dominating set for broad
asting [SK96, CL02, AWF02℄.To be appli
able in the 
ontext of MANETs, su
h an algorithm should op-erate in a 
ompletely distributed fashion, using information available lo
allyat ea
h node.With the goal of in
reasing the probability of delivering a pa
ket to allnodes in the MANET, the broad
ast proto
ols 
an be 
ombined with severalgeneri
 extensions. 19



20 MANET Broad
ast Proto
ols3.2 A Generi
 Broad
ast AlgorithmPa
kets intended for pro
essing by a MANET broad
ast algorithm must bere
ognisable by their destination address. To avoid 
on�i
ts between thesemanti
s de�ned for the Limited and Dire
ted Broad
ast addresses for wirednetworks, a spe
i�
 address for broad
ast in MANETs is introdu
ed. Thisaddress is denoted All-Manet-Nodes.A generi
 algorithm for broad
ast of pa
kets 
an be spe
i�ed as follows:A node forwards a pa
ket at most on
e within a limited amount of time,if and only if the following 
onditions are ful�lled:1. the pa
ket is destined for the All-Manet-Nodes address, and2. the pa
ket has not been re
eived (or alternatively, forwarded)earlier, and3. no other 
onstraints spe
i�
 to the forwarding algorithm in useprevent the pa
ket from being forwarded.Noti
e that the time 
onstraint present in the algorithm above, origin-ates from use if the dupli
ate elimination me
hanism des
ribed in 
hapter 2.Ea
h of the above 
onditions will be des
ribed in detail in the following se
-tions 3.2.1� 3.2.3.3.2.1 Condition 1: AddressingCondition 1 states that a message whi
h is to be broad
ast must be destinedfor the All-Manet-Nodes address. Introdu
ing All-Manet-Nodes as an addressdi�erent from the Limited Broad
ast address, requires the sele
tion of the
orre
t address, to rea
h the intended set of re
eivers. Two solutions arepossible:� appli
ations are aware of the semanti
 di�eren
e between the LimitedBroad
ast and All-Manet-Nodes addresses, and sele
ts the 
orre
t onea

ording to their needs, or� a mapping between the Limited Broad
ast address and the All-Manet-Nodes address is performed automati
ally, making every Limited Broad-
ast message rea
h all MANET nodes.The �rst solution maintains the existing neighbour
ast semanti
s of theLimited Broad
ast address, while the se
ond solution e�e
tively removes thepossibility for neighbour
ast via the Limited Broad
ast address. For thepurpose of this work, the �rst solution is sele
ted.



3.2 A Generi
 Broad
ast Algorithm 213.2.2 Condition 2: Dupli
ate Pa
ketsCondition 2 of the generi
 algorithm allows two solutions to be applied foreliminating dupli
ate pa
kets, di�ering on whether dupli
ate pa
kets areeliminated if they have been re
eived or forwarded before.The �rst solution is denoted simple dupli
ate elimination, involving onlyinformation about whether a pa
ket has been re
eived before. The se
ondsolution, denoted extended dupli
ate elimination, eliminates dupli
ate pa
ketsusing information about the forwarding status of the pa
kets. By handlingone 
ase di�erently, this solution allows more pa
kets to be forwarded.Consider the situation illustrated in �gure 3.1: a pa
ket whi
h 
an tra-verse two paths, a and b, to rea
h the same node, N . Path a delivers thepa
ket �rst, but due to a routing 
onstraint in 
ondition 3, N forwards thepa
ket only if it is re
eived via path b. Here, the �previously forwarded�information 
an be utilised: Though N has already re
eived the pa
ket, itmay still forward it, possibly rea
hing un
overed nodes.
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or forwardFigure 3.1: Paths a and b both delivers a pa
ket to node N . The pa
ket viapath a arrives �rst, but only the pa
ket travelling via path b maybe forwarded by N .Information about whether the pa
ket was previously forwarded 
an beapplied to determine whether the pa
ket should be forwarded, resulting inthe de
ision pro
ess illustrated in �gure 3.2 when a pa
ket is re
eived.
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ast Proto
olsIn general, it is desirable to keep the amount of stateful information inrouters at a minimum, as maintenan
e and use of su
h information for thepurpose of forwarding de
isions implies pro
essing and storage overhead. Theintrodu
tion of dupli
ate elimination require MANET nodes to apply statefulinformation when de
iding the fate of pa
kets, i.e., the history of pa
ketidenti�ers.Furthermore, the situation handled by the extended dupli
ate eliminations
heme does not appear in all broad
ast proto
ols. One property must bepresent in the third 
ondition in the generi
 broad
ast algorithm is required,namely that de
ision of forwarding a pa
ket depends on the path traversedby the pa
ket so far. Hen
e, the simple dupli
ate elimination s
heme will beused for all the broad
ast proto
ols evaluated in this work.3.2.3 Condition 3: Proto
ol-spe
i�
 OptimisationsRe
alling �gure 1.2, a broad
ast proto
ol may redu
e the number of forwardsrequired to broad
ast a pa
ket. Condition 3 of the generi
 algorithm leavesroom for exa
tly su
h proto
ol-spe
i�
 optimisations, as any additional rulesmay be added here.3.3 Broad
ast Proto
olsAs stated in se
tion 1.6, one of the main goals of this work is to extensivelyevaluate a set of broad
ast proto
ols. The proto
ols should lend themselvesto implementation with a minimum of intrusion, and minimal system re-quirements, apart from the 
apability to forward pa
kets.In the following se
tions, the proto
ols to be evaluated are sele
ted. Firstfour di�erent 
lasses of broad
ast proto
ols are des
ribed, to determine iftheir system requirements 
an be ful�lled by the 
onstraint of minimal intru-sion and system requirements. With this ba
kground, the spe
i�
 broad
astproto
ols, and a set of generi
 extensions whi
h will likewise be subje
t toevaluation, are sele
ted.3.3.1 Proto
ol ClassesFour 
lasses of MANET broad
ast proto
ols are de�ned by [NTCS99, WC02℄.A short des
ription of the implementation requirements for ea
h of the pro-to
ol 
lasses is given. Following, one 
lass of proto
ols is sele
ted for furtherexamination.
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ast Proto
ols 23Probability based proto
ols apply a very simple s
heme for a
hievingbroad
ast: upon re
eiving a pa
ket, the re
eiver forwards the pa
ketwith probability p (0 � p � 1).Pi
king a random value between 0 and 1 for ea
h pa
ket being forwar-ded appears feasible at �rst sight. However the basi
 features, providedby traditional router implementations � in
luding those of MANETnodes � negates this: a set of forwarding rules are applied to all re-
eived pa
kets, providing no �per-pa
ket-
on�gurable� rules.Counter based proto
ols bu�er re
eived pa
kets. During the bu�eringperiod, the re
eiver 
ounts the number of dupli
ates re
eived for ea
hbu�ered pa
ket. If the number of re
eived dupli
ates is below somethreshold, the bu�ered pa
ket is forwarded, otherwise it is silently dis-
arded.Queues that store pa
kets for immediate routing may be present, inten-ded to bu�er bursts of pa
kets that arrive at a faster rate than they 
anbe pro
essed � not for general-purpose use by routing proto
ols. Also,bu�ering pa
kets in transit exposes the sending and re
eiving appli
-ations to possible e�e
ts of the behaviour of the bu�er, and in
reasesthe end-to-end delay for ea
h pa
ket. Both e�e
ts may be harmful tothe performan
e experien
ed by the 
ommuni
ating appli
ations.Lo
ation and distan
e based proto
ols require information about thelo
ations and physi
al distan
e between nodes respe
tively, to 
al
ulatethe additional 
overage a
hieved if a broad
ast pa
ket is forwarded.Only if the 
overage is above some threshold, the pa
ket is forwarded.The lo
ation or distan
e information 
an be retrieved by GPS, but therequirement that all MANET nodes are equipped with GPS re
eiversis undesired, both due to the 
ost, and be
ause the GPS radio signals
annot propagate in 
ertain 
onditions, e.g., inside buildings.An alternative method for 
al
ulating the distan
e between nodes isproposed in [DRWT97℄: a simple model for radio signal propagation isapplied to 
al
ulate the distan
e based on the re
eived signal power.This simple approa
h has limited �delity, as radio signal propagationdepends highly on the physi
al surroundings, whi
h are not des
ribedexpressed in the signal propagation model.Neighbour knowledge based proto
ols require a method to retrieve to-pology information about the network in whi
h they operate. Theseproto
ols rely on the a
tual 
onne
tivity in the MANET when de
idingto forward pa
kets. Ea
h node 
omputes forwarding rules periodi
ally
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ast Proto
olsfrom its lo
al topology information, obtained through ex
hange of 
on-trol messages between nodes.Having 
omputed forwarding rules, these are installed in the routingtable, where they remain until updated at a later point in time.Standard MANET nodes do provide the ne
essary fun
tionality forneighbour knowledge based proto
ols to ex
hange 
ontrol messages andmanipulate the node's routing table.The 
lass of neighbour knowledge based proto
ols is the only 
lass notrequiring additional hardware or router fun
tionality than what is alreadypresent on basi
 MANET nodes. Thus, proto
ols in this 
lass of proto
ols is
onsidered for further examination.3.3.2 Sele
ting Broad
ast Proto
olsThis se
tion 
on
erns the sele
tion of broad
ast proto
ols. Through the ex-amination of di�erent proto
ol 
lasses, it has be
ome 
lear that the proto
olssele
ted for evaluation in this work should be from the 
lass of neighbourknowledge proto
ols.Several MANET routing proto
ols are based on neighbour knowledge.Nodes using these proto
ols maintain a lo
al base of network topology in-formation, from whi
h routes are 
al
ulated. Of these, only OLSR usesbroad
ast to disseminate topology information. For this reason its broad
astme
hanism is subje
t for evaluation.In addition to neighbour knowledge based proto
ols, other existing broad-
ast proto
ols, whi
h do not su�er from implementation issues, are in
luded,to a
hieve a 
omprehensive 
omparison.MPR FloodingOLSR is the only proa
tive proto
ol utilising broad
ast to keep the topologyinformation in the network up-to-date. It does so in an optimised fashion,by sele
ting a subset of all nodes, the Multipoint Relay nodes, to performforwarding of a given broad
ast pa
ket. Using the MPR nodes to performdata broad
ast is 
ertainly possible. Doing this, the broad
ast proto
ol de-noted �MPR Flooding� is obtained. The MPR Flooding proto
ol is derivedfrom the generi
 broad
ast algorithm des
ribed in se
tion 3.2 by adding as
ondition 3:�the pa
ket is forwarded i� the re
eiving node has been sele
ted asMPR by the sender of the pa
ket.�
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ast Proto
ols 25Determining the fate of a pa
ket using this 
ondition, requires informationabout the IP address of the sender of ea
h pa
ket. This is not problemati
for OLSR messages, as the messages are broad
ast via MPRs using LimitedBroad
ast, originating new pa
kets at ea
h hop that the broad
ast pa
ketstraverse.For arbitrary data pa
kets, the IP header only provides information aboutthe originator. The sender address 
an be in
luded as an IP Option �eld inthe IP header, and updated upon ea
h forward of the pa
ket.Though possible, this is not a pra
ti
al solution, sin
e it requires 
hangesin the standard behaviour of the IP layer, and in
urs additional pro
essingoverhead when pa
kets are forwarded. The Dominating Set Flooding pro-to
ol, des
ribed next, remedies this problem.Dominating Set FloodingDominating Set Flooding provides a me
hanism, equivalent to MPR Floodingin terms of the set of forwarding nodes, while avoiding the requirement forsender information in the IP header.A dominating set of a MANET topology a set of nodes sele
ted su
hthat every other node is adja
ent to at least one node in this set. Observingthat OLSR performs periodi
 broad
ast of TC messages using the MPRoptimisation is the key to a
hieving Dominating Set Flooding, as the setof MPR nodes broad
asting a TC message sent by node N 
onstitute adominating set.Broad
asting data pa
kets via this dominating set 
an be a

omplishedby adding the following requirement as 
ondition 3 of the generi
 broad
astalgorithm:�the pa
ket is forwarded i� the re
eiving node has forwarded thelast TC message originated by a 
ertain node N.�Various sele
tions of N 
an be applied; what is 
ru
ial is:� that the sele
ted node is an MPR (otherwise it does not send TCmessages), and� that all nodes agree upon the sele
tion.Two di�erent ways of making the sele
tion have been 
onsidered for thepurpose of this work:1. Use the MPR with the lowest ID present in the MANET.2. If the originator is an MPR itself, use its own ID. Otherwise, use thelowest ID among the originator's MPRs.
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ast Proto
olsThe �rst solution makes all broad
ast pa
kets traverse a 
ommon shortestpath tree (SPT), 
on
entrating the tra�
 load to that SPT. If the sele
tedtree is temporarily �broken�, this a�e
ts all broad
ast operations.Further, the SPT for the node with the lowest ID may not be the SPTfor the node whi
h originates the data (see Appendix B for an example ofthis situation).In the se
ond solution, pa
kets originated at di�erent nodes may traversedi�erent SPTs, so that outdated knowledge about one ID sele
tion does notin�uen
e broad
asts using other ID sele
tions. Furthermore, the tree de�nedby this ID sele
tion will be a SPT rooted at the originator node, or that ofit's MPRs whi
h has the lowest ID.Reverse Path FloodingReverse Path Forwarding [DM78℄ has been applied in wired networks, e.g.,for the PIM multi
ast proto
ols [pim02℄. This proto
ol uses informationabout shortest paths, provided by an underlying uni
ast routing proto
ol, tomake its forwarding de
isions. Using Reverse Path Forwarding as a broad-
ast proto
ol, for the purpose of this work named �Reverse Path Flooding�,is possible by adding the following as 
ondition 3 in the generi
 broad
astalgorithm:�the pa
ket is forwarded i� it is re
eived from the node sele
ted asnext hop on the shortest path to the originator of the pa
ket.�The information about next hop nodes is provided by the uni
ast routes
omputed by a uni
ast shortest-path routing proto
ol. For the purpose ofthis work, OLSR is sele
ted to provide uni
ast routing information.Using Reverse Path Flooding in a MANET where shortest-path routeshave been established, and where no pa
ket drops o

ur (an ideal situation),all nodes will eventually re
eive a broad
ast pa
ket from the originator nodeitself, or the node sele
ted as next hop towards the originator. Hen
e, allnodes will forward the pa
ket, a situation whi
h most likely in
ludes unne-
essary forwards [NTCS99℄.Classi
 FloodingThe rea
tive MANET routing proto
ols DSR and AODV use broad
ast todisseminate 
ontrol messages when dis
overy of new routes is required. Bothproto
ols use Classi
 Flooding to perform this task (see the example of Classi
Flooding in �gure 1.2b).Classi
 Flooding is not in the 
lass of neighbour knowledge based broad-
ast proto
ols. However, it is in
luded in this study, to 
over the of broad
ast
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ols 27proto
ols used in MANET routing proto
ols. For Classi
 Flooding, no addi-tional 
onstraints are added in 
ondition 3 of the generi
 broad
ast algorithm.Only 
onditions 1 and 2 are applied for this proto
ol.The previously sele
ted broad
ast proto
ols base their operation on thetopology information provided by OLSR. Being a proa
tive routing proto
ol,OLSR spe
i�es periodi
al transmission of messages, in order for ea
h nodein the MANET to maintain its knowledge about the network topology.This introdu
es a 
ommuni
ation overhead whi
h may in�uen
e the per-forman
e of Classi
 Flooding, as the uni
ast and broad
ast proto
ols mustshare the available bandwidth. Therefore, the Classi
 Flooding proto
ol isevaluated both as a stand-alone proto
ol, and in situations where also theOLSR uni
ast proto
ol is used.3.3.3 Proto
ol ExtensionsIn addition to the four proto
ols sele
ted for evaluation, two extensions arein
luded. Ea
h of these extensions 
an be used in 
onjun
tion with ea
h ofthe sele
ted proto
ols.Data Pa
ket Jitter[CHCB01℄ shows through simulations that adding a small, random amountof jitter when forwarding OLSR 
ontrol messages in
reases the delivery rate.The jitter redu
e the 
han
e of 
ollisions when pa
kets are forwarded, hen
e
ausing fewer pa
ket drops. Assuming that the jitter may improve the de-livery rate for data pa
kets as well, the e�e
t of using jitter of various s
aleswhen forwarding data pa
kets will be evaluated.It is noti
ed that adding jitter when forwarding OLSR 
ontrol messageslends itself to straightforward implementation: pro
essing of OLSR 
ontrolmessages is independent of the fun
tionality of the network layer in the IPsta
k. Adding jitter to data pa
kets is less trivial: after the forwarding ruleshas been 
on�gured, the network takes 
are of pa
ket forwarding. Changesmust be made in the network layer to add generi
 support for jitter whenforwarding broad
ast pa
kets.Multipa
ket FloodingThe goal of broad
ast may be hard to ful�l under the presen
e of pa
ket loss.When broad
asting in a MANET subje
ted to small tra�
 loads, the ideaof using the additional available bandwidth to a
hieve a better delivery rate
an be realised.Early versions of TBRPF spe
i�ed the transmission of multiple 
opies of
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ast Proto
olsthe same 
ontrol message to in
rease the 
han
e of reliable delivery [BOT01℄.This idea 
an be transferred to broad
ast of data as well: to a
hieve betterdelivery rate, at the 
ost of extra bandwidth 
onsumption, multiple 
opiesof ea
h originated pa
ket may be sent by the originating node. To des
ribethis behaviour, the notion of �Multipa
ket Flooding� is introdu
ed.The Multipa
ket Flooding algorithm has one tunable parameter, the mul-tipa
ket multiplier denotedm, and pro
eeds as follows when a node originatesa pa
ket:1. transmit the original pa
ket, and immediately hereafter,2. transmit m� 1 
opies of the original pa
ket,This solution may result in ex
essive numbers of 
ollisions when forward-ing pa
kets, as �bursts� of pa
kets are sent a
ross the network, and two nodessending su
h bursts at the same time is likely to 
ause a 
ollision for ea
hsent pa
ket.3.3.4 Summary of sele
ted proto
olsBased on the 
riteria of straightforward integration in MANET nodes, fourbroad
ast proto
ols have been sele
ted, and 
onsiderations regarding theiroperation has been des
ribed. The proto
ols are as follows:� Multipoint Relay Flooding,� Dominating Set Flooding,� Reverse Path Flooding, and� Classi
 Flooding (with and without OLSR)Furthermore, two extensions have been spe
i�ed, to be evaluated in 
on-jun
tion with a sele
tion of the broad
ast proto
ols.� Data Pa
ket Jitter, and� Multipa
ket FloodingThe following se
tion des
ribes the strategy for evaluating the proto
ols,and presents an estimate of the number of simulations required to performthe desired evaluation.



3.4 Evaluation Strategy 293.4 Evaluation StrategyIn order to 
ondu
t an extensive simulation based study of the four sele
tedproto
ols, a strategy for a
hieving the desired results is presented. Twoparameters are, in turn, 
onsidered:1. the 
onditions under whi
h the proto
ols will be evaluated, de�ned bya set of dimensions of a given granularity, and2. the number of simulations required to present statisti
ally signi�
antresults for the proto
ols.Based on the these parameters, the number of simulations to be 
ondu
ted
an be estimated.3.4.1 Dimensions and GranularityThe goal of simulation based study in this work is to evaluate the sele
-ted broad
ast proto
ols in a wide variety of 
onditions. Several des
riptives
enario parameters, e.g., tra�
 load, number of nodes, s
enario size and mo-bility 
an be varied, to a
hieve s
enarios that expose the broad
ast proto
olsto di�erent 
onditions.The simulations will be fo
used on evaluating the broad
ast proto
ols ina wide range of load 
onditions. One �xed, large s
enario s
enario size isused, in whi
h a �xed number of mobile nodes move around with randommobility rate.Variable load 
onditionsThe tra�
 load imposed on ea
h s
enario will be generated using 
onstant-bit-rate (CBR) tra�
 sour
es. Varying load 
onditions are a
hieved by usingdi�erent numbers of streams and by varying the byte rate of ea
h stream.To a
hieve results from whi
h tenden
ies of the proto
ol performan
e 
anbe observed, a variety of 
on�gurations for both the number of streams andthe stream byte rate will be evaluated. Several 
on�gurations of the tunableparameter (the jitter interval or the multipa
ket multiplier) are simulated.This allows the results to be 
ompared with the 
orresponding results for thenon-extended broad
ast proto
ols, to observe the e�e
t of the extension.Tuning of extensionsEa
h of the two extensions presented in se
tion 3.3.3 has a tunable parameter.An evaluation of the extensions will be performed as follows: the extension
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ast Proto
olsis 
ombined with a sele
tion of the broad
ast proto
ols, and simulated in asubset of the load 
onditions in whi
h the original broad
ast proto
ol hasbeen simulated.3.4.2 Statisti
al Signi�
an
eDue to di�erent node mobility and tra�
 patterns, ea
h of the s
enarios gen-erated by wsg may yield di�erent performan
e results. Therefore, a numberof random s
enarios generated from identi
al parameter 
on�gurations aresimulated to a
hieve the average value of ea
h sample point.A

ording to [Wag92℄, a minimum sample size of 30 is ne
essary to a
hieverepresentative averages for values of a population. For the purpose of thiswork, 30 s
enarios are simulated for ea
h 
on�guration of a broad
ast pro-to
ol (possibly 
ombined with one of the proposed extensions), number ofCBR streams, and stream byte rate.3.4.3 Estimated Extent of SimulationsThe number of simulations involved in the desired study is estimated byde
iding on the granularity of the variable parameters. For this purpose, thefollowing terms are de�ned:Tra�
 sour
e 
on�guration: a sele
ted number of nodes having a
tiveCBR streams at any instant during the simulation.Byte rate 
on�guration: a sele
ted rate with whi
h the a
tive CBR streamstransmit data.Jitter interval 
on�guration: a sele
ted range limiting the values that 
anbe attained when sele
ting a random amount of jitter.Multiplier 
on�guration: a sele
ted value of the tunable parameter �m�in the multipa
ket �ooding extension.Table 3.1 illustrates the granularity of two variable parameters for thesimulations of the basi
 proto
ols. The numbers in this table results in atotal of 350 sample points, and with a sample size of 30, this yields a totalof 10.500 simulations.Additionally, it is desired to examine whether the time-
onstrained du-pli
ate elimination history size has any e�e
t. It may be the 
ase that somedupli
ates go undete
ted if re
eived after their information has timed out.For this purpose, a total of 600 simulations are de�ned, as illustrated intable 3.2.



3.4 Evaluation Strategy 31Proto
ol Tra�
 sour
e
on�gurations Byte rate
on�gurationsMPR Flooding 10 7Dominating Set Flooding 10 7Reverse Path Flooding 10 7Classi
 Flooding 10 7Classi
 Flooding with OLSR 10 7Table 3.1: Estimated number of simulations for evaluation of the broad
astproto
ols.Proto
ol Tra�
 sour
e
on�gurations Byte rate
on�gurationsMPR Flooding 10 1Dominating Set Flooding 10 1Table 3.2: Estimated number of simulations for evaluation of dupli
ate elim-ination.Table 3.3 illustrates the granularity of the variable parameters for thesimulations of the jitter extension. 160 sample points are de�ned, for ea
hof whi
h 30 simulations are 
ondu
ted, yielding a total of 4.800 simulations.Proto
ol Tra�
 sour
e
on�gurations Byte rate
on�gurations Jitter interval
on�gurationsDS Flooding &Jitter Extension 10 1 8Classi
 Flooding&Jitter Extension 10 1 8Table 3.3: Estimated number of simulations for evaluation of the jitter ex-tension.Table 3.4 illustrates the granularity of the s
enario parameters for theMultipa
ket Flooding simulations. De�ning a total of 180 sample points, ea
hbeing simulated in 30 s
enarios, this test yields a total of 5400 simulations.The four 
ategories of simulations add up to 21.300 simulations in all.This ex
eeds by far the numbers of simulations 
ondu
ted in previous workpresenting simulation-based studies, and motivates an automated approa
hto 
on�guring and exe
uting the simulations, and for visualising the results.
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ast Proto
olsProto
ol Tra�
 sour
e
on�gurations Byte rate
on�gurations Multiplier
on�gurationsDS Flooding &Multipa
ket Ext. 10 3 3Classi
 Flooding &Multipa
ket Ext. 10 3 3Table 3.4: Estimated number of simulations for evaluation of the multipa
ket�ooding extension.3.5 SummaryThe bandwidth overhead of broad
asting a pa
ket to all nodes in a MANET
an be redu
ed by minimising the number of forwards required to deliverthe pa
ket to all nodes in the MANET. This redu
tion is one of task of thebroad
ast proto
ols 
onsidered in this 
hapter.A generi
 broad
ast algorithm provides the basis for spe
i�
ation of thebroad
ast proto
ols to be evaluated in this work. Four 
lasses of broad
astproto
ols are des
ribed with fo
us on investigating their implementability,and the 
lass of neighbour knowledge based broad
ast proto
ols is sele
tedfor further examination.Four broad
ast proto
ols are sele
ted for evaluation. The three are basedon neighbour knowledge, and the fourth being a traditional approa
h tobroad
asting, present in two of the existing uni
ast MANET routing proto-
ols.Finally, an estimate of the number of simulations required to 
ondu
t thestudy performed in this work is estimated. Condu
ting the large quantityof simulations (21,300 in all) motivate minimising the work involved in 
on-du
ting the simulations. The development of a simulation framework for thispurpose, as suggested in se
tion 1.5.1, is the subje
t of the next 
hapter.



Chapter 4Simulation FrameworkThis 
hapter des
ribes the simulation framework developed in this work,intended to aid the 
ondu
tion of extensive amounts of simulations. Se
-tion 4.1 introdu
es the 
on
ept of a framework used to stru
ture the de-sired simulation. Se
tion 4.2 gives an overview of the framework, and se
-tion 4.3 des
ribes its individual 
omponents. The 
hapter is summarised inse
tion 4.4.4.1 Introdu
tionThe framework developed in this work divides the simulation pro
ess into aset of well-de�ned stages, arranges the data storage required by ea
h stage,and integrates a set of appli
ations spe
i�
 to ea
h stage, into a 
oherentstru
ture that allows ea
h appli
ation to be ex
hanged individually if desired.The following se
tion gives an overview of the platform available for thiswork, to 
larify the requirements is put forth for portability.4.2 Framework OverviewThe simulation framework is divided into a set of dis
rete stages, and di�erentappli
ations are applied to 
omplete the tasks for ea
h stage. Se
tion 4.2.1gives an overview of the platform on whi
h the simulations in this work areto be 
ondu
ted. Se
tion 4.2.2 des
ribes the stages and their relation, andse
tion 4.2.3 des
ribes the organisation of the data storage for these stages.4.2.1 Simulation platformThree 
lasses of ma
hines 
onstiture the platform onto whi
h the simulationframework is applied. The 
lasses are 
hara
terised by di�erent ar
hite
-tures, operating systems and storage organisation, as well as di�erent usage
hara
teristi
s:Cluster ma
hines: a 
luster of seven Linux/Intel ma
hines with limited,33



34 Simulation Frameworkshared disk storage in an isolated environment. The 
luster is usedby a small number of other resear
hers and students. This 
ategorydelivers approximately half of the total 
omputation resour
es.Networked, shared ma
hines: 15 Appli
ation servers and workstations(Solaris/Spar
 and Intel) with limited, shared disk storage. These ma-
hines are a

essible to a large body of resear
hers and students. Theappli
ation servers are powerful, but o

asionally very loaded. This
ategory delivers approximately one quarter of the total 
omputationresour
esIndependent ma
hines: four Independent workstations (Linux/Intel) withnon-shared, larger disk storage, typi
ally very lightly loaded. This 
at-egory delivers the remaining 
omputation resour
es.Noti
e that the environment is heterogeneous, with respe
t to both plat-forms and usage 
hara
teristi
s, and provides limited disk and 
omputationalresour
es. The requirement for portability in�uen
es the sele
tion of lan-guages for implementing the framework appli
ations. Due to limited storageand 
omputation resour
es, 
onsiderations regarding data storage and savingof possible re
omputations are made during the framework design.4.2.2 Simulation StagesAs illustrated in �gure 4.1, the simulation framework 
onsists of �ve main
lasses of utilities, sharing a 
ommon data storage for reading and writingtheir data. The �ve 
lasses de�ne �ve stages of the pro
ess leading fromabstra
t s
enario des
riptions to a set of results visualised as graphs.S
enario Generation: The �rst stage 
onverts abstra
t s
enario des
rip-tions to a set of 
on
rete s
enarios whi
h span the (multidimensional)spa
e of 
hara
teristi
s spe
i�ed at the abstra
t level. This stage isa

omplished using a slightly modi�ed version of wsg [CHCB01℄.Simulation: The se
ond stage 
ontains both the exe
ution of individualsimulations, and the task of performing job 
ontrol and s
heduling onthe possibly large quantity of simulations. The network simulator ns2is applied to 
ondu
t the simulations, and a 
ustom job s
hedulingsystem is developed to distribute the exe
ution of simulations amongmultiple ma
hines.Tra
e File Analysis: The third stage operates on the raw simulation out-put (tra
e �les). At this stage, operations are performed varying from
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Figure 4.1: The �ve stages of the simulation framework, and their inputs andoutputs. Above the dotted line are the stages generating the mostdetailed level of results. Below the dotted line are the stages thataggregate the results.simple quantitative measures to applying advan
ed statisti
al tools, allon the output of a single simulation. A tool maned Tafat (short forTrA
e File Analysis Tool) is developed to a

omplish this stage.Summary Generation: The fourth stage operates on the results of thetra
e �le analysis to generate summaries of the results of several simu-lations having 
ommon 
hara
teristi
s. A tool named Sump (short forSUMmary Pro
essor) is developed to a

omplish this stage.Graph Generation: The �fth and �nal stage makes the summarised resultsmore a

essible to users, by visualising all the results in graphs. A 
om-prehensive set of graphs opens possibilities for dis
overing interestingresults not in the initial s
ope of interest. A tool named Gra
e (shortfor GRAph Compilation Environment) is developed to a

omplish thistask.The s
enario parameters are the input to the framework, and the graphsare the output. However, the outputs of stages three, four, and �ve are agradual re�nement of the simulator output in whi
h ea
h step adds overviewand a

essibility at the expense of detail. Therefore, the 
ombined outputs ofthe last three stages are 
onsidered the �nal output of the framework, thoughthe graphs are the most human readable representation of the results.



36 Simulation Framework4.2.3 Data StorageThe organisation and sele
tion of the data stored between the frameworkstages illustrated in �gure 4.1 must be stru
tured to ensure �exibility, andstored under 
onsideration of the available pro
essing and storage resour
es.These issues are the subje
t of the present se
tion.Common �le formatThe output of tra
e �le analysis shares many properties with the outputof summary generation. For this reason, these two stages share a 
ommonoutput �le format. This is 
onvenient as it enables use of a 
ommon parserfront end for summary generation and graph generation stages.It is desired that the �les are easy to parse, and still human readable (i.e.,not binary) to help debugging. To a
hieve this, a format is used where a �le
onsists of a number of lines, where ea
h line 
onsists of a number of �eldsseparated by 
olons (�:�). Also, a line may not depend upon the existen
eor 
ontents of other lines, i.e., all the 
ontext information ne
essary must bepresent in the line itself. A line has the following stru
ture:<module>:<variable>:<meta-data>:<unit>:<data>� <module> is the name of the statisti
s module that generated the data,and <variable> is the name of a parti
ular measure within the module.� <unit> is a text string des
ribing the unit of the data in this measure(e.g. pa
kets, bytes, se
onds, et
.).� <meta-data> and <data> are lists of tuples separated by bars (�|�),ea
h su
h tuple 
onsists of a 
omma-separated list of �elds, as follows:<des
riptor1, : : : ,des
riptorn,value>| : : :The <data> �eld in the output of the tra
e �le analysis usually 
onsistsof a single �<des
riptor,value>� tuple. The summary generator, on theother hand, will need to 
ompute aggregated values. Thus, the <data> �eldtuples of the summary generator output lines are quali�ed with additionaldes
riptors, for example:<des
riptor,"avg",value>|<des
riptor,"max",value>| : : :
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ting data for permanent storageAfter 
ompletion of all tasks in the framework, the user is supplied withgraphs displaying the results obtained by simulations of the initial abstra
ts
enario des
ription.It is not unlikely, that some of the results requires further inspe
tion.In su
h situations it would be advantageous to have as many intermediatedata available as possible, allowing the results to be inspe
ted at more �ne-grained levels, or even allowing only part of the stages to be re-run. Findinga reasonable set of intermediate �les suitable for permanent storage involvesthree 
onsiderations whi
h will be des
ribed in turn.The 
ost of generating and storing the results: Table 4.1 shows typ-i
al pro
essing times and data volumes for ea
h phase in the simulationframework. From this table, it is observed that simulation is the mostheavy phase, both with respe
t to pro
essing time and output datavolume. The remaining phases have requirements of relatively smallers
ales both with respe
t to data volumes and pro
essing times.Task Typi
al outputdata size Typi
al pro
essingtimeS
enario generation Hundreds of KB Se
ondsSimulation Hundreds of MB �Several GB Minutes �several hoursTra
e �le analysis Less than 100 KB MinutesSummary generation Less than 100 KB Se
ondsGraph generation Hundreds of KB Se
ondsTable 4.1: Data volumes and pro
essing times (estimated for a 500 MHz Pen-tium II PC) for 
ondu
ting the phases of a single simulation.Reprodu
ibility of the results: It is observed that if a stage involves non-deterministi
 behaviour (e.g., random without seeds), the output ofthis stage 
annot be re
reated from its input. Hen
e, whenever non-determinism o

urs, it is ne
essary to store the intermediate �les fromthe stage involved or some subsequent stage. Among the appli
ationsused for the framework in this work, only the s
enario generator, wsg ,involves nondeterminism.Information loss through aggregation: It may be desired to store databefore and after aggregating them. Figure 4.2 shows the data asso
iated



38 Simulation Frameworkwith a single simulation, and the ones aggregated from several simula-tions. Results are aggregated in both the tra
e �le analysis, summarygeneration and graph generation phases.
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Result fileTrace fileScenario

generation
GraphSummary

generation
Trace file
analysis

Scenario
generation Simulation

GraphsSummary
filesFigure 4.2: Some data are asso
iated with just one simulation, whereas othersare aggregated from multiple simulations.With these 
onsiderations in mind, ea
h �le type present in the simulationframework is now 
onsidered for permanent storage.S
enario parameters: Though the s
enario generator involves nondetermin-ism, and thus the s
enario parameters are insu�
ient to re
reate thesimulation results, the s
enario parameters are stored, as they are theonly non-simulation-spe
i�
 data that exist before the simulator stage.Furthermore, the s
enario parameters provide an abstra
t des
riptionof the 
onditions expressed in all s
enarios of a set of simulations.S
enarios: The s
enarios are the origin of the results of a spe
i�
 simula-tion: simulating the exa
t same s
enarios twi
e results in identi
al tra
e�les. As the s
enario generator is nondeterministi
, the s
enarios arene
essary if the simulations need to be re-run. Hen
e, they are storedpermanently.Tra
e �les: Sin
e all later stages are deterministi
 and aggregating, theiroutputs 
an all be re
reated from the tra
e �les, and at a relatively low
ost (see table 4.1). However, with sizes ranging from hundreds of MBto several GB, it is not pra
ti
al to store the tra
e �les.Result �les: The result �les di�ers from the tra
e �les in that instead oflogging events, events of ea
h type are simply 
ounted. The main lossof information in the transition from a tra
e �le to a result �le is thetemporal dimension. The result �les are sele
ted for permanent storage,as they are the 
losest representation of the tra
e �le 
ontents available.



4.3 Framework Components 39Summary �les: When multiple simulations with identi
al s
enario para-meters are 
ondu
ted, summary 
ontain 
olle
t aggregated values, su
has average, maximum, minimum, et
. of the values in the result �les.It is not time 
onsuming to generate summaries from the permanentlystored result �les, but their small data volume allows them to be per-manently stored without problems. For the purpose of this work, it issele
ted to store the summary �les.Graphs: Graphs maintain a very low level of detail in order to present asmu
h information as 
ondensed as possible to the user. The summarydata 
an not be generated from the graphs, speaking against storingthe graphs permanently storage. However, the graphs do not requiremu
h disk spa
e, and they are likely to be the most frequently a

essedpresentation of the simulation results. Hen
e, the graphs are in
ludedin the permanent storage.Having 
onsidered the �le types present in the simulation storage, onlythe tra
e �les are ex
luded from permanent storage, due to their large size:ea
h simulation generates tra
e �les of up to several GB.4.3 Framework ComponentsThis se
tion des
ribes in further detail ea
h appli
ation used in the simu-lation framework whi
h will is to be applied in this work. As des
ribed inse
tion 4.2.2, the s
enario generator and simulator are modi�ed versions ofexisting appli
ations [CHCB01, LO02℄. This se
tion presents more elaboratedes
riptions of the remaining tools, as they have been developed during thiswork.Noti
e that a separate des
ription of the simulation s
heduler is presentin se
tion 4.3.3 for readability, although this tool rightly belongs to the sim-ulation phase in the framework.4.3.1 S
enario GeneratorA slightly modi�ed version of the s
enario generator used in [LO02℄ is usedto generate the wireless broad
ast s
enarios. As the s
enario generator isdivided into a front end and a ba
k end, interfa
ed via a generi
 �le format,it is ne
essary to 
hange only the ba
k end to a
hieve s
enarios that has thesyntax required to utilise the new wireless broad
ast fun
tionality requiredfor the simulations 
ondu
ted in this work.A set of shell s
ripts have been written to manage the pro
edure of qui
klysetting up large sets of s
enarios. A template for the s
enario �les (see



40 Simulation Framework�gure 4.3a) is read by the s
ripts, and �elds in the template are repla
edwith values for, e.g., number of streams, stream byte rate, and so forth.After all the �elds have been substituted, the parameter �le (see �gure 4.3b)is stored to disk. wsg generates the desired number of s
enarios, typi
ally30, of the form exempli�ed in �gure 4.3
. These s
enarios are stored to disk,ready to be simulated by ns2.(a) # Node mobility (m/s)node_speed <node_speed># Multi
ast stream byte rate (bytes/se
)A.m
ast_stream_byterate <m
ast_stream_byterate># Average number of a
tive multi
ast streamsA.m
ast_stream_sends <m
ast_stream_sends>(b) # Node mobility (m/s)node_speed 1-2# Multi
ast stream byte rate (bytes/se
)A.m
ast_stream_byterate 2304# Average number of a
tive multi
ast streamsA.m
ast_stream_sends 25(
) set node_(42) [$ns_ node℄$node_(42) set X_ 1093.049294$node_(42) set Y_ 1353.005553set wb
_(432) [new Agent/WBC/CBR℄$node_(42) atta
h-wb
-agent $wb
_(432) 0$ns_ at 245.8052008 "$wb
_(432) start$ns_ at 255.8052008 "$wb
_(432) stop"Figure 4.3: Examples of the 
ontents of (a) s
enario template �les, (b) s
en-ario parameter �les and (
) the s
enario �les generated by wsg.4.3.2 Network SimulatorIn order to 
arry out the intended simulations the simulator sele
ted for thiswork, ns2, must support network-wide broad
ast (referred to just as �broad-
ast�) in wireless networks. The 
urrent version of, ns2 [pro02℄ supports onlylimited broad
ast, also denoted �neighbour
ast�.Su

essful broad
ast of a pa
ket in a wireless network results in the pa
ketbeing delivered to every node in the network. As des
ribed in se
tion 2.2, thispro
ess 
an be viewed as an instan
e of multi
asting, using the All-Manet-
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ast address as destination for broad
ast pa
kets independentlyof the broad
ast algorithm doing the pa
ket forwarding.Regarding broad
ast as an instan
e of multi
ast is not only an abstra
t
onvenien
e. In a multi
ast-enabled MANET, it is possible to a
tually 
arryout broad
ast as if it were multi
ast, at all layers below the network layer.The network layer must be modi�ed to re
ognise the All-Manet-Nodes ad-dress, and subje
t pa
kets destined for this address to broad
ast routingrather than multi
ast routing.Network-wide broad
ast in ns2Multi
ast support in ns2 is a prerequisite for broad
ast through multi
astto work. Multi
ast in wireless networks is, however, not supported by the
urrent version of ns2. The broad
ast-
apable version of ns2 used for thiswork is based on the multi
ast-enabled version of ns2 developed in [LO02℄.Here, support for wireless multi
ast was 
reated by bridging the gap betweenthe two already supported features of wired multi
ast, and wireless uni
ast.To ful�l the requirements for the simulations to be performed in thiswork, further extensions to ns2 are 
reated. The network layer is modi�edto inter
ept pa
kets addressed to the All-Manet-Nodes, and deliver thesepa
kets to broad
ast algorithms. These algorithms de
ide the fate of thepa
ket instead of subje
ting it to multi
ast routing.Furthermore, the generi
 pa
ket routing infrastru
ture of ns2 is updated
ontain spe
ial handling of pa
kets destined for All-Manet-Nodes. Last, a setof tra�
 agents that send tra�
 to the All-Manet-Nodes address is 
reatedand integrated into the simulator.Output from ns2Figure 4.4 illustrates the tra
e �le output generated by ns2 during a simula-tion. All lines are timestamped a

ording to the internal simulation 
lo
k ofns2, and 
onsist of a set of well-de�ned �elds, from whi
h information aboutevents in the simulation 
an be extra
ted.r 0.701335726 _5_ MAC �- 2 udp 1024 [0 80000004 10 800℄ ���- [73:-1 -2147483644:0 249 0℄D 0.701335726 _5_ RTR dup 2 udp 1024 [0 80000004 10 800℄ ���- [73:-1 -2147483644:0 249 0℄r 0.701335731 _53_ MAC �- 2 udp 1024 [0 80000004 10 800℄ ���- [73:-1 -2147483644:0 249 0℄Figure 4.4: Example of tra
e �le output from ns2.



42 Simulation Framework4.3.3 Job S
hedulerAs des
ribed in se
tion 4.2.3, the heaviest task with respe
t to 
omputationis the simulation stage. The extensive amount of simulations to be 
ondu
tedin this work, des
ribed in se
tion 3.4.3, has motivated the development anduse of a simulation s
heduler, to perform parallel exe
ution of the large setof simulations.With the need for exe
uting large bat
hes of simulations on the plat-form des
ribed in se
tion 4.2.1, one 
entral point of management that allowsautomated job exe
ution a
ross the large number of ma
hines is desired. Asimple s
heduling system is implemented using Ruby [Mat02℄, to provideexa
tly this fun
tionality.S
heduler stru
tureFigure 4.5 illustrates the stru
ture of the s
heduler, whi
h 
onsists of the
entral point of management, the job manager, and a set of job servers run-ning on remote ma
hines.
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Job 
files

Completed
jobs

Job
server

Job
server

Job
server

Jobs
Scheduled

NetworkFigure 4.5: Stru
ture of the simulation s
heduling system.Via the interfa
e of the job manager, the s
heduler provides fun
tionalityto establish and terminate 
onne
tions to job servers, to manage the 
ontentof the job manager's job database, and to start and stop the s
heduling ofpending jobs.For ea
h 
onne
ted job server, the job manager possesses informationabut the e�e
tive user ID of the job server pro
ess, and s
hedules pendingjobs a

ording to the number of available CPUs, job priority and user IDs.De�ning and s
heduling jobsThe job s
heduler performs s
heduling on a 
ommon pool of jobs, where ea
hjob 
onsists of the information listed in table



4.3 Framework Components 43Field ContentsCommandline The 
ommand line whi
h is exe
uted on a job server whenthe job is s
heduled.CPUrequirement The number of CPUs whi
h should be allo
ated when thejob is s
heduledUser A regular expression mat
hing the user names under whi
hthe job is allowed to be runHost A regular expression mat
hing host names of the job serv-ers allowed to run the jobPriority Job priorities are integer valuesf in the range [�19 : : : 19℄,inspired by UNIX pro
ess priorities (though 
ompletelyindependent hereof): jobs with low priority values ares
heduled for exe
ution before jobs with high values.Table 4.2: Contents of a s
heduler job.Jobs are added to the job manager's queue of pending jobs from text�les, 
ontaining one job de�nition per line. A job de�nition 
onsists of a
omma-separated list of �elds following the order listed in table 4.2, likethese example 
ommands:"ns s
enario1.t
l", 1, tue, *, 0"ns s
enario2.t
l", 1, tue, *, 1"tafat -s test.tfa -t test-tra
e.tr", 1, 
baoth, *, 0Pending jobs are s
heduled for exe
ution a

ording to the following simplepro
edure, whi
h is exe
uted when a job server with at least one CPU notallo
ated to exe
ute a s
heduled job is available.1. From the set of all pending jobs, the set of jobs with potential to bes
heduled are sele
ted as those having host and username expressionsmat
hing those of the job server, and requiring at most the total num-ber of idle CPUs on the server.2. The set of potential jobs for s
heduling is sorted a

ording to the jobpriorities, and the highest prioritised job is exe
uted.The s
heduler provides a generi
 platform for exe
uting shell 
ommands.This fun
tionality lends itself to more than just exe
uting ns2 simulations:For example, �le management tasks 
an be 
arried out in a 
onvenient man-ner a
ross a number of 
omputers, from one 
entral lo
ation.
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e File AnalyserThe produ
t of running a simulation in ns2 is a tra
e �le, whi
h 
ontainstimestamped information about a sele
tion of events that o

urred duringthe simulation, in
luding pa
ket transmissions, re
eptions, 
olle
tions, et
.A dedi
ated appli
ation, Tafat, is developed to 
arry out the analysis of atra
e �le by gathering information through a single pass over the tra
e �le,and writes it to a result �le, of the form illustrated in �gure 4.6.forwards:pkt_fwd_rtr::pa
kets:val,520934forwards:pkt_send_agt::pa
kets:val,23250ifq_drops:ifq_drops::pa
kets:val,161335ifq_drops:ifq_drop_rate::pkt/s:val,537.783333delay:pkt_delay_avg::se
onds:val,22.8200delay:pkt_hop_avg::hops:val,6.0357Figure 4.6: Example of result �le 
ontents, generated by Tafat.Before Tafat, awk [Rob02℄ and Ruby s
ripts were used to perform thetra
e �le analysis, but both were found to in
ur an una

eptable perform-an
e overhead. Furthermore, la
k of modularity in the awk s
ripts made it
umbersome to add new analysis s
ripts. Tafat is implemented in C, whi
hadds possibilities for more modular stru
tures than awk, while still allowingfor performan
e optimisations over Ruby.The primary obje
tive of Tafat is a
hieving good performan
e, mainly byusing existing knowledge of the stru
ture of a tra
e �le to avoid needless inputparsing. The se
ondary obje
tive is �exibility with respe
t to extending and
on�guring the tool. This is a
hieved through modularity and simpli
ity indesign and implementation.Stru
ture of TAFATTo address the requirement for modularity, the 
on
ept of exe
utables isintrodu
ed. An exe
utable de�nes a private s
ope, an initialisation fun
tion,a �nalisation fun
tion, and a fun
tion that is exe
uted on
e for ea
h line inthe tra
e �le (denoted a �tra
e line�). Exe
utables 
an express dependen
iesupon other exe
utables, and may set fun
tions or data at disposal for otherexe
utables to use. Thereby, tasks that are 
ommon for several exe
utablesmay be extra
ted and pla
ed in utility exe
utables, thereby being run onlyon
e.The exe
utables have been divided into three groups: �pre-utils�, �ana-lysis�, and �post-utils�. When an exe
utable is initialised, it must spe
ify in
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h group it belongs. The purpose of the grouping is to manage the orderin whi
h a tra
e line is passed to exe
utables, as 
ertain utility exe
utablesneed to be run either before or after the analysis exe
utables.An example is the dupli
ate elimination utility. This utility, when it en-
ounters a tra
e line regarding the re
eption of pa
ket P by node N , registersthat information. If an analysis exe
utable subsequently asks whether (N;P )is a dupli
ate, the dupli
ate elimination utility answers �yes�. Clearly, for the�rst o

urren
e of (N;P ) the answer must be �no�. Hen
e, it is importantthat the dupli
ate elimination utility belongs in the �post-utils� group, beingrun after the analysis exe
utables.Tra
e File Pro
essing FlowFigure 4.7 illustrates the �ow of exe
ution between the various 
omponents ofTafat, during the analysis of tra
e �le data. Noti
e that before the analysis isstarted, all 
on�guration of the tra
e �le parsing module and the exe
utableshave been 
arried out. After reading and pro
essing the last line of a tra
e�le, all exe
utables print their results to the result �le.
Post−utilsAnalysesPre−utilsBuffered File

Reader
Trace File

Parser

Executables

Figure 4.7: Exe
ution �ow of Tafat during tra
e �le analysis, illustrated bythe bold arrows.Performan
e ConsiderationsTo a
hieve good performan
e in terms of 
omputation requirements, severaloptimisations are applied. Some error toleran
e has been sa
ri�
ed in thetra
e �le parser: the parser, operating at a line-by-line basis, assumes thatan input line has the 
orre
t format, and thus avoids many sanity 
he
ks.This is a sound assumption, sin
e errors in the tra
e �le format wouldbe due to errors in the tra
e �le generation 
ode in ns2, hen
e requiring
orre
tions under all 
ir
umstan
es.The parser is 
on�gured by the exe
utables at run-time, so that only thene
essary �elds in a tra
e line are extra
ted. Last, Tafat starts by reading as
ript �le identifying what exe
utables should be a
tivated, to avoid running



46 Simulation Frameworkunne
essary exe
utables, and parsing the tra
e �le �elds required only byunne
essary exe
utables.Furthermore, bu�ered reading of the input tra
e �le is used. It has beendetermined through experiments that a bu�er size of 32 KB yields good I/Operforman
e.4.3.5 Summary GeneratorFrom the result �les, summary �les are generated using Sump, the SummaryPro
essor. The generation of summary �les distills the information from allsimulations of a sample point one step further, thereby a
hieving data thatare suitable for plotting in graphs. With the amount of results produ
ed bythe simulations 
ondu
ted in this work, summary generation is the key toa
hieving useful graphi
al representation of the results.The single most important goal for Sump is to 
onserve as mu
h informa-tion as possible, to ensure that the summary �les 
an be used for a variety offuture examinations of the data. The task at hand is to generate one singlesummary �le that summarises the results for a group of 
ommon measurespresent in all simulations in a single sample point. Referring to the spe-
i�
ation of the �le format for result �les, measures from the result �les are
lassi�ed in groups having 
ommon values of the �elds:<module>:<variable>:<meta-data>:<unit>All of these �elds are used to spe
ify information that allows the dataasso
iated with them to be interpreted in a parti
ular way.Summary Generation OutputHaving 
olle
ted all measures from the simulations performed in a singlesample point, the summary pro
essor 
al
ulates the average, standard de-viation, minimum and maximum, and 
ardinality (number of measures) forea
h of the groups. This result is written to a summary �le, using the samedata format as the result �les. The only di�eren
e is that an extra des
riptor�eld is appended to the des
riptor of the name of ea
h data tuple, to indi
atethe type of summary statisti
s. An example summary generated from theresult �le from �gure 4.6 is shown in �gure 4.8.4.3.6 Graph GeneratorFor a single measure, e.g., number of pa
ket drops, one value for ea
h samplepoint is present in the summary �les. These values are to be plotted in
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kets:val,avg,539165.9000|val,min,502593.0000|val,max,564779.0[: : : ℄forwards:pkt_send_agt::pa
kets:val,avg,23250.0000|val,min,23250.0000|val,max,23250.000[: : : ℄ifq_drops:ifq_drops::pa
kets:val,avg,175867.4667|val,min,144223.0000|val,max,205429.00[: : : ℄ifq_drops:ifq_drop_rate::pkt/s:val,avg,586.2249|val,min,480.7433|val,max,684.7633|val,[: : : ℄delay:pkt_delay_avg::se
onds:val,avg,22.4239|val,min,17.6511|val,max,26.1643|val,stdde[: : : ℄delay:pkt_hop_avg::hops:val,avg,6.3336|val,min,5.3914|val,max,7.0102|val,stddev,0.4554[: : : ℄Figure 4.8: Example of output from the summary generator, Sump (The lineshave been trun
ated to �t the page).graphs, in order to present the simulation results in a form that is 
onvenientfor 
omparison of large sets of values.An graph generator, Gra
e, is developed for this purpose, to providea highly 
on�gurable environment for reading summary data and plottinggraphs.The philosophy of Gra
e is that while data may be read from severaldi�erent sour
es, and it may be ne
essary to write them to di�erent outputformats, it should be possible to organise all data from a bat
h of simulationsin one 
ommon storage stru
ture (denoted a �sample spa
e�), independent ofthe organisation of data in, e.g., summary �les. The data is then extra
tedfrom the sample spa
e for graph plotting. A set of simple queries enablesdata extra
tion without bothering about the previous organisation of datain summary �les.Phases of operationFigure 4.9 illustrates the stru
ture of Gra
e. Three separate phases, de-s
ribed in turn, make up the graph generation as a whole: Con�gurationparsing, input �le reading and graph generation.Con�guration: The 
on�guration phase sets up the sample spa
e datastru
ture, and initialises the summary �le parser and output gener-ators.Summary reading: The summary reading phase parses all data from thesummary �les and stores it in the sample spa
e. After parsing all �les,
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(2) SummaryFigure 4.9: Gra
e 
onsists of the 
omponents in the dashed frame, and oper-ation is divided in three phases: 
on�guration, summary readingand output generation.a dump of the sample spa
e may be written to disk, to avoid re-parsingthe summary �les for later graph generation.Output generation: The output generation phase a
tivates the presentoutput modules, whi
h extra
ts the required data from the samplespa
e and writes their output, e.g., Gnuplot graphs and LaTeX sum-mary �les to provide an overview of the graphs.4.4 SummaryThe stru
ture, phases of operation and data storage for the simulation frame-work has been de�ned. The separate tasks are solved by one or more appli
-ations, and allows individual appli
ations to be repla
ed without in�uen
ingthe the remaining framework fun
tionality.An existing s
enario generator (wsg) and network simulator (ns2) is ap-plied in two of the �ve phases. Development of appli
ations for the remainingphases have been ne
essary to arrive at a 
omplete framework. The stru
tureand operation of the appli
ations developed to solve the remaining tasks hasbeen des
ribed.Figure 4.10 illustrates the intera
tion between appli
ations in the frame-work, during the pro
ess that takes s
enario parameters as input and pro-du
es result graphs as output.The established simulation framework is applied to 
ondu
t the simula-tions ne
essary for the proto
ol evaluation presented in the following 
hapter,and 
hapter 6 presents an evaluation of the framework as a way of automatingthe simulation pro
ess.
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Chapter 5Proto
ol EvaluationIn this 
hapter the performan
e of the four broad
ast proto
ols and thesuggested extensions are evaluated through simulations. Se
tion 5.1 statesthe obje
tives for this 
hapter. Se
tion 5.2 des
ribes the set of metri
s usedin the evaluations, and how they are 
omputed. Se
tion 5.3 lists the teststhat are 
ondu
ted, and des
ribes the general setup for the simulations. Se
-tions 5.4 through 5.8 des
ribe ea
h of the tests in detail, and present theresults of the simulations. Se
tion 5.9 evaluates and re�e
ts upon the res-ults, and �nally se
tion 5.10 summarises the essential aspe
ts of the 
hapter.5.1 Introdu
tionThe purpose of the evaluation is to identify e�e
tive te
hniques for broad-
asting pa
kets in a MANET. This is a
hieved by simulating four broad
astproto
ols and two proto
ol extensions in a large amount of randomly gener-ated s
enarios.The proto
ols and the extensions are those des
ribed in 
hapter 3. For
onvenien
e, the proto
ol names are abbreviated as follows: Classi
 Flooding(CF), MPR Flooding (MPRF), Dominating Set Flooding (DSF), and ReversePath Flooding (RPF).The term test is used to refer to a group of simulations and results re-garding a spe
i�
 overall goal. The results of �ve tests are do
umented inthis 
hapter:Test 1: �Four Flooding Proto
ols� evaluates the four basi
 proto
olsTest 2: �Classi
 Flooding With OLSR� examines the e�e
t of the pres-en
e of OLSR 
ontrol tra�
 on the Classi
 Flooding proto
ol.Test 3: �Full-history Dupli
ate Elimination� identi�es de�
ien
ies in thedupli
ate elimination s
heme.Test 4: �Data Pa
ket Jitter� evaluates jitter as a s
heme for avoiding
ollisions. 51



52 Proto
ol EvaluationTest 5: �Multipa
ket Flooding� evaluates multipa
ket �ooding as a s
hemefor in
reasing reliability.From the results of test 1 the proto
ol that performs �best� is identi�ed,and this proto
ol will be used when 
ondu
ting tests 3, 4 and 5. CF will alsobe used as a referen
e for evaluating the results.The reason why only one proto
ol (in addition to CF) is sele
ted is primar-ily to redu
e the amount of simulations. For 
omparison purposes, the sameproto
ol is used in all tests.5.2 Metri
sThis se
tion spe
i�es the sele
tion of overall metri
s used in the proto
olsevaluations.The spe
i�ed metri
s are: e�e
tiveness, delivery rate, end-to-end delay,path length, and bandwidth 
onsumption. After des
ribing these metri
s,some general observations on average graphs are noted.All simulations in this work use the same pa
ket size. Hen
e, measuringbytes or pa
kets is inter
hangeable, as they are proportional. This fa
t isused in some of the metri
s.5.2.1 E�e
tivenessE�e
tiveness has been sele
ted as the primary metri
. For the evaluationof the e�e
tiveness of the proto
ols simulated in this work, e�e
tiveness hasbeen de�ned to 
onsist of two sub-measures: reliability and e�
ien
y. Thefollowing se
tions des
ribe these two measures in turn, as well as how theyare 
omputed. Then, e�e
tiveness, as a fun
tion of reliability and e�
ien
y,is de�ned.ReliabilityIn abstra
t terms reliability means:�How mu
h tra�
 is su

essfully delivered?�To measure reliability, the number of uniquely delivered bytes in a simula-tion is 
ounted. Ea
h sent byte is �delivered� at most on
e at ea
h node, anddupli
ates are not 
ounted (see the de�nition of �delivery� in Appendix A).To 
al
ulate the average per
entage of nodes on whi
h ea
h byte was su

ess-fully delivered, this number is divided with the maximum possible number



5.2 Metri
s 53of delivered bytes, whi
h is equal to the number of nodes in the network (n)times the number of bytes originated. This yields the following formula:r � deliveredn � originatedBoth terms are expressed in bytes. n is the number of nodes in thenetwork. Noti
e that the formula is unde�ned when the number of originatedbytes is zero.Note that this way reliability is not 
on
erned with overhead of any kind,but simply expresses that if a node sends a byte, then how many nodes 
anin average be expe
ted to re
eive the byte.The reliability metri
 expresses how many per
ent of the nodes re
eiveea
h byte (or pa
ket) that is sent.E�
ien
yIn abstra
t terms e�
ien
y means:�How many deliveries are a
hieved per `bandwidth 
onsumption'?�The desired measure should issue a behaviour where more delivered bytesper �bandwidth 
onsumption� yields the better result. The tri
ky part is tode�ne a usable unit of bandwidth 
onsumption.Regarding bandwidth utilisation as being equivalent to �blo
king� a nodefrom the network (i.e., it is unable to transmit or re
eive a pa
ket), bandwidth
onsumption 
an be measured as the sum of time where ea
h node has beenblo
ked. A node is blo
ked when the media (the �ether�) is in use, whi
ho

urs exa
tly whenever the node itself is either transmitting or re
eiving apa
ket, or during a 
ollision.At this point, noti
e that when a node transmits a byte, it blo
ks itselfand all re
eivers exa
tly for the time required to send the byte (assuming a802.11 broad
ast/multi
ast where no RTS/CTS/ACK o

urs). Sin
e all su
htime durations are equal, the bandwidth 
onsumption may be measured inbytes instead of time. Hen
e, one transmitted byte or one re
eived byte isequal to one unit of bandwidth 
onsumption. This means that a transmissionwith several re
eivers will, as desired, 
ause several simultaneous bandwidth
onsumption units to be 
ounted, and a transmission blo
king many nodes ismeasured as being more expensive than a transmission blo
king few nodes.So far, this yields the following formula:e = deliveredtransmitted + re
eived + 
ollisions



54 Proto
ol EvaluationAll four terms are expressed in bytes. Ea
h 
ollision is 
ounted on allthe nodes blo
ked by the transmission. Noti
e that the formula is unde�nedwhen the number of transmissions, re
eptions, and 
ollisions are zero (i.e.,the network is never a

essed). Also noti
e thatThe problem with this formula is that it exhibits an undesired ranking ofs
enarios. More pre
isely, it does not di�erentiate s
enarios with the desiredgranularity. Ideally, the following should be satis�ed:Assume two s
enarios, A and B. In A, a node transmits a pa
ket resultingin two deliveries. S
enario B is similar to A ex
ept in B the transmissionresults in three extra deliveries. It is desired that a proto
ol yielding s
enarioB should a
hieve a higher e�
ien
y rating than a proto
ol yielding s
enarioA. This, however, is not the 
ase with the e�
ien
y formula just des
ribed,as illustrated in table 5.1.
o,d o,d,t

r,d

o,d,t

r,d r,d

o,d,t

r,d r,d r,d

o,d,t

r,d r,dr,dr,dOriginate (o) 1 1 1 1 1Delivery (d) 1 2 3 4 5Transmit (t) 0 1 1 1 1Re
eive (r) 0 1 1 3 4Collision (
) 0 0 0 0 0dt + r + 
 n/a 1 1 1 1d� ot + r + 
 n/a 12 23 34 45Table 5.1: Favorising s
enarios with many lo
al deliveries results in a wrongranking of s
enarios.The sour
e of the problem is that the formula really just 
he
ks whetherthere is a one-to-one mapping between bandwidth 
onsumption and deliver-ies. This is 
ommonly the 
ase: On the originator there is one delivery, andone transmission. On ea
h re
eiver there is one delivery, and one re
eption.Thus, ea
h node involved has one unit of bandwidth 
onsumption, and onedelivery.To over
ome this problem, a disequilibrium 
an be enfor
ed by not 
ount-ing the delivery on the originator node. Thereby, to rea
h a high rating, itis ne
essary for the proto
ol to 
ause as many re
eptions as possible (non-dupli
ate ones, of 
ourse, to ensure a su

essive delivery).
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s 55Noti
e that subtra
ting these �originator deliveries� does not alter theresult, be
ause these deliveries always o

ur: There is no way (in ns2) toprevent a byte from being delivered at the node where it was originated.And sin
e all the proto
ols are evaluated in identi
al s
enarios, the samenumber of bytes is originated, and thus the same number of deliveries willbe dis
arded.This yields the following e�
ien
y formula (see also table 5.1):e � delivered� originatedtransmitted + re
eived+ 
ollisionsAll �ve terms are expressed in bytes. Again, the formula is unde�nedwhen the denominator is zero (i.e., no network a

ess o

urs). Noti
e alsothat the range of the formula is [0; 1℄: It is not possible for the numerator tobe
ome negative, sin
e an originated byte will always 
ause a delivered byte(at the originating node). And it is not possible for the numerator to be
omelarger than the denominator, as shown below:For the numerator to be larger than the denominator it is ne
essary tohave a larger number of delivered bytes than originated bytes. But in orderto a
hieve these deliveries, at least one re
eption is required per delivery.Thereby, the denominator will ne
essarily s
ale to at least the value of thenumerator.The e�
ien
y metri
 expresses how many per
ent of the �bandwidth 
on-sumption units� result in a deliveryWeighing The MeasuresThe e�e
tiveness measure, being 
omposed of the reliability and the e�
ien
yof a proto
ol, still leaves undis
losed pre
isely how e�e
tiveness is 
al
ulatedas a fun
tion of these two s
ores. Both the reliability and the e�
ien
ymeasure have values in the range [0; 1℄, and it is desired that e�e
tivenesslikewise has a s
ore in the range [0; 1℄. It is also desired that the e�e
tivenessformula allows for 
ontext-dependent s
aling of the two 
omponent fa
tors.This is a
hieved with the following very general formula:E � r+ xex + 1Where x is the s
aling fa
tor introdu
ing the di�eren
e in the weighingsof r and e.The value of x 
ould in some instan
es be 
al
ulated, and in other in-stan
es be the result of subje
tive opinions on the importan
e of ea
h of thetwo fa
tors.



56 Proto
ol EvaluationFor the work in this report neither is the 
ase. It is not possible to
al
ulate a value for x, and it is not desired to introdu
e subje
tive opinions.The sele
ted solution is to pi
k a value for x that yields an e�e
tivenessformula that �s
ales the two fa
tors against ea
h other�, that is, multipliesthem. Su
h a formula 
an be a
hieved from the general e�e
tiveness formulaby using a proper sele
tion of x:x = r� rere� e yields E = r � eThis formula has the desired properties, and the s
aling fa
tor is removed.5.2.2 Delivery RateThe delivery rate expresses in average how many deliveries are a
hieved per�ooded pa
ket, i.e., when a pa
ket is sent, how many nodes will re
eive it?The delivery rate will thus always be a value in the range [0;n℄, wheren is the number of nodes in the network. This means that the delivery ratemeasure is dire
tly proportional (by a fa
tor of n) to the reliability measureof the e�e
tiveness metri
.Sin
e our simulations involve exa
tly 100 nodes, the delivery rate willalways be a value in the range [0; 100℄, and is thus equal to the reliabilitymeasure times 100. Thus, both measures are identi
al, only reliability is givenas a de
imal (e.g., 0.35), whereas delivery rate is in per
ent (e.g., 35%).5.2.3 Delay and Path LengthTwo questions regarding deliveries arise after examining the delivery rate.Delivery rate expresses how many deliveries are a
hieved, but it is also usefulto know when and where the deliveries o

ur.To answer the when, the end-to-end delay in (se
onds) is measured.To answer the where, two measurements are performed regarding pathlengths: The average number of hops traversed by a pa
ket when it is de-livered, and the average number of deliveries of ea
h pa
ket that o

ur nhops away from the sour
e.From these results it is possible to determine three things:1. Whi
h proto
ol provides the shortest delays?2. How 
losely does a proto
ol approximate shortest paths?3. How far away from the sour
e does a proto
ol su

eed in deliveringpa
kets?



5.2 Metri
s 575.2.4 Bandwidth UtilisationThe bandwidth utilisation is simply measured by 
ounting how many bytesper se
ond are transmitted in the entire network. The amount of re
eivedpa
kets and 
ollisions are also 
ounted, but the term �bandwidth utilisation�refers to the number of transmissions.In addition to the raw transmission 
ount, it is also 
ounted how manypa
kets (again an average 
ount) are forwarded in the entire network duringa whole simulation.Noti
e that for these two metri
s to be 
omparable with the same metri
sfrom other simulations, it is required that all the simulations involve the samenumber of nodes, and use the same simulation time.5.2.5 Average GraphsIn some instan
es it makes sense to present graphs plotting the average valuesof a number of other graphs, in order to present results in a more 
ompa
tmanner. These graphs are referred to as average graphs.In this 
hapter, the majority of the graphs have �number of CBR streams�as the x-axis, and show a tested property on the y-axis. Furthermore, thisproperty is tested in a number of load 
onditions, where the byte rate ofthe streams is varied. This information requires a z-axis. It is sele
ted notto plot these results in 3-D graphs, as graphs tend to be
ome in
reasinglydi�
ult to read when more dimensions are added.Instead, the graph is broken up into multiple 2-D graphs; one for ea
h byterate. These graphs are more easy to read than 3-D graphs when examiningthe results from a parti
ular byte rate. The pri
e is that 2-D graphs do notlend themselves well to overview � it is ne
essary to look at a di�erent graphfor ea
h byte rate.In this 
ase, one way of presenting su
h information is to 
al
ulate theaverage for all byte rates at ea
h stream-
ount, and plot them in a 2-D graph.In su
h graphs the byte rate axis is said to have been marginalised out of thegraph. Marginalising the byte rate out of a graph has several 
onsequen
es:1. When the average of the results from a set of loads is 
al
ulated, it isimpli
itly assumed that all the loads in the set are weighted equally(i.e., a weight of 1).2. An average graphs 
an only be 
ompared with other average graphs
al
ulated based upon the same set of loads.The reason for the se
ond 
onsequen
e is that even when two averagegraphs are based on two sets of loads with the same load average, e.g., A =



58 Proto
ol Evaluationf1; 2; 5g and B = f1; 3; 4g, the average of the results might di�er. If, forexample, the simulation results for the loads are those shown in table 5.2,the result average for load set A is 4.3, while the result average for load setB is 7. Load 1 2 3 4 5Result 2 5 8 8 6Table 5.2: The simulation results for loads 1, 2, 3, 4, and 5.Average graphs are used frequently in this 
hapter in situations that sat-isfy the two 
onditions stated by the listed 
onsequen
es: all byte rates areweighted equally (this is always the 
ase in this work), and 
omparisons mustbe based on the same set of byte rates.A parti
ular frequent use of average graphs is for the e�e
tiveness metri
(and reliability and e�
ien
y). The reason for applying average graphs forthe e�e
tiveness metri
 is that the purpose of this metri
 is to provide onegraph that gives a qui
k overview of the performan
e of a proto
ol (bearingin mind that not all fa
tors are in
luded in the e�e
tiveness formula).5.3 Simulation SetupThe simulations 
ondu
ted 
onsist of a number of nodes moving around freelyin a �eld of a given size with no obsta
les. A number of these nodes are sele
-ted as data sour
es, emitting 
onstant bit-rate (CBR) tra�
. The sele
tionof sour
es is dynami
 in a simulation, but the number of simultaneous datasour
es remains �xed.The movement pattern used is an instan
e of the random waypoint model,in whi
h a node sele
ts a random dire
tion, moves a random distan
e in thatdire
tion at a randomly sele
ted speed, waits for a randomly sele
ted timeinterval, and sele
ts a new dire
tion.Node speed is not varied in the simulations in this work to limit thenumber of simulations required. Testing the proto
ols under varying mobilityis a dire
tion of future work.The s
enarios are generated using the random s
enario generator wsgdes
ribed in se
tion 4.3.1.Table 5.3 lists the stati
 parameters � the parameters that remain �xedfor all tests.All tests are 
ondu
ted with 10 di�erent numbers of simultaneously a
tiveCBR streams, whi
h are: 5, 10, 15, 20, 25, 30, 40, 50, 75, and 100 streams.Se
tions 5.4-5.8 des
ribe these tests, and present the simulation results.



5.4 Test 1: Four Flooding Proto
ols 59Parameter ValueField size 1400� 1400 mNumber of nodes 100Simulation time 300 se
ondsNetwork 
apa
ity 2 MbNode movement 1�2 m/se
ondOLSR Hello message jitter 0�0.5 se
ondsOLSR TC message jitter 0�1.5 se
ondsCBR stream duration 10 se
ondsTable 5.3: Stati
 parameters for all simulations.5.4 Test 1: Four Flooding Proto
olsThe purpose of this test is to provide a thorough survey of the four �oodingproto
ols des
ribed in se
tion 3. Based on this survey, the �best� proto
olwill be sele
ted for further studies with the des
ribed proto
ol extensions.In this test, ea
h proto
ol is evaluated in a range of di�erent tra�
 
on-ditions. The stati
 parameters of table 5.3 apply, and in addition the byterates of the CBR streams is varied over the values 192, 384, 768, 2304, 3805,5760, and 7680 bytes per se
ond (B/s).The 
ombinations of byte rates and stream-
ounts result in a total of70 s
enarios. A test 
onsists of 30 samples, meaning 30 simulations of ea
hs
enario per proto
ol, yielding 2100 simulations per proto
ol. With fourproto
ols, a total of 8400 simulations are required for the 
ompletion of thistest.5.4.1 Expe
ted ResultsCF is expe
ted to a
hieve a signi�
antly higher delivery rate at low stream-
ounts than at high stream-
ounts, but the delivery rate should drop qui
klyas the stream-
ount in
reases. This is be
ause CF is expe
ted to saturate thenetwork qui
ker than the other proto
ols sin
e all nodes forward all pa
ketsimmediately, 
ausing a �broad
ast storm� every time a pa
ket is originated.CF is still expe
ted to be less reliable than the other proto
ols, parti
u-larly at high stream-
ounts.CF is also expe
ted to be the least e�
ient proto
ol, as it 
an be expe
tedto 
ause many 
ollisions.The MPRF and DSF proto
ols are very similar, and hen
e they are ex-pe
ted to exhibit similar behaviours. The fa
t that DSF uses potentially
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ol Evaluationolder information than MPRF 
ould prove a slight disadvantage.It is expe
ted that MPRF and DSF will a
hieve higher e�e
tiveness thanthe other proto
ols, be
ause they are expe
ted to a
hieve better results re-garding both reliability and e�
ien
y.The RPF proto
ol is expe
ted to perform better than CF be
ause a nodedoes not forward the �rst re
eption of a �ooded pa
ket (like CF), but waits forthe pa
ket from the shortest path. This 
auses RPF to lessen the �broad
aststorm� e�e
t that is anti
ipated for CF. For the same reason, RPF is expe
tedto show longer pa
ket delays. RPF should, however, obtain shorter-or-equalpaths when 
ompared to CF.Compared to DSF and MPRF, RPF is also expe
ted to have shorteraverage paths, but only be
ause RPF is expe
ted not to distribute pa
ketsas far into the network as MPRF and DSF. There are two reasons for this:First, MPRF and DSF limits the number of nodes that forward broad
astedpa
kets, whereas in RPF all nodes forward. Se
ond, RPF does not providepath redundan
y.5.4.2 ResultsThe primary metri
 used for this test is the e�e
tiveness. In the follow-ing se
tions the e�e
tiveness (and the sub-metri
s) are examined, followedby a more detailed look at the delivery rate, path length, and bandwidth
onsumption observed at sele
ted loads.E�e
tivenessFigure 5.1 shows the average reliability. MPRF a
hieves the highest reliab-ility at all stream-
ounts. The reliability of DSF is 7-9% lower than thatof MPRF, and CF is 16-30% lower than MPRF. RPF a
hieves the lowestreliability, 42-62% lower than MPRF.These results were not as expe
ted. RPF is less reliable than expe
ted,whereas CF is more reliable than expe
ted. CF was expe
ted to a
hieve thelowest reliability by a large margin at high stream-
ounts, but CF is only10-24% lower than DSF at all stream-
ounts.Figure 5.2 illustrates the e�
ien
y of ea
h proto
ol. Clearly, there is abig di�eren
e in the behaviours of the graphs. CF results in a nearly lineargraph, whereas the other proto
ols show in
reasing e�
ien
y with in
reasingnumber of streams. At 15 streams or less, CF is the most e�
ient proto
ol,resulting in a 11-90% in
rease 
ompared to MPRF, whi
h in this se
tion ofthe graph has the se
ond highest e�
ien
y, and a 77-302% in
rease 
omparedto RPF (the lowest).
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62 Proto
ol EvaluationAs in the reliability graph, MPRF and DSF a
hieve similar results, andMPRF a
hieves a 6-8% higher e�
ien
y than DSF at all stream-
ounts.RPF has the lowest e�
ien
y at all stream-
ounts lower than 75, whereit surpasses CF. The RPF graphs is shaped similar to those of MPRF andDSF, but RPF remains 24-50% lower than DSF at all stream-
ounts.It is unexpe
ted that CF a
hieves the best e�
ien
y at low stream-
ounts,as CF was believed to 
ause more tra�
 than any other proto
ol � also atlow stream-
ounts � and it was shown to provide fewer deliveries than MPRFand DSF at all stream-
ounts.Figure 5.3 shows the e�e
tiveness of the proto
ols, 
al
ulated from thereliability and e�
ien
y results.
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Figure 5.3: Average e�e
tiveness.The behaviour of the CF graph stands out in e�e
tiveness as well as ine�
ien
y. CF shows a 
ontinual de
rease, while the other proto
ols show anin
rease from 5 to 10 streams (RPF until 15 streams), and remains stableuntil 50 streams, where MPRF and DSF begin to de
rease.At 15 streams or less, CF is the most e�e
tive proto
ol, with an advantageof up to 48% over MPRF, whi
h has the se
ond highest value at these stream-
ounts. Between 30 and 40 streams, CF drops below DSF, and at 100 streamshas dropped to 58% of DSF.



5.4 Test 1: Four Flooding Proto
ols 63An interesting observation is that CF's advantage at low stream-
ountsresults from e�
ien
y, and not reliability.RPF has the lowest e�e
tiveness at all stream-
ounts. At 5 streams RPFis 76% lower than DSF, and at 100 streams, 53% lower.The fa
t that MPRF and DSF show similar results for both reliability ande�
ien
y is re�e
ted in e�e
tiveness. As a result of having the highest valuein both reliability and e�
ien
y, MPRF also has the highest e�e
tivenessvalue. At all stream-
ounts, MPRF is 14-18% higher than DSF.Delivery Rate and Path LengthFigure 5.4 shows four things regarding the lowest load simulated: First, themaximum delivery rate obtained by any proto
ol is 51% (by both MPRFand CF). Se
ond, RPF remains 53-64% lower than DSF at all stream-
ounts.Third, MPRF has a 5-12% higher delivery rate than DSF. And fourth, CFdisplays a pe
uliar peak to whi
h no explanation has been found.
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h CF drops to18% lower than DSF.Figure 5.5 shows the delivery rates at 768 B/s. Again, the maximumdelivery rate a
hieved is 51% by MPRF and CF. Also, a peak is appears
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ol Evaluationagain in the CF graph. At 5 streams CF is 30% lower than DSF, in
reasingto 18% higher than DSF at 15 streams, and then CF drops to 26% lowerthan DSF at 100 streams.
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Figure 5.5: Delivery rate at 768 B/s.RPF has the lowest delivery rate at all stream-
ounts ex
ept 100, whereit surpasses CF by 5%. At this point, RPF remains 22% lower than DSF. Atall stream-
ounts, DSF is 22-64% lower than DSF.MPRF remains 6-11% higher than DSF at all stream-
ounts.Figure 5.6 shows the delivery rate at 7680 B/s, whi
h is the highest loadsimulated. At this load 
ondition, MPRF and DSF remain at a higher deliv-ery rate than the two other proto
ols, MPRF a
hieving a 6-10% higher ratethan DSF.At 5 streams, CF is 22% higher than RPF, and at 10 streams or more,RPFlood is 4-19% higher than CF.At 100 streams the maximum delivery rate (a
hieved by MPRF) is 4%,and the lowest (CF) is 3%. As there are 100 nodes in the network, this 
an betranslated dire
tly into 3-4 nodes re
eiving the pa
kets, whi
h is fewer thanthe average 1-hop-neighbourhood size. Figure 5.7 
on�rms this observationby showing that at 7680 B/s and with 100 streams, the average path lengthvaries from 1.1 hop (RPF) to 1.5 hops (CF).Figure 5.7 also shows that at 7680 B/s CF has longer paths than any
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Figure 5.6: Delivery rate at 7680 B/s.

0

1

2

3

4

5

6

7

8

9

0 20 40 60 80 100

H
op

s

Streams

Path length (hops) with varying number of streams

DSF
CF

MPRF
RPF
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ol Evaluationother proto
ol (38-317% longer than RPF, and 24-92% longer than MPRF),meaning that CF su

eeds in bringing pa
kets further into the network.Together with �gure 5.7, �gure 5.8 illustrates that RPF has the shortestpath lengths in all load/stream-
ount 
onditions.
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Figure 5.8: Average path length at 192 B/s.This indi
ates either that RPF performs well in �nding short paths, orthat nodes far away from the sour
e do not re
eive pa
kets at all, whi
hexplains the low delivery rate. Figure 5.9 shows the average fra
tion of thetotal number of delivered pa
kets that are delivered at ea
h distan
e (in hops)from the sour
e by ea
h proto
ol. RPF stands out from the other proto
olsby obtaining 41% of the deliveries at the immediate neighbours to the sour
e.DSF, MPRF, and CF obtains only 25%, 24%, and 22% respe
tively.Figure 5.9 also indi
ates that some pa
kets have traversed between 45and 50 hops. From the result �les it is found that the maximum path lengthtraversed by any pa
ket in this test is 133 hops. Clearly, this should not bepossible in a network with only 100 nodes, and where dupli
ate eliminationensures that any pa
ket is forwarded at most on
e by ea
h node. It will beexamined in test 2 whether this result is due dupli
ate pa
kets that es
apethe dupli
ate elimination.
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Figure 5.9: Average fra
tion of total deliveries registered at spe
i�
 distan
es(in hops) from the sour
e.Bandwidth UtilisationFigure 5.10 is an average graph showing the bandwidth 
onsumption for ea
hproto
ol. MPRF, DSF, and RPF a
hieve similar results, the distan
e fromCF to the nearest proto
ol varies from 117% with 5 streams to 30% with 100streams.5.4.3 Con
lusionsMPRF has been shown the best average reliability result and e�
ien
y result(surpassed by CF in e�
ien
y at 5-10 streams). As a result, MPRF also hasthe best e�e
tiveness (again, ex
ept at 5-10 streams). Se
ond to MPRF isDSF.CF is found not to perform as poorly as expe
ted 
ompared to the otherproto
ols, espe
ially, RPF is generally outperformed by CF, ex
ept in band-width overhead.Finally, the test has shown that none of the tested proto
ols a
hieve morethan a 51% delivery rate, and thus, although MPRF and DSF perform betterthan CF, further improvements may be possible.
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onsumption.5.4.4 SummaryIn this test, the four sele
ted broad
ast proto
ols have been simulated, andMPRF has been found to overall perform better than the other proto
ols.In parti
ular when 
ompared with RPF and CF. The DSF proto
ol showedresults that approximate MPRF well enough to sele
t DSF as the proto
olthat will be used in the other tests. The ba
kground for this sele
tion is theimplementational di�
ulties involved with MPRF (requires 
hanges to theIP-sta
k). This 
ost has been found to outweigh the in
reased performan
edisplayed by MPRF.5.5 Test 2: Classi
 Flooding with OLSRIn se
tion 5.4 DSF, MPRF, and RPF were utilising an underlying imple-mentation of the OLSR uni
ast routing proto
ol, su�ering from an overheadwhi
h was not present in the CF simulations. For 
ompleteness a test is de-vised to determine the e�e
ts of OLSR tra�
 on CF, to be able to 
omparethe proto
ols on an �equal basis�, disregarding the presen
e of OLSR.In this test the same s
enarios are used as in Test 1, yielding 2100 simu-lations.



5.5 Test 2: Classi
 Flooding with OLSR 695.5.1 Expe
ted ResultsIn low-load s
enarios it 
an be expe
ted that the extra tra�
 has little impa
ton the transmission of data pa
kets. As the network load in
reases, so willthe number of 
ollisions 
aused by the presen
e of OLSR pa
kets, resulting inlower reliability be
ause pa
kets are lost when 
olliding (there is no 
ollisiondete
tion), and lower e�
ien
y be
ause both the in
rease in 
ollisions itself,and the de
rease in reliability, 
auses a de
rease in e�
ien
y.5.5.2 ResultsThe starting point is again the e�e
tiveness metri
. First, the reliabilitymetri
 and the e�
ien
y metri
 are examined independently, followed by thee�e
tiveness metri
. Last, the delivery rate and bandwidth utilisation areexamined.ReliabilityFigure 5.11 illustrates a 9-22% higher average reliability for CF+OLSR when40 simultaneous streams or less are present in the network. With 50 streamsor more the gain is redu
ed to 1.4-3.0%. Reliability is 
al
ulated as theaverage delivery rate. It is examined later in this se
tion why adding extratra�
 improves the delivery rate of CF.E�
ien
yFigure 5.12 shows that in average, CF+OLSR a
hieves a mu
h lower e�-
ien
y with 40 streams or less. At 5 streams CF is more than 2.4 times ase�
ient as CF+OLSR. At 40 it is redu
ed to a 13% in
rease. Noti
e thatthe e�
ien
y graph of CF+OLSR behaves very di�erently from that of CF,whi
h remains 
omparatively stable at approximately 0.18.The e�
ien
y is 
al
ulated from several fa
tors, whi
h 
an be dividedinto two groups: those 
on
erning deliveries (the enumerator of the e�
ien
yformula), and those 
on
erning bandwidth 
onsumption (the denominator).A de
rease in e�
ien
y must be re�e
ted by either a smaller enumerator, alarger denominator, or both.A de
reased enumerator (d � o) for CF+OLSR 
an only result fromCF+OLSR obtaining a large fra
tion of it's deliveries at the originator (alarge o), sin
e the reliability results (�gure 5.11) show that CF+OLSR has alarger total amount of deliveries (d) than CF. However, �gure 5.13 illustratesthat this is not the 
ase. CF and CF+OLSR deliver an almost identi
al fra
-tion of the deliveries at the originator, and in fa
t CF+OLSR obtains 2.4%
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Figure 5.11: Average reliability.
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5.5 Test 2: Classi
 Flooding with OLSR 71less originator deliveries than CF. Hen
e, the de
reased e�
ien
y must bethe result of a larger denominator.
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Figure 5.13: Average fra
tion of total deliveries registered at spe
i�
 distan
es(in hops) from the sour
e.A larger denominator means a 
ombination of larger amounts of trans-missions, re
eptions, and 
ollisions. Figure 5.14 illustrates the average band-width utilisation measured in terms of transmissions. The �gure shows thatdi�eren
e between CF and CF+OLSR is 2.8% or less at all stream-
ounts.Figures 5.15 and 5.16 show that at any stream-
ount, CF+OLSR hasmore pa
ket re
eptions and more 
ollisions than CF. With 40 streams orless, CF+OLSR has 16-86% more re
eptions than CF, and 11-20% more
ollisions.These results 
ause the �expense� of the extra deliveries CF+OLSR a
hievesto outweigh the number of extra deliveries, thereby de
reasing the e�
ien
yof CF+OLSR.E�e
tivenessThe reliability and e�
ien
y results yield the e�e
tiveness illustrated in �g-ure 5.17. At 5 streams CF is 2.2 times more e�e
tive than CF+OLSR,dropping to an advantage of 20% at 40 streams, and less than 5% at 75 and100 streams.
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Figure 5.16: Average number of 
ollisions.
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74 Proto
ol EvaluationThe reason for this behaviour is that while the delivery rate of CF+OLSRis higher than that of CF, the expense per delivery is also higher, and the in-
rease in reliability is not large enough to outweigh the de
rease in e�
ien
y.Delivery RateFigures 5.18, 5.19, and 5.20 show the delivery rates with stream byte ratesof 192, 768, and 7680 B/s respe
tively.With 192 B/s and 25 simultaneous streams or less, CF+OLSR shows asigni�
ant advantage of 42-49%. From 30-40 streams a di�eren
e of 26-38%is found, and at 50 streams and more, 2-6% more deliveries are found.
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Figure 5.18: Delivery rate at 192 B/s.With 768 B/s per stream, only at 15 streams or less is a signi�
ant dif-feren
e observed, where CF+OLSR a
hieves 9-42% more deliveries. At 20streams or more, the di�eren
e drops to 0.6-3.0%With 7680 B/s per stream CF+OLSR also a
hieves more deliveries thanCF, but the di�eren
e is less than 2% at all stream-
ounts.Bandwidth ConsumptionThe bandwidth 
onsumption at byte rates of 192, 768, and 7680 B/s areshown in �gures 5.21 through 5.23.
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Figure 5.19: Delivery rate at 768 B/s.
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Figure 5.20: Delivery rate at 7680 B/s.



76 Proto
ol EvaluationFigure 5.21 shows that at a byte rate of 192 B/s, and with 50 streams orless, CF+OLSR transmits 24-45% more bytes than CF, but with 75 streamsor more, CF transmits 2-3% more bytes than CF+OLSR. Noti
e that thegraphs 
ross just as they begin to ��atten�. The �attening of the graphsindi
ates an overload situation.
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Figure 5.21: bandwidth utilisation at 192 B/s.Similar behaviour is found at 768 B/s (�gure 5.22). The graphs 
rossbetween 15 and 20 streams, and the same proportional di�eren
es as with192 B/s are observed: before the 
rossing, CF+OLSR transmits 3-39% morebytes than CF, and after the 
rossing, CF transmits up to 2% more bytesthan CF+OLSR. Again, the graphs 
ross just as they begin to �atten.At 7680 B/s (�gure 5.23) CF makes more transmissions than CF+OLSRat all stream-
ounts, but only 0.3-1.9%. The graphs indi
ate an overloadsituation.To sum up, adding OLSR tra�
 does not redu
e the number of datapa
kets transmitted signi�
antly. The reason is that only in low load 
ondi-tions does the OLSR tra�
 represent a noti
eable fra
tion of the total tra�
,but at low loads there is bandwidth enough for both kinds of tra�
. At highloads the relatively small proportion of tra�
 that OLSR generates is notenough to disturb the data tra�
 noti
eably.
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Figure 5.22: Bandwidth utilisation at 768 B/s.
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Figure 5.23: Bandwidth utilisation at 7680 B/s.



78 Proto
ol EvaluationCF+OLSR: Same bandwidth utilisation, but more deliveriesComparing the average bandwidth graphs (5.14) with the average reliabilitygraphs (5.11) raises an interesting question regarding CF+OLSR: why doesCF+OLSR a
hieve more deliveries with the same amount of transmittedpa
kets1?The question was, in part, answered when examining the e�
ien
y, byobserving that CF+OLSR obtained the most re
eived pa
kets.Another part of the answer is found in undete
ted dupli
ates. Figure 5.24shows that 8-15% more undete
ted dupli
ate pa
kets are re
eived with CFthan with CF+OLSR. This means that out of the total bandwidth 
onsump-tion in CF and CF+OLSR respe
tively, a larger portion in CF are 
ontributedby (possibly spinning) dupli
ates, that is, pa
kets that take up bandwidth,but do not 
ontribute deliveries.
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Figure 5.24: Average number of undete
ted dupli
ate pa
kets.This observation provides an answer for the question, but it also raisesanother question: why do fewer undete
ted dupli
ates appear when extratra�
 is added? We have not been able to �nd an answer to this question.1The graph shows transmitted bytes, but pa
kets are equal-sized, so there is a dire
tproportionality between transmitted bytes and transmitted pa
kets



5.6 Test 3: Full History Dupli
ate Elimination 795.5.3 Con
lusionsAdding the 
ontrol pa
ket of overhead of OLSR does not redu
e the band-width 
apa
ity in terms of transmissions. There is, however, an in
rease in re-
eived pa
kets, whi
h is also re�e
ted in the delivery rate, making CF+OLSRmore reliable than CF.The OLSR tra�
 
auses more 
ollisions to o

ur, whi
h, together withthe extra re
eptions, 
ause the e�
ien
y of CF+OLSR to de
rease, 
omparedto CF.The e�
ien
y de
rease of CF+OLSR is larger than the reliability in
rease,resulting in a de
reased e�e
tiveness.Fewer undete
ted dupli
ate pa
kets are observed with CF+OLSR thanwith CF, allowing CF+OLSR to deliver more pa
kets with the same band-width.5.5.4 SummaryIn this test, OLSR 
arries out its transmission of 
ontrol tra�
, and 
on�g-uration of uni
ast routes, 
onsuming some of the shared bandwidth. It isobserved that the presen
e of OLSR tra�
 a�e
t the performan
e of CF inseveral ways.The number of undete
ted dupli
ate pa
kets de
reases, meaning that alarger fra
tion of the transmitted pa
kets are unique, 
ausing the measurednumber of re
eived pa
kets to in
rease. The in
rease in re
eived uniquepa
kets 
ontribute with additional deliveries, thus in
reasing the deliveryrate and hen
e the reliability.Adding OLSR tra�
 
auses 
auses 
ollisions, whi
h, along with the extrapa
ket re
eptions, de
reases the e�
ien
y. The e�
ien
y de
reases morethan the reliability in
reases, resulting in a lower e�e
tiveness result whenOLSR tra�
 is present.It remains unexplained why adding OLSR's 
ontrol tra�
 to the networkde
reases the o

urren
es of undete
ted dupli
ate pa
kets.5.6 Test 3: Full History Dupli
ate EliminationDupli
ate elimination ensures that on
e a pa
ket has been re
eived (andperhaps forwarded) by a node, that node will not pro
ess any subsequentre
eptions of the same pa
ket. The dupli
ate elimination s
heme devisedin 
hapter 2 is time limited, however, meaning that if a pa
ket is in transitlonger than the pa
ket identi�er remains in the dupli
ate elimination history,the pa
ket may be pro
essed, and thus forwarded, several times by one node.



80 Proto
ol EvaluationThe 
onsequen
e when this happens is �noise� in the simulation results:the results, although realisti
, indi
ate drawba
ks of the dupli
ate eliminations
heme, and not the �ooding proto
ol.The result �les from test 1 (se
tion 5.4) 
ontain information about pa
ketsthat have traversed as many as 133 hops, whi
h should not be possible asthere are only 100 nodes in the network. This indi
ates that dupli
ate pa
ketsare present in the network.To determine the frequen
y of this problem, a test is 
ondu
ted wherethe dupli
ate elimination history stores all re
eived pa
ket identi�ers for thefull duration of the simulation.This test is 
ondu
ted on one byte rate (384 B/s) with CF and DSF,yielding 600 simulations.5.6.1 Expe
ted ResultsIt is expe
ted that the maximum number of hops traversed by any pa
ketde
reases when enfor
ing full dupli
ate elimination. If this is the 
ase, itwill indi
ate that the pa
kets traversing more than 100 hops in test 1 aredupli
ates.5.6.2 ResultsAs expe
ted, all dupli
ate re
eptions of pa
kets are inter
epted by dupli
ateelimination in these tests � the number of undete
ted dupli
ates is zero inall tested 
onditions.The result �les from this test 
ontain information about pa
kets that havetraversed up to 39 hops, showing that a large de
rease 
ompared with the133 hops with 15 se
onds dupli
ate history timeout.5.7 Test 4: Jitter on Data Pa
ketsThe 802.11 MAC spe
i�
ation states that no RTS/CTS is performed whentransmitting broad
ast and multi
ast pa
kets. Consequently, if neighbournodes attempt to broad
ast simultaneously, a 
ollision will o

ur. A networkwith broad
ast/multi
ast tra�
 will be prone to many 
ollisions.Furthermore, when a node, N , is part of a uni
ast route, and N for-wards the pa
ket, the pa
ket will usually be forward by at most one of N 'sneighbours.If N forwards a broad
ast pa
ket, a subset of neighbours to N (as de�nedby the broad
ast proto
ol) will forward the pa
ket. If some of these neigh-bours are within transmission range, it is a possibility that some of them



5.7 Test 4: Jitter on Data Pa
kets 81forward the pa
ket at the same time, 
ausing 
ollisions.One way to try to remedy this problem is to enfor
e jitter upon thetransmissions. Jitter means that the transmission is delayed for some short,random time period. It has been shown in [CHCB01℄ that jitter has a positivee�e
t on OLSR 
ontrol tra�
. It is desired wish to investigate the e�e
ts ofenfor
ing jitter on �ooding, and in parti
ular, to investigate whether jitterredu
es the number of 
ollisions in the network.Jitter works by delaying the transmission for some randomly sele
teddelay between 0 and Max_Jitter se
onds. To get a broad perspe
tive,tests are 
ondu
ted with several sele
tions of Max_Jitter. The followingMax_Jitter values (in se
onds) are tested: 0.002, 0.01, 0.05, and 0.1-0.9with in
rements of 0.2 se
onds.The jitter test is 
ondu
ted with 8 di�erent values of max_jitter on twoproto
ols (CF and DSF), yielding 16 proto
ols. One byte rate is tested (768B/s), amounting to 4800 simulations.5.7.1 Expe
ted ResultsAdding jitter is expe
ted to in
rease the end-to-end delay of broad
ast oper-ations, sin
e a delay is manually enfor
ed on every node on the path. Onlyif jitter 
auses shorter paths to be used 
an the delay be redu
ed.In low-load s
enarios, enfor
ing jitter is expe
ted to prevent some of the
ollisions that o

ur due to the reasons just des
ribed. However, jitter willleave va
ant gaps in the ether when none of the nodes in a neighbourhood aretransmitting, be
ause of the enfor
ed waiting period. Therefore it is expe
tedthat jitter redu
es the e�e
tive bandwidth of the network, whi
h is expe
tedto be visible in high-load s
enarios.Performan
e improvements resulting from applying jitter have alreadybeen observed through simulations in the work des
ribed in [CH01℄. However,these results were a
hieved by introdu
ing jitter on the 
ontrol tra�
 ofOLSR, whi
h is very sparse 
ompared even to the lowest tra�
 loads thatare simulated. A

ording to the dis
ussion above, this low tra�
 load shouldlend itself well to jitter. Hen
e a performan
e in
rease of similar proportionsin these simulations is not expe
ted.5.7.2 ResultsIn a

ordan
e with the expe
ted results, the delay will be examined �rst,followed by the number of 
ollisions. These metri
s are expe
ted to 
hangeunder in�uen
e of jitter. After that, the e�e
tiveness is analysed.



82 Proto
ol EvaluationDelayAs expe
ted, adding jitter 
auses additional delay proportional with theamount of jitter introdu
ed. This is illustrated by �gures 5.25 and 5.26
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Figure 5.25: End-to-end delay with CF.CollisionsFigures 5.27 and 5.28 show the number of 
ollisions o

urring. With bothproto
ols, jitter redu
es the 
ollisions at high stream-
ounts.For CF the redu
tion is 5-8% by introdu
ing jitter at 20 streams or more.At less than 20 streams, jitter 
auses a 2-40% in
rease in 
ollisions.For DSF adding jitter redu
es the 
ollisions 8-11% at 25 streams or more.At less than 25 streams, no signi�
ant 
hanges are observed.E�e
tivenessFigures 5.29 and 5.30 show the reliability for CF and DSF.For CF at 5 streams, jitter provides a reliability in
rease of 184%. Thisin
rease drops to 2% at 15 streams, and at 20 streams or more, the di�eren
ebetween CF with and without jitter is less than 1%.For DSF, adding jitter in
reases the reliability at all stream-
ounts. At 5streams DSF is 73% higher, and at 100 streams DSF is 4% higher.



5.7 Test 4: Jitter on Data Pa
kets 83

 0

 1

 2

 3

 4

 5

 6

 7

 0  20  40  60  80  100

D
el

ay
 (

se
co

nd
s)

Streams

Delay with varying number of streams

DSF
DSF-jitter-0.002

DSF-jitter-0.01
DSF-jitter-0.05
DSF-jitter-0.1
DSF-jitter-0.3
DSF-jitter-0.5
DSF-jitter-0.7
DSF-jitter-0.9Figure 5.26: End-to-end delay with DSF.

 0

 100000

 200000

 300000

 400000

 500000

 600000

 700000

 800000

 900000

 1e+06

 0  20  40  60  80  100

C
ol

lis
io

ns

Streams

Collisions with varying number of streams

CF
CF-jitter-0.002

CF-jitter-0.01
CF-jitter-0.05
CF-jitter-0.1
CF-jitter-0.3
CF-jitter-0.5
CF-jitter-0.7
CF-jitter-0.9Figure 5.27: Collisions with CF.



84 Proto
ol Evaluation

 0

 100000

 200000

 300000

 400000

 500000

 600000

 700000

 800000

 900000

 0  20  40  60  80  100

C
ol

lis
io

ns

Streams

Collisions with varying number of streams

DSF
DSF-jitter-0.002

DSF-jitter-0.01
DSF-jitter-0.05

DSF-jitter-0.1
DSF-jitter-0.3
DSF-jitter-0.5
DSF-jitter-0.7
DSF-jitter-0.9Figure 5.28: Collisions with DSF.

0

0.2

0.4

0.6

0.8

1

0 20 40 60 80 100

R
el

ia
bi

lit
y

Streams

Reliability with varying number of streams

CF
CF-jitter-0.002

CF-jitter-0.01
CF-jitter-0.05

CF-jitter-0.1
CF-jitter-0.3
CF-jitter-0.5
CF-jitter-0.7
CF-jitter-0.9

Figure 5.29: Reliability of CF.



5.7 Test 4: Jitter on Data Pa
kets 85

0

0.2

0.4

0.6

0.8

1

0 20 40 60 80 100

R
el

ia
bi

lit
y

Streams

Reliability with varying number of streams

DSF
DSF-jitter-0.002

DSF-jitter-0.01
DSF-jitter-0.05
DSF-jitter-0.1
DSF-jitter-0.3
DSF-jitter-0.5
DSF-jitter-0.7
DSF-jitter-0.9

Figure 5.30: Reliability of DSF.Figure 5.31 illustrates that adding jitter to CF de
reases the e�
ien
y3-49%, whereas Figure 5.32 shows that adding jitter to DSF in
reases thee�e
tiveness 5-59% (at 40 streams or less). At more than 40 streams, DSFis not a�e
ted by adding jitter.The reliability and e�
ien
y of CF and DSF with jitter results in thee�e
tiveness results show in �gures 5.33 and 5.34.For CF the e�e
tiveness is only higher with jitter at 5 streams (45%). At15 to 75 streams, CF without jitter is 2-28% higher.For DSF the e�e
tiveness is higher when jitter is used at all stream-
ounts.The in
rease varies from 175% at 5 streams to 4% at 100 streams.5.7.3 Con
lusionsAdding jitter when forwarding broad
ast data pa
kets is shown to de
reasethe amount of 
ollisions that o

ur when 25 streams or more are a
tive.Also, jitter in
reases the delivery rate (reliability), parti
ularly at lowloads. The largest in
rease is found with CF at 5 streams, where the deliveryrate is in
reased from 32% to 92%. For DSF at 5 streams, the delivery rateis in
reased from 46% to 80%.The primary 
ost of adding jitter is the asso
iated end-to-delay. However,
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Figure 5.31: E�
ien
y of CF.

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0  20  40  60  80  100

E
ffi

ci
en

cy

Streams

Efficiency with varying number of streams

DSF
DSF-jitter-0.002

DSF-jitter-0.01
DSF-jitter-0.05

DSF-jitter-0.1
DSF-jitter-0.3
DSF-jitter-0.5
DSF-jitter-0.7
DSF-jitter-0.9Figure 5.32: E�
ien
y of DSF.



5.7 Test 4: Jitter on Data Pa
kets 87

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0 20 40 60 80 100

E
ffe

ct
iv

en
es

s

Streams

Effectiveness with varying number of streams

CF
CF-jitter-0.002

CF-jitter-0.01
CF-jitter-0.05
CF-jitter-0.1
CF-jitter-0.3
CF-jitter-0.5
CF-jitter-0.7
CF-jitter-0.9

Figure 5.33: E�e
tiveness of CF

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0 20 40 60 80 100

E
ffe

ct
iv

en
es

s

Streams

Effectiveness with varying number of streams

DSF
DSF-jitter-0.002

DSF-jitter-0.01
DSF-jitter-0.05
DSF-jitter-0.1
DSF-jitter-0.3
DSF-jitter-0.5
DSF-jitter-0.7
DSF-jitter-0.9

Figure 5.34: E�e
tiveness of DSF



88 Proto
ol Evaluationit is observed that delay is the only metri
 where the amount of jitter isimportant, and the lowest amount of jitter provides the same bene�ts as thehighest amount of jitter, while providing shorter end-to-end delays.5.7.4 SummaryIn this test the e�e
t of adding jitter to broad
ast data pa
kets was examined,and three primary observations are made:1. Adding jitter de
reases the o

urren
e of 
ollisions.2. With few streams jitter provides a signi�
ant in
rease in reliability.3. In
reasing the amount of jitter added does not in
rease the bene�t ofjitter, but only adds to the end-to-end pa
ket delay.5.8 Test 5: Multipa
ket FloodingA problem inherent in MANETs is reliability. The pa
ket loss rate in aMANET is higher than in wired networks [CM99℄. We wish to investigate asimple te
hnique that might improve the reliability: sending multiple 
opiesof ea
h pa
ket. This approa
h will naturally in
ur a greater overhead (linearin the number of pa
ket 
opies), but how many additional su

essful deliveries
an, say, two extra 
opies of ea
h pa
ket buy?If a node re
eives several 
opies of the same pa
ket, only one is 
ountedas a su

essful delivery � the other ones are overhead.To implement multipa
ket �ooding two issues must be settled: First, howmany 
opies of ea
h pa
ket should be sent. Se
ond, when should the pa
kets
opies be sent? We have de
ided to test three pa
ket multipliers (2, 3, and5). The test in
ludes byte rates 192, 384, and 768, and the proto
ols CF andDSF. This yields six proto
ols in three load 
onditions, amounting to 5400simulations.5.8.1 Expe
ted ResultsWe expe
t that sending multiple 
opies of a pa
ket in a low-load s
enario willresult in more pa
kets rea
hing their destinations, sin
e the media should beable to 
arry the extra pa
kets. We do, however, expe
t the pri
e of theextra delivered pa
kets to be high. In high-load s
enarios the additionaltra�
 might only disturb the existing pa
ket �ow, 
ausing 
ollisions andresulting in a de
reased delivery rate.



5.8 Test 5: Multipa
ket Flooding 895.8.2 ResultsThe following se
tions des
ribe the e�e
tiveness metri
, followed by an over-view of the 
ollisions and the bandwidth utilisation.E�e
tivenessFigures 5.35 and 5.36 show the reliability of CF and DSF with and withoutmultipa
ket �ooding.
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Figure 5.35: Reliability of CF.For CF, multipa
ket �ooding de
reases the reliability signi�
antly at 15streams or more, and the more 
opies that are sent, the lower the reliability.At 5 and 10 streams, multipa
ket �ooding (using a multiplier of 2) providesup to a 13% better reliability.DSF displays a similar behaviour, ex
ept that even at 5 and 10 streams,multipa
ket �ooding has a lower reliability than DSF without multipa
ket�ooding.Figures 5.37 and 5.38 show the e�
ien
y of CF and DSF with and withoutmultipa
ket �ooding.With 40 streams or less, CF without multipa
ket �ooding shows thehighest e�
ien
y. With more than 40 streams a multiplier of 2 providesan e�
ien
y in
rease of 7-19%.
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Figure 5.36: Reliability of DSF.DSF has very di�erent 
hara
teristi
s. At 40 streams or less, a multi-plier of 5 provides an in
rease of 11-198%, but at 50 streams or more themultipa
ket �ooding multiplier with the highest e�
ien
y (a multiplier of 2)de
reases e�
ien
y by 4-22% 
ompared to DSF without multipa
ket �ooding.The e�e
tiveness graphs resulting from these reliabilities and e�
ien
iesare shown in �gures 5.39 and 5.40.What is interesting is that for CF in all 
onditions, multipa
ket �oodingde
reases the e�e
tiveness signi�
antly, and the more pa
ket 
opies that aresent, the worse gets the e�e
tiveness result.With DSF multipa
ket �ooding provides the best e�e
tiveness at 15streams and less, and at 5 streams the best e�e
tiveness is found when trans-mitting 5 
opies of ea
h pa
ket, whi
h provides a 107% in
rease.CollisionsFigures 5.41 and 5.42 show the average number of 
ollisions that o

ur withCF and DSF. The �gures illustrate that multipa
ket �ooding 
auses 
olli-sions.
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Figure 5.37: E�
ien
y of CF.
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y of DSF.
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tiveness of CF.
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94 Proto
ol EvaluationBandwidth UtilisationFigures 5.43 and 5.44 show the average bandwidth utilisation for CF andDSF with and without multipa
ket �ooding. These �gures illustrate that �as expe
ted � an in
reased multiplier results in in
reased bandwidth.
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lusionsIt is observed that in
reasing the pa
ket multiplier 
auses more 
ollisions inthe network, and results in in
reased bandwidth utilisation.In the majority of the tests, multipa
ket �ooding lessens the reliability ofa proto
ol signi�
antly.The proto
ols a
hieve very di�erent results regarding e�
ien
y. With CF,multipa
ket �ooding 
an in
rease the e�
ien
y at 50 streams or more, whilewith DSF, multipa
ket �ooding 
an in
rease the e�
ien
y at 40 streams orless.Regarding e�e
tiveness, multipa
ket �ooding results in a signi�
ant de-
rease.
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Figure 5.44: Average bandwidth for DSF.5.8.4 SummaryMultipa
ket �ooding was expe
ted to in
rease reliability, at least at low net-work load 
onditions. This has been shown not to be the 
ase. Multipa
ket�ooding de
reases the reliability, and in
reases the bandwidth overhead.5.9 Con
lusionsTest 1 identi�es MPRF as the proto
ol that a
hieves the best performan
e.MPRF a
hieves both the highest delivery rate, the highest e�
ien
y, andthe the highest e�e
tiveness. RPF is found to have the lowest delivery rateand e�e
tiveness. DSF a
hieves results 
lose to those of MPRF. The testalso reveals that none of the proto
ols yield a performan
e gain over CF thatsu�
es for using them for reliable data delivery.Test 2 shows that the presen
e of OLSR 
ontrol tra�
 in CF simulationsin
reases the reliability of the proto
ol. The reason has been found to be dueto fewer undete
ted dupli
ate pa
kets. Also, the OLSR tra�
 adds 
ollisionsto the network, 
ausing the e�
ien
y of CF to degrade in the presen
e ofOLSR.Test 3 
on�rms that the pa
kets whi
h traverse paths longer than 100hops may be undete
ted dupli
ate pa
kets.
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ol EvaluationTest 4 determines that jitter on broad
ast data de
reases the number of
ollisions in the network, and in
reases the delivery rate. It is also shownthat in
reasing the amount of jitter does not yield further improvements.Test 5 evaluates multipa
ket �ooding as a me
hanism for improving reli-ability, and reveals that multipa
ket �ooding does not yield improvements tothis end. Instead, multipa
ket �ooding degrades the delivery rate, and addsbandwidth overhead.5.10 SummaryFive tests have been 
ondu
ted to evaluate the performan
e of four broad
astproto
ols, and two generi
 proto
ol extensions intended to redu
e 
ollisionsand improve reliability.The tests have revealed that the MPRF proto
ol a
hieves the best over-all results regarding delivery rate and bandwidth 
onsumption. Also, themaximum delivery rate a
hieved by any proto
ol is 51%. Applying jitter ontransmissions in
reases the delivery rate. In the best 
ase observed, the de-livery rate is in
reased from 38% to 92%.Multipa
ket �ooding degrades theperforman
e of the proto
ol to whi
h it is applied. The bandwidth overheadis in
reased, and the reliability is de
reased.The next 
hapter evaluates the simulation framework, based on the ex-perien
es gained in 
ondu
ting the simulations.



Chapter 6Simulation Framework EvaluationThis 
hapter evaluates the simulation framework, with respe
t to howwell it ful�ls the task of automating the simulating pro
ess. Se
tion 6.1introdu
es the aspe
ts whi
h are evaluated. Se
tion 6.2 evaluates individual
omponents of the framework. Se
tion 6.3 presents issues dis
overed whileadapting the framework to work a
ross multiple platforms, and se
tion 6.4do
uments the experien
es with using the framework, gathered throughoutthis work. Last, se
tion 6.5 summarises the 
hapter.6.1 Introdu
tionThe simulation framework presented in 
hapter 4 has been developed and ap-plied to 
ondu
t the simulations simulations presented in 
hapter 5. Throughthis, experien
es as to the performan
e and 
onvenien
e of the framework hasbeen gatheredThe purpose of the framework evaluation is to examine whether it ful�lsthe goal it is intended for: automation of the simulation pro
ess. Threeaspe
ts of the framework are evaluated: the individual 
omponents, the 
ross-platform portability of the framework, and the general experien
es gainedthrough using the framework for 
ondu
ting simulations.6.2 Evaluation of Individual ComponentsThis se
tion evaluates three of the framework appli
ations are 
on
erned: thejob s
heduler, Tafat, and Gra
e. Also, the method applied for data storageis evaluated.Two of the framework appli
ations, ns2 and Sump (the summary pro-
essor), are not evaluated in detail. Evaluating the quality of ns2 as a net-work simulator is outside the s
ope of this work. At this point it is notedthat ns2 has ful�lled its role as the network simulator in in the simulationframework. As for Sump, it is noted that the tool ful�lled its purpose in theframework, generating summaries of the result �les.97



98 Simulation Framework Evaluation6.2.1 Job S
hedulerThe s
heduler has been used to s
hedule all of the simulations for this work,distributed a
ross 26 ma
hines in three di�erent lo
ations. The fun
tionalitypresent in the s
heduler has proven su�
ient for s
heduling jobs among a setof ma
hines residing on the same lo
al area network: on several o

asions, aset of ma
hines has been left unattended for days, while performing a largebat
h of simulations.During the use, a number of issues present in the 
urrent version of thes
heduler have been dis
overed, and ideas for future extensions has emerged.The two major issues present in the 
urrent version of the s
heduler are asfollows:� S
heduling of jobs does not work between di�erent hardware platforms.The 
ause of this issue has not been exa
tly determined, but is verylikely related to the di�erent byte order of the Intel and Spar
 plat-forms.� The proto
ol used for network 
ommuni
ation is not robust to networkfailures: it is based on TCP 
onne
tions between the job manager andthe job servers, and does not tolerate that these 
onne
tions are brokendue to, e.g., network partitioninig.Using an environment of both Intel and Spar
 ma
hines, the �rst issuehas been addressed by running a s
heduler for ea
h hardware platform. These
ond issue has been addressed by running separate s
hedulers for ea
h lo
alarea network in use. In 
ombination, these workarounds made it ne
essaryto run four separate s
hedulers, as illustrated in �gure 6.1, where one 
ouldideally have been su�
ient.
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Figure 6.1: Four s
hedulers were ne
essary to keep simulations on all ma-
hines running.



6.2 Evaluation of Individual Components 99Obviously, the existing issues must be addressed to make the s
heduler
apable of s
heduling jobs a
ross di�erent hardware platforms, and tolerantto network failures.Naturally, the existing issues should be addressed to obtain a more robusts
heduling system, enabling 
ross-platform job s
heduling. Further experi-en
e has revealed ideas for improvements that would add to the 
onvenien
eof the job s
heduler:� adding journaling to enfor
e �at-least-on
e� exe
ution of jobs, and� adding multi-user 
apabilities to manage the s
heduling of jobs onshared ma
hines.The s
heduler has provided a 
onsiderable aid in the 
ondu
tion of sim-ulations in this work. The experien
es with job s
heduling motivates theuse of bat
h s
heduling systems for 
ondu
ting simulations, and an improvedversion of the s
heduler developed in this work will be suitable for su
h uses.6.2.2 Tra
e File Analysis ToolTafat was implemented to suit all the tra
e �le analysis requirements for thesimulations in this work. With the goals of performan
e and modularity inmind, Tafat were intended to repla
e two other tools for tra
e �le analysis:one implemented in Ruby, providing modularity but su�ering in performan
e,the other implemented in awk, yielding a

eptable performan
e, but la
kingmodularity. The performan
e and modularity of Tafat will be evaluatedindependently.Performan
e evaluationTo evaluate the performan
e of Tafat, a 
omparison with the awk and Rubytra
e �le analysis implementations is 
ondu
ted. The 
omparison illustratesthe s
alability of the three implementations, by observing their running timeon various sizes of tra
e �les.For the 
omparison, a tra
e �le of 627 MB (6.467.300 lines) has beengenerated by simulating one of the s
enarios used for evaluating the MPRFlooding proto
ol1. Tra
e �les of this size are not un
ommon for the simu-lations in this work; the smallest tra
e �les are around 130 MB, and somesimulations of some s
enarios has been observed to generate tra
e �les ex-
eeding two GB.1The 
ommon s
enario parameters are as spe
i�ed in se
tion 5.3. The tra�
 load inthe evaluated s
enario was generated by 50 streams of 2304 KB/se
 ea
h.



100 Simulation Framework EvaluationThe Tafat, awk and Ruby implementations provides di�erent suites ofanalysis modules. This evaluation measures the performan
e of ea
h tool,using only the modules for ea
h implementation that provide a set of 
ommonresults.Figure 6.2 shows the time spent exe
uting user spa
e pro
esses for ea
hof the Tafat, awk and Ruby implementations, while performing tra
e �leanalysis on inputs of di�erent sizes. The results have been obtained using a733 MHz Pentium III PC, reading the the tra
e�le from disk 
a
he to avoiddisk I/O overhead.
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Figure 6.2: S
alability of tra
e �le analysis tools.From �gure 6.2, it is observed that the Ruby implementation performssigni�
antly worse than both Tafat and the awk implementation. The awk im-plementation is faster than Tafat for tra
e �le sizes ex
eeding approximately125 MB, and linearly when the �le size is in
reased. the runnig time of Tafatgrows faster than linearly, ending at 414% of that of the awk implementationat the maximum �le size of 600 MB.This result show that Tafat s
ales better than the Ruby implementation,but for tra
e�les larger than 125 MB, Tafat is outperformed by the awkimplementation.



6.2 Evaluation of Individual Components 101ModularityThe modular stru
ture of Tafat is ensured by separating the fun
tionality forparsing tra
e �les from the task of performing 
ertain types of analysis onthe parsed data. The latter task is further divided into a number of modules(
alled exe
utables). Ordered a
tivation of these is ensured by grouping theminto the ordered sets: �pre-analysis�, �analysis� and �post-analysis�.Comparing this solution with the obje
t-oriented organisation present inthe Ruby implementation, it is observed that Tafat has a
hieved a 
orres-ponding degree of modularity. The main di�eren
es between Tafat and theRuby implementation is the absen
e of obje
t orientation in Tafat, and thefa
t that memory management must be handled expli
itly, a task solvedautomati
ally by the Ruby interpreter.Tafat is su

essful in providing the modularity ne
essary for implementingexe
utables that maintain their internal state independently, but at the sametime provides fun
tionality for sharing the information 
olle
ted by 
ertainexe
utables among the remaining ones.6.2.3 Graph Compilation EnvironmentGiven a set of results from Tafat, Gra
e generates a standard set of graphsfrom these results. Using the input and output modules des
ribed in se
-tion 4.3.6, these standard graphs have been plotted for all the simulationresults produ
ed in this work. Through the use ofGra
e, a printable overview
ontaining all the automati
ally generated graphs 
an be obtained throughthe following steps:1. de�ne a 
on�guration �le des
ribing the input for Gra
e,2. run Gra
e, using this 
on�guration �le,3. run LATEX on the output �les of Gra
e, to obtain a printable posts
ript�le.Although it is not regarded as being 
riti
al with respe
t to Gra
e's fun
-tionality, one notable issue of is that Gra
e's memory usage grows large (ob-servations show memory usages between 100 and 200 MB, depending on thesummary data for the graphs) when the summary data is stored in memoryfor graph generation.The existing interfa
e between the sample spa
e and the input/outputmodules in Gra
e is simple, and does not do any sanity 
he
ks on queries forstoring or retrieving data. This simpli
ity requires 
onsiderable robustness of
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orre
tly.The existing version of Gra
e la
ks robustness in both parts, resulting inerrors when generating graphs from a set of result �les 
ontaining unexpe
tedor no values, or when using an erroneous 
on�guration �le.The issue of robustness should be addressed to in
rease the usability ofthe 
urrent version of Gra
e. As for the s
heduler, several ideas for futuredevelopment have emerged during the use of Gra
e:� development of a more advan
ed interfa
e for the sample spa
e to easethe integration of new summary data formats and graph types,� a more s
alable approa
h to storing the sample spa
e � possibly organ-ised as a database stored on disk.6.2.4 Data StorageDespite the tra
e �les from ns2 not being stored persistently, large quantitiesof �les are still stored by the 
urrent methods for generating 
omputingstatisti
s, and plotting graphs. S
enario parameter �les, s
enarios, result�les, summary �les and �nally, graphs are stored to persistently.A network-a

essible Rsyn
 data repository has been used for the pur-pose of 
entralising �le storage and enabling remote ma
hines to a

ess the�les. Organising the diverse set of di�erent data into �les has proven a dif-�
ult task. It has been solved by 
ombining �le and dire
tory names toobtain a hierar
hi
al storage, where information about the 
ontents of a �leis expressed by the path of the �le, as, e.g., the following path of a result �le:/flooding-020325/results/load_192_40/load_192_40_MPRFlood_12.resultsThis path is result �le is from the set of simulations 
alled ��ooding-020325�, and 
ontains results for the 12th simulation in a set of 30 s
enarios,all having 40 CBR streams sending transmitting 192 B/s ea
h.The semanti
s en
oded in the dire
tory and �le names are re�e
ted in theappli
ations and s
ripts that navigate the dire
tory tree and read or writethe �les. This dependen
y is undesirable, as 
hanges in the �le organisationmust be re�e
ted in 
orresponding 
hanges in the appli
ations.For future work, a more desirable solution would be to develop a �simu-lation data storage API�, whi
h unites the information about the 
ontents ofa �le with the 
ontents themselves, and provides a layer of abstra
tion overdisk �les, through whi
h more advan
ed and e�
ient query te
hniques thanthose possible by ordinary �le system usage are possible.
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ess to a 
ent-ral data repository has proven pra
ti
al when 
ondu
ting simulations a
rossseveral ma
hines in distin
t lo
ations. The 
urrent organisation of data therepository is not su�
iently �exible for general use. One way of improvingthe generality of the data storage, but its generality 
ould be improved byuse of a general simulation data storage API6.3 Portability IssuesThe requirement for running 
ommon sets of simulations on both Intel/Linux,Intel/Solaris and Spar
/Solaris ma
hines has presented a few issues, whi
hwill be shortly 
lari�ed in this se
tion.It is noted that the appli
ations in the simulation framework has beenimplemented in several programming languages: ns2 is implemented in C++and T
l, Tafat is implemented in C, whereas Ruby has been sele
ted aslanguage for the s
heduler, and for Sump and Gra
e. In addition, a suite ofshell s
ripts and make�les automate several routine tasks.One minor issue experien
ed while porting Tafat from Linux to Solarisrequired a solution: Tafat uses the error reporting fun
tionality provided byGNU Lib
 library [MD02℄. This library is absent on the Solaris developmentplatform, whi
h for
ed the implementation of a small pie
e of repla
ement
ode used when 
ompiling Tafat for Solaris.The T
l and Ruby 
ode is interpreted, and as interpreters exist for bothLinux and Solaris, no problems with respe
t to either of these languages hasbeen experien
ed.Di�eren
es in the possibilities for obtaining hardware status informationrequired some operating system spe
i�
 
ode to be integrated in the s
hed-uler. This enables job servers to automati
ally dis
over the number of CPUsand amount memory present. On Linux ma
hines, su
h information maybe obtained via the /pro
 hierar
hy of the �le system, while use of 
ertainexe
utables, e.g., psrinfo is ne
essary on the Solaris ma
hines.Overall, only minor portability issues were experien
ed during the frame-work development pro
ess, and solutions have been established to solve thefew issues that were observed.6.4 Overall Experien
esIn several situations, manual work was ne
essary for starting simulations.This ought to be a simple and straightforward task, but a number of re-appearing problems were present.
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ript or an appli
ation is implemented to �t spe
i�
 ma-
hines used for simulation, this is likely to 
ause problems. Code ap-pearing in the framework are likely to be run at di�erent ma
hines atsome point during their �lifetime�. For this to be possible, generalitymust be prioritised.Robustness and verbosity. When the framework appli
ations are usedfor 
ondu
ting several di�erent sets of simulations, it is not unlikelythat at some point a situation o

urs where one appli
ation is, e.g.,provided with input whi
h it 
annot pro
ess. Robust appli
ations aredesired if the errors are non-
riti
al, so that the pro
essing 
an 
on-tinue. In 
ase of 
riti
al errors, a verbose error message is desired, tohelp lo
ating the 
ause of the problem qui
kly.Further, when unattended bat
hes of simulations are exe
uted, the fail-ure of a single simulation should be logged for later investigation andpossible re-s
heduling, but tolerated to the degree that the remainingsimulations 
an be 
ompleted.Consistent Appli
ation Con�guration. Some appli
ations in the frame-work, e.g. ns2 and Tafat, are 
on�gured partly at 
ompile-time, byediting the sour
e 
ode, and partly by supplying 
ommand line optionsand 
on�guration �les when started. This leaves open the possibilityfor errors to go undete
ted, due to a

idental reuse of binaries 
ompiledwith the wrong 
ompile-time 
on�guration.To avoid su
h errors, a 
onsistent pattern should be applied for appli
-ation 
on�guration, preferably avoiding 
ompile-time 
on�guration tothe largest possible extent.Version Control. It is important to have stri
t 
ontrol of the di�erent ver-sions of the framework utilities, as some versions are not 
ompatible,and others 
ontain bugs whi
h makes them unusable. For this purpose,�snapshots� of the 
ode that has been used for produ
tion were 
reated.On several o

asions, this system proved useful, as old versions of es-pe
ially ns2 and Tafat were retrieved with the purpose of re-runningsets of simulations.6.5 SummaryUsing the simulation framework des
ribed in 
hapter 4, all the simulations forthe broad
ast proto
ol evaluation presented in 
hapter 5 has been performed.
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e gained through this work is, that the wide rangeof 
onditions under whi
h the framework must operate, require a generi
,easily 
on�gurable and robust set of appli
ations to 
onstitute a su

esfulframework.Further, the framework has redu
ed the manual work required to 
ondu
tlarge quantities of simulations, as was the overall goal for its fun
tionality.None the less, the framework is still subje
t for future improvements.The 
urrent data organisation is less �exible than 
ould be desired, andissues to be resolved exist for several appli
ations in the framework. Also,ideas for new improvements have emerged. Addressing those issues and ideaswould result in in
reased robustness and improved fun
tionality of the frame-work.
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Chapter 7Con
lusionsTwo problems have been solved in this work: the sele
tion, spe
i�
ationand evaluation of MANET broad
ast proto
ols, and the development anduse of a simulation framework to aid the simulation based evaluation of theproto
ols.Ea
h of these solutions are 
on
luded in the following: se
tion 7.1 lists theprodu
ts of this work, and se
tion 7.2 
on
ludes on the results whi
h havebeen a
hieved. Se
tion 7.3 gives dire
tions for future work, and se
tion 7.4summarises the 
on
lusions.7.1 Produ
tsThis se
tion gives an overview of the produ
ts established during this work,divided in two 
ategories: produ
ts established during spe
i�
ation and eval-uation of MANET broad
ast proto
ols, and produ
ts established during de-velopment of the simulation framework.7.1.1 Broad
ast in MANETsFour broad
ast proto
ols are sele
ted for evaluation, all ful�lling the 
riteriaof requiring only the fun
tionality present on basi
 MANET nodes. Theproto
ols are sele
ted from existing MANET routing proto
ols, as well asfrom the �eld of broad
asting in wired networks. Furthermore, two generi
proto
ol extensions are sele
ted for evaluation. During the study of thebroad
ast proto
ols and proto
ol extensions, the following produ
ts havebeen established:� a s
heme for dupli
ate pa
ket elimination is spe
i�ed,� simulations of the sele
ted proto
ols and extensions have been 
ondu
-ted, and� metri
s for evaluating the proto
ols have been spe
i�ed and applied.107



108 Con
lusionsAdditionally, the main results of the proto
ol evaluation is to appear onWPMC 2002 [wpm02℄, in a paper 
o-authored by the authors of this work.7.1.2 Simulation FrameworkA simulation framework has been developed to redu
e the manual work in-volved when 
ondu
ting simulations, by automating the simulation pro
ess.The development of the framework en
ompasses the following produ
ts:� modi�
ation of the existing s
enario generator wsg [CHCB01℄, to sup-port s
enario generation of MANET broad
ast s
enarios,� modi�
ation of the existing network simulator ns2 [pro02℄, to supportsimulations using broad
ast to all nodes in wireless networks, and im-plementation of the sele
ted broad
ast proto
ols,� development of a job s
heduling system for distributed 
ondu
tion ofsimulations,� development of Tafat, a tra
e �le analysis tool,� development of Sump, a result summary generator, and� development of Gra
e, a graph generator.7.2 ResultsThe main results of this work are the observed properties of the broad
astproto
ols and extensions, leading to a set of 
on
lusions about the perform-an
e and behaviour of ea
h proto
ol, and the experien
e gained from de-velopment and use of the simulation framework. Results for ea
h part aresummarised in se
tions 7.2.1 and 7.2.2 respe
tively.7.2.1 Broad
ast Proto
olsThe four broad
ast proto
ols, Classi
 Flooding, MPR Flooding, DominatingSet Flooding, and Reverse Path Flooding have been simulated using thesimulation framework developed. From the simulation results, an evaluationhas been 
arried out, leading to the following 
on
lusions:Test 1 shows that MPR Flooding a
hieves the best results regarding re-liability, e�
ien
y and thus e�e
tiveness. Dominating Set Floodinga
hieves results similar to those of MPR Flooding. Due to the fa
tthat MPR Flooding has implementational disadvantages, Dominating
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ted as the proto
ol used for further testing. Re-verse Path Flooding is outperformed by all the other proto
ols withrespe
t to delivery rate and e�e
tiveness. The highest delivery ratea
hieved by any of the four basi
 proto
ols is 51%, whi
h is a
hievedby both MPR Flooding and Classi
 Flooding.Test 2 shows that the presen
e of OLSR tra�
 in Classi
 Flooding simu-lations in
reases the amount of 
ollisions, in
reases the delivery rate,and de
reases the amount of undete
ted dupli
ate pa
kets.Test 3 simulates dupli
ate elimination with in�nite history timeout, andshows that the dupli
ate elimination s
heme has a problem when thehistory timeout is too low. A 15 se
ond timeout is not su�
ient to
apture all dupli
ate pa
kets, whi
h makes it possible for dupli
atepa
kets to spin in the network until the TTL rea
hes zero, introdu
ingbandwidth overhead.Test 4 shows that applying jitter to the transmission of broad
ast data leadsto a signi�
ant in
rease in reliability (the best observed 
ase is an in-
rease from 38% to 92%), as a result of redu
ing the 
ollisions in thenetwork. The minimum amount of jitter tested was 0.002 se
ond, andin
reasing the amount of jitter beyond this value does not in
reasethe reliability further, but 
ontributes to longer end-to-end delays. Itis 
on
luded that data jitter is a viable 
andidate for improving thedelivery rate, and for redu
ing the amount of 
ollisions.Test 5 shows that multipa
ket �ooding degrades performan
e with respe
tto reliability and bandwidth overhead, and is not a viable 
andidatefor improving the reliability of broad
ast proto
ols.The two major 
on
lusions drawn from the tests are that MPR Floodinga
hieves the best performan
e, and that jitter in
reases reliability.7.2.2 Simulation FrameworkThe framework has been applied to 
ondu
t the 21,300 simulations fromwhi
h the results are presented in this work. Through generation of 30 s
en-arios for ea
h set of s
enario parameters, the 
han
e of s
enarios that favoursone proto
ol over another, thereby dominating the results, has been redu
ed.All the simulations have been 
ondu
ted on a platform of 26 ma
hinesin three di�erent lo
ations 
onne
ted by networks. The key to a
hievingthis parallelisation is the job s
heduler, whi
h provides a 
entral point ofmanagement for the exe
ution of simulations.
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lusionsThe 
urrent tra
e �le analysis tool, written in C, provides better modular-ity than what have previously been a
hieved using awk, and better perform-an
e than a
hieved by the Ruby implementation, whi
h has similar modu-larity properties.A visual representation of the simulation results is a useful method forqui
kly gaining an overview over tenden
ies expressed by large quantities ofresults. The summary and graph generators enable automati
 generation ofsu
h a representation from the results of the tra
e �le analysis.The overall 
on
lusion is, that the framework has been su

essful in re-du
ing the amount of work required to 
ondu
t simulations, and that su
h aredu
tion is desirable with respe
t to 
ondu
ting extensive, simulation basedproto
ol evaluations.7.3 Future WorkThe present work leaves topi
s to be addressed in the areas of both broad-
asting in MANETs, and development of the simulation framework. Thisse
tion gives suggestions for future work within ea
h of these topi
s.7.3.1 Broad
ast Proto
olsThe following dire
tions for future work in the �eld of MANET broad
astproto
ols are suggested:Investigating open questions. Some questions raised from the simulationresults in this work remain unanswered and 
ould be the subje
t forfurther investigations. Some examples are mentioned in the following.It is unanswered why a peak appears in many of the Classi
 Floodinggraphs in test 1 (e.g., �gure 5.4).Also, the question remains open why adding the 
ontrol tra�
 of OLSRto the Classi
 Flooding simulations results in de
reases the number ofundete
ted dupli
ate pa
kets.Last, the minimum amount of jitter tested is 0.002 se
ond, whi
h isshown to provide the same delivery rate in
rease as the other jitteramounts tested (up to 0.9 se
ond). It is also shown that the higherjitter amounts result in higher end-to-end delays. A subje
t for fur-ther investigation 
ould be to determine the minimum amount of jitterne
essary to a
hieve the bene�ts observed in this work.Testing other s
enario parameters. Further simulations 
ould be 
on-du
ted with di�erent parameter settings, or adopting new parameters.



7.3 Future Work 111For example, the e�e
t of varying mobility has not been evaluated inthis work.New proto
ols and extensions. A 
ourse of a
tion 
ould be to investig-ate other broad
ast proto
ols and other proto
ol extensions, to �nd or
onstru
t a proto
ol that a
hieve higher delivery rates than the proto-
ols evaluated in this work.7.3.2 Simulation FrameworkThe following dire
tions for future work related to development of the simu-lation framework are suggested:Addressing 
urrent issues in the simulation framework. The 
urrentissues present in the framework appli
ations 
ould be addressed, to im-prove the overall robustness of the framework. Important tasks in thisrespe
t are to address the network 
ommuni
ation issues of the the jobs
heduler, and to improve the robustness and �exibility of input/outputfor Gra
e.Simulation framework data storage. The �le storage organisation usedin the framework 
ould be 
hanged, to provide a 
ommon API for dataa

ess, available to all appli
ations in the framework. Challenges inthis task in
lude providing a 
ross-platform, 
ross-language, networkedsolution with a performan
e mat
hing that of the existing solution.S
enario generation. Various new mobility models, with di�erent prop-erties than the random waypoint model, have been suggested. Thesemobility models 
ould be implemented in the s
enario generator. Fur-thermore, theoreti
al results on s
enario node density 
al
ulation 
ouldbe integrated to ease the spe
i�
ation of s
enarios. Related work onboth subje
ts are present in [Bet02℄.Job s
heduling. The present job s
heduler 
ould be extended to enablesupport for journaled s
heduling, and allowing multiple users to sharea 
ommon set of job queues. To a

omplish the latter, a 
hange inthe 
urrent, single-user intera
tive interfa
e to a set of shell 
ommandsa

essible to multiple users 
ould be 
onvenient.Graph generation. The graph generator 
ould bene�t from a more 
on-venient organisation of the data storage. If queries for 
ertain data aremade possible, graphs 
ould be generated by querying the data stor-age dire
tly from persistent storage. This 
ould redu
e the memory
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lusionsrequirements for generating graphs, solving one immediate s
alabilityissue of the 
urrent implementation of Gra
e.7.4 SummaryTwo main problems have been 
onsidered in the present work: Proto
olevaluation through simulations, and development of a simulation frameworkto aid the 
ondu
tion of large amounts of simulations.A set of MANET broad
ast proto
ols and proto
ol extensions are evalu-ated through an extensive simulation-based study. It is observed that noneof the proto
ols a
hieve delivery rates higher than 51%. MPR Floodingoutperforms the other proto
ols in terms of delivery rate, e�
ien
y, and ef-fe
tiveness, and is 
on
luded to be the best of the tested proto
ols. Jitterimproves the delivery rate, and redu
es the amount of 
ollisions, and is so
on
luded to be a viable 
andidate for improving the reliability of broad
astproto
ols. Multipa
ket �ooding, on the other hand, degrades the proto
olperforman
e by de
reasing the delivery rate and introdu
ing bandwidth over-head. Hen
e, multipa
ket �ooding is not a viable 
andidate for broad
astproto
ol improvement.A simulation framework is developed and applied to automate the pro
essof 
ondu
ting the simulations. The framework redu
es the work of 
ondu
t-ing the simulations 
onsiderably, and enables redu
tions in the simulationtime through parallel exe
ution of 
omputationally intensive tasks. It is 
on-
luded that the automated approa
h to 
ondu
ting simulations is preferable,and that it has proven su

essful for the purpose of this work.



Chapter 8Appendix
A GlossaryBandwidth Consumption: A metri
 expressing the blo
king of a nodeinvolved in, or overhearing transmission or re
eption of a pa
ket.Bandwidth Overhead: A metri
 expressing the number of unne
essaryforwards involved in delivery of a broad
ast pa
ket to all nodes in the MANETunder 
onsideration.Bandwidth Utilisation: A metri
 expressing how many bytes per se
ondare transmitted in an entire MANET.Broad
ast: The pro
ess of delivering a pa
ket to every node within theMANET under 
onsideration.CBR Tra�
 sour
e: Constant Bit-Rate tra�
 sour
e.Delivery: A re
eption of pa
ket p on a node n, where n has not previouslyre
eived p (i.e., a delivery o

urs at most on
e per node).Destination: The �nal target for a given pa
ket. May be one, multiple orall nodes in the MANET.Dominating Set: A set of verti
es in a graph, su
h that every other vertexin the graph is adja
ent to at least one vertex in the dominating set.E�
ien
y: A metri
 expressing how many per
ent of the 
onsumed band-width that result in pa
ket deliveries.E�e
tiveness: A metri
 weighing the e�
ien
y and reliability metri
s, withthe goal of expressing the performan
e of a proto
ol as one single number.Forward: The a
tion of re-sending a re
eived pa
ket, with the intention ofpropagating the pa
ket to other nodes.Limited Broad
ast: The pro
ess of delivering a pa
ket to the immediateneighbours of the originator. 113



114 AppendixLink: The 
onne
tion between two nodes in a MANET.MANET: Mobile Ad-ho
 Network.MPR: Multipoint Relay.MPR Flooding: Flooding of a pa
ket using OLSRs MPR nodes for for-warding.Message: Information unit ex
hanged as, e.g., 
ontrol tra�
 between nodesrunning the OLSR proto
ol.Multi
ast group: An abstra
tion of a set of nodes that parti
ipate in thesame multi
ast session. A multi
ast group has a number of members, and isidenti�ed by a group address. All data sent to a multi
ast group is destinedto the group address.Multi
ast: Communi
ation between groups of 
omputers. Multi
ast pa
k-ets are sent on
e, addressed to a group of nodes.Neighbour: A node X is the neighbour of the node Y if Y is within thetransmission range of node X.Node: The en
apsulation of a host and a router in a MANET.OLSR node: A node running the Optimized Link State Routing proto
ol.Originator: The node whi
h originally 
reated the �rst instan
e of a givenpa
ket.Pa
ket: The unit of data ex
hanged between the network and data linklayer. A pa
ket may 
ontain a 
omplete datagram, or a fragment thereof.Proa
tive routing: Ongoing dis
overy and maintenan
e of routes to otherMANET nodes.Rea
tive routing: On-demand dis
overy of routes to other MANET nodes.Re
eiver: A node a

epting a pa
ket. The re
eiver may be di�erent formthe destination node, i.e., an intermediate node on the path between origin-ator and the destination.Reliability: Ametri
 expressing how many per
ent of all nodes in a MANETre
eives ea
h byte (or pa
ket) that is broad
ast.Sample: The simulations ne
essary to draw all the graphs for a test, butwith only one simulation per sample point. I.e., one simulation for ea
hs
enario parameter 
ombination.S
enario: A model of a MANET, possibly generated from a set of s
enarioparameters, used for performing a simulating in, e.g., ns2.
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enario Parameters: Values that de�ne a pattern for, e.g., 
ommuni
a-tion patterns, node mobility and s
enario size. S
enarios may be generatedautomati
ally from s
enario parameters.Sender: The node whi
h sends a pa
ket. The sender may be a di�erentthan the originator, when pa
kets are forwarded.Simulation: A single exe
ution of ns2, with a given s
enario as input.Test: 30 samples of a set of s
enarios generated from 
ommon s
enario para-meters, using a 
ommon proto
ol.Topology Control (TC) message: A 
ontrol message type used by OLSRto 
ommuni
ate partial topology information among nodes.Transmit: The a
tion of sending a pa
ket for the �rst time, 
ondu
ted bythe originator.Two-hop neighbour: A node X is the two-hop neighbour of a node Y if Xis the neighbour of one of X's neighbours, and X is not a one-hop neighbourof Y .Two-hop neighbourhood: The set of all two-hop neighbours of a node.Uni
ast: Transmission of pa
kets from one single node to another.
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tion of Dominating SetsFigure B1 illustrates how sele
tion of a 
ertain MPR node ID to be used forDominating Set Flooding, may result in delivery of pa
kets via non-shortestpaths.
Legend

Non−MPR Node

MPR Node

MPR selector relation

A B C

D E

F

Figure B1: Example of non-shortest paths obtained via the dominating setof a MANET.In the tree traversed by the node B's TC messages, only node D forwardsthe TC messages. Although being an MPR, node E does not forward them,as it has only re
orded nodes F and C as its MPR sele
tors.Consider the situation where node F broad
asts a pa
ket, whi
h is for-warded by the MPRs that has previously forwarded TC messages for nodeB. In this situation, the broad
ast pa
ket will traverse the path F ! D !B ! C, rather than being delivered via the shortest path to node C, namelyF ! E ! C.



C Simulation Platform Details 117C Simulation Platform DetailsThis appendix 
ontains details on the simulation platform used for 
ondu
t-ing the simulations presented in this work. Appendix C.1 des
ribes the hard-ware platform, and se
tion C.2 
ontains a 
al
ulating of the total exe
utiontime of all the simulations.C.1 Hardware PlatformCluster Ma
hinessister1 2�i386 P3 733 MHz 2048 MB RAMsister2 2�i386 P3 733 MHz 2048 MB RAMsister3 2�i386 P3 733 MHz 2048 MB RAMsister4 2�i386 P3 733 MHz 2048 MB RAMsister5 2�i386 P3 733 MHz 2048 MB RAMsister6 2�i386 P3 733 MHz 2048 MB RAMsister7 2�i386 P3 733 MHz 2048 MB RAMAppli
ation Serversatto 2�spar
v9 296 MHz 512 MB RAMborg 4�spar
v9 450 MHz 4096 MB RAMluke 2�spar
v9 450 MHz 2048 MB RAMmega 2�i386 500 MHz 768 MB RAMmi
ro 2�spar
v9 296 MHz 512 MB RAMobiwan 2�spar
v9 296 MHz 512 MB RAMpeta 2�spar
v9 450 MHz 2048 MB RAMpi
o 2�i386 1024 MHz 1152 MB RAMtera 2�spar
v9 296 MHz 1024 MB RAMShared-disk workstations:bird29 1�i386 P3 1088 MHz 256MB RAMbird30 1�i386 P3 1088 MHz 256MB RAMbird6 1�i386 P3 1088 MHz 256MB RAMblade1 1�spar
v9 502 MHz 256MB RAMblade2 1�spar
v9 502 MHz 256MB RAMblade3 1�spar
v9 502 MHz 256MB RAMStand-alone workstations:tuborg 1�i386 P3 996 MHz 512MB RAM
arlsberg 1�i386 P3 863 MHz 256 MB RAMsybaris 1�i386 P3 448 MHz 384 MB RAMimpression 1�i386 P3 863 MHz 878 MB RAMTable C1: The ma
hines present in the hardware platform used for the sim-ulations 
ondu
ted in this work.



118 AppendixC.2 Total Simulation TimeThis appendix presents a simple 
al
ulation of the quantity of CPU-timespent for the simulations of this work.The average simulation time of the simulations 
ondu
ted in this work isapproximately 30 minutes. With a total of 21.300 simulation, this amountsto 639.000 minutes, or 1.2 CPU-years of 
omputation, on a CPU with average
apa
ity of the 46 CPUs whi
h have been used for this work.Distributing the 
omputations a
ross 46 CPUs, the ideal 
omputationtime would be approximately 9.6 days 
ould be a
hieved (assuming equal-
apa
ity CPUs). In this work, the simulations were 
ondu
ted during ap-proximately 25 days rather than 9.6 days. The reason for a longer simulationtime is that the ma
hines were shared between multiple users, and due tothis, on many o

asions heavily loaded.
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