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This chapter gives a general introduction to all the topics covered in the report, especially in regards to AI in RTS games and reinforcement learning. The rest of this report is roughly divided into five parts, where three of them can be seen as independent papers.

The first part covers the general concept of how to apply reinforcement learning in RTS games, and introduces the game, techniques and ideas that will be used throughout the report.

The second part, Chapter 3, explores the possibilities to use time as reward-shaping. This is roughly our paper presented at ADMI10 [CMCV10], which then again is based on our previous report on this subject [CMCV09]. The scenario used in this paper consists of a single agent which learns how to build a small base as fast as possible in Balanced Annihilation, the RTS game described in Chapter 2.

The third part, Chapter 4, presents in-depth work with concurrent agents. We experiment with how to let multiple identical agents cooperate to achieve a common goal using reinforcement learning, and exactly what information they should share. The common goal in the scenario used for the experiments, is letting multiple agents cooperatively build a base in Balanced Annihilation.

The fourth part, Chapter 5, introduces a novel approach to minimising a state space when the agent has to choose one among a large number of similar actions. This research is done in the context of learning our agent how to attack resource buildings owned by the enemy.

Finally, in Chapter 6 we conclude, discuss and reflect on the previous three experimental parts.
1.1 RTS games

Real-Time Strategy (RTS) games are a genre of war games in which opposing forces fight to destroy each other. The opposing forces fight to secure parts of a map, to gain control over resources and strategic locations. Resource gathering is an important part of most RTS games, and resources are normally scattered across the map, so map control is also important. The opposing forces act by producing buildings and armed forces, these are then used to pressure the opponent, which in the end should lead to victory, e.g. when the opponent has lost all its units.

The sequence of buildings a player constructs early in the game is known as the build order, this often has a great impact on the early strategy of the player. If a player focuses on resource gathering early on, then he will be exposed to early attacks. But if a player chooses to focus on attacking early on, he would risk not having a solid economy later in the game.

Another important part of RTS games is when and where to attack, once you have an army. This problem depends a lot on distances, due to the limited movement speed of units. If one attacks far from his base, he is more vulnerable to counter attacks, as he can not use his attacking force to defend his base. Also, if the agent ordered some units to attack the enemy far away, the situation at the attack destination may very well have changed before the units arrive.

1.2 AI Challenges

This section is based on a section from our previous report [CMCV09], but we consider it important to mention some of the challenges with AI development for RTS games, and some of the problems which exist in current RTS agents.

Creating a competitive agent for an RTS game is a complex task. Many actions have to be carried out concurrently in different areas of the game, e.g. creating units, attacking and building a base, while still maintaining an overall strategy. Furthermore it has to be handled without using too much computational power from the computer, as the game itself has to be rendered fluently to the player.

RTS agents are becoming more and more clever but they are still nowhere near the level of good human players. Some of the major problems with general RTS agents are lack of planning, and hard-coded build-orders, each described in the following sections.
1.2.1 Lack of Planning

One problem with RTS agents is that they are not able to make intelligent strategic
decisions. Humans are far superior in this area. Furthermore, the agent should be able
to adapt this strategy using changes in the environment and weaknesses found in their
opponents.

1.2.2 Hardcoded Build-orders

In the beginning of an RTS game, one normally has to build up a base in order to get
resources and be able to build an army. This phase is critical, meaning that starting
out poorly will set you far behind your opponent. It is therefore common for RTS
agents to just use a predefined script of what to build and in what order. While this is
good if you know the perfect build order, it is not very open to adaptation to changing
environments. This is also sometimes used to decide when to attack, meaning that the
agent might always attack after building 5 army units, or after 5 minutes of the game.
Human players will be able to recognise this behaviour, and easily perform counter-
measures in order for him to win the game.

1.3 Learning

Reinforcement learning [SB98] is an interesting area within machine learning. Algo-
rithms within reinforcement learning deal with an agent learning an optimal policy via
interaction with its environment. Instead of using some predefined scripted policy, the
agents will learn a policy using reinforcement learning. Even though both approaches
uses a defined policy, reinforcement learning allows for handling of more states (and
thereby in-game situations) than would be feasible with a scripted policy, and allows
adaptation to changes in the game.

1.3.1 Reinforcement Learning

In reinforcement learning, the agent is given a reward from its environment illustrating
the quality of taking a specific action. The reinforcement learning algorithms depend
on a value function to represent the value of being in any given state. The higher the
value, the better. This function can take all the possible future rewards into account, so
the algorithms can pick the actions leading to the best future states as well. Eventually
the agent is able to learn a so-called optimal policy illustrating the best action to take in
any given state. The value function can be implemented as a simple two-dimensional table, but sometimes this is infeasible due to the size of the table.

Online reinforcement learning means that the agent learns as it plays the game. This allows it to adapt completely to the behaviour of the opponent, as well as allowing a dynamic adjustment of the difficulty level. In offline learning, on the other hand, the agent is trained during development before the game is deployed. In this case, the agent is, e.g. trained against experts or another instance of the same agent, and will not continue to adapt after release of the game.

1.3.2 States

State spaces consist of a number of state variables representing the parts of the environment that are interesting for the learning agent. In practice, each of these state variables are often split into a number of discrete intervals, \(\{0 \rightarrow 1, 1 \rightarrow 3, 4 \rightarrow 7\}\). When implementing a scripted policy states have to be handled explicitly. In practice this could very well mean an if-condition for every single state variable interval, e.g. 
\[
\text{if}(\text{var} > 1)\text{elseif}(\text{var} > 3)\text{else}....
\]
Since a policy learned even for relatively simple problems could very well cover thousands of game states, it would be infeasible to cover these states with a scripted policy.

The reason why reinforcement learning is better at handling many states is that it does not need a programmer to explicitly handle every case, it can instead learn a proper policy by playing a lot of games, and this process can often be automated. The developers of the agent are only required to hand the learning agent qualitative information about which changes in the game state are good, and which are bad. The agent will then learn a policy from this, and thereby it will eventually have a proper response for all the states that it encountered while learning.

1.3.3 Adaptation

If online learning is used with reinforcement learning, this allows the agent to adapt its policy to changes, e.g. if the opponent continually plays defensively, the agent will become better at handling that. If this should be supported with a scripted policy, it may require a new policy to be scripted, and then a decision module to choose between the available policies. This decision module could be based on opponent classification, which would have to choose the best policy for a given opponent class. Of course this could also be used with reinforcement learning, thus requiring a policy to be learned against all classifications.
This chapter gives an overview of the general use of reinforcement learning in RTS games. Previous work on reinforcement learning, unsolved problems, and the RTS game of choice for the later experiments, will be described.

We will present a simplified hierarchy of tasks in an RTS game. It is a subset of these tasks that we will later solve using reinforcement learning in the following chapters.

A brief introduction is given to the reinforcement learning algorithms that will be used in our experiments. Namely, SMDP and multi-agent SMDP. Additionally, various termination strategies in multi-agent SMDP problems are introduced.

Finally, the RTS game of choice for our reinforcement learning studies is presented: Balanced Annihilation. Relevant game information, and the settings for the scenarios used for the experiments are described.

2.1 Related Work

Related work specific to each chapter of the report can be found in the respective chapter right after the introductory sections. The related work specified in this section is about reinforcement learning in RTS games in general, and does not include specific work about the sub-problems that will be discussed in the later chapters of this report.

Kresten et al previously applied reinforcement learning in a simple RTS game [AZCT09], and how to make online learning feasible by decomposing the state space into a hierarchy of tasks. They looked at all aspects of an agent in an RTS game, where we will go in-depth with specific areas, base-building and attacking, and
experiment with more advanced scenarios for these aspects.

Marthi et al apply hierarchical reinforcement learning to RTS tasks \cite{MRLG05}. They solve problems in which an agent controls multiple units simultaneously, both regarding base-building, resource collection and attacking.

The work of Kresten et al, and Marthi et al proves that a complete hierarchical division of all tasks in an RTS game is possible, and this is very important for the research we will present in this report. Hierarchical decomposition implies that we are able to identify isolated subtasks which can be solved independently. Each of the three main parts in this report will address one such isolated subtask while addressing various problems related to reinforcement learning.

### 2.2 Challenges in Reinforcement Learning

This section is based on our previous report \cite{CMCV09}. We choose to include it in this report as well, because we find that it is important to mention some of the problems associated with using RL for RTS games, as we will try to tackle some of these problems later in this report.

Some of the challenges associated with using reinforcement learning for implementing an agent, for an RTS game, are described in the following sections.

#### 2.2.1 Concurrent Actions

In RTS games, many actions are executed concurrently. Obviously there is a need to both build units and attack at the same time. The problem is that these actions affect each other. For example, if you attack the opponent with all your units, and at the same time start building some resource building in your base, how should reward be distributed? If you lose the game because of the first action, the second action should not be penalised. Also, concurrent agents cooperating in achieving the same goal should not be encouraged to work against each other. Concurrent reinforcement learning is currently an area of much interest to many machine intelligence researchers \cite{MRLG05,OV09}.

#### 2.2.2 State Space Size

The size of the state space in an RTS game can be very large and thus it can be a good idea to make certain abstractions over the state space of such a game. If the state space
becomes too large, storing the value function as an ordinary two-dimensional table of real values becomes infeasible, and function approximators may need to be used in order to limit the memory usage of the value function \[\text{SB98}\]. A very large state space also makes learning more time consuming, as it takes longer time to visit all possible states, and thereby the convergence rate is affected.

Another way to limit the size of the value function is to implement hierarchies in the state space, where each node has its own value function. This is still not a perfect solution though, since a certain level in the hierarchy may still depend on a lot of state information. Chapter 5 describes a novel approach to minimising state spaces given some constraints on the type of task to solve.

### 2.3 Hierarchy of RTS Tasks

Figure 2.1 illustrates a simplified hierarchy of tasks in a general RTS game. All the tasks considered here can be split into actual primitive actions in our game.

At the top we have the three overall tasks: Attack, Build and Navigate. The two first represent the problems to which we are going to apply reinforcement learning. If we assume that we have learned an optimal policy for all subtasks in the hierarchy, we will be able to answer questions such as, “given the current game state, which action will be optimal; building something or attacking something?” Each of the subtasks in the hierarchy will then be able to answer more specific questions such as the Attack subtask: the policy learned for this task, should be able to answer the question “where is the best place to attack right now?” Finally, the somewhat simple task of navigating will be handled using a standard A*-algorithm instead of reinforcement learning, which could in fact have been used, though it is less applicable in an RTS game due to the enormous state space it would have.

We do not cover the decision making of all the tasks in the hierarchy, which is required to have a fully functioning agent which is able to play an RTS game. We do not consider when and what type of units to build, and how this should be weighted compared to constructing buildings and attacking. In this thesis we focus solely on isolated problems found in some of the subtasks in the hierarchy.
2.4 Techniques

In this section we describe the various reinforcement learning techniques and terminology that will be used in the later chapters. The problems that will be used are single- and multi-agent SMDP problems, which can be solved with an SMDP variant of Q-learning. Regarding multi-agent problems, there are various termination strategies to consider, and we coin our use of the term “identical agents”.

2.4.1 SMDP

A semi-Markov Decision Process, SMDP, is a simple generalisation over MDPs, where an action does not necessarily take a single time step, but can span several time steps. The state of the environment can change multiple times from an action has been initiated until the next decision is initiated. Rewards are also slightly different from those of standard MDPs, as the decision maker will both receive a lump sum reward for taking an action and also continuous rewards from the different states entered during the decision epoch. This all means that SMDPs can describe more scenarios and environments than MDPs. [RR02]

Formally an SMDP can be described as the 5-tuple \((S, A, T, F, R)\), where:

- \(S\) : the finite state set
- \(A\) : the finite set of actions
- \(T\) : the transition function defined by the probability distribution \(T(s'|s, a)\)
- \(F\) : the probability of transition time for each state-action pair defined by

![Figure 2.1: A hierarchy of actions in an RTS game.](image-url)
\[ F(s', \tau|s, a) \]

- \( R \): the reward function defined by \( R(s'|s, a) \)

The \( F \) function specifies the probability that action \( a \) will terminate in \( s' \) after \( \tau \) time steps when starting from \( s \).

### 2.4.2 Multi-agent SMDP

A multi-agent SMDP (MSMDP) problem is an SMDP problem in which there are multiple agents acting concurrently. These concurrent agents can both be cooperative and opposing agents. Cooperative agents help each other to reach either a common or individual non-conflicting goals, where opposing agents, on the other hand, have conflicting goals, which means that only one or some of the agents can reach their goal.

There are different approaches to solving MSMDPs, where either the agents are controlled asynchronously or synchronously (at the same time). If controlling the agents synchronously, the actions of all agents will have to be chosen at the same time, thus making the action space the cross-product of the action spaces for all agents. If controlling agents asynchronously, a new action is chosen at the end of each decision epoch for each agent, i.e. we do not choose new actions for all agents, but only one—namely the one that just finished its action. In the asynchronous case the state-space may increase in size since we need to know what the other agents are doing to make the right choice.

### 2.4.3 MSMDP Action Termination Strategy

If all units are controlled by a single agent, we need to consider when to have decision epochs. This is especially true if the units carry out parallel actions of varying time durations.

Rohanimanesh and Mahadevan introduced three types of parallel termination schemes:

- \( \tau_{\text{any}} \): The decision epochs occur when any action has terminated, where all other parallel actions are interrupted.

- \( \tau_{\text{all}} \): The decision epochs occur immediately after all parallel actions have terminated, where previously terminated parallel actions take the \( \text{idle} \) action while waiting.

- \( \tau_{\text{cont}} \): A decision epoch occurs every time an action terminates, but only for that agent, leaving the others to complete their current actions.
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Task Termination Strategy

In the experiments in Chapter 4, we do not use a single agent to control our units, but instead we use separate agents to control each unit. This means that we do not need to synchronise our decision epochs. This can be compared to the decision epoch termination strategy $\tau_{cont}$ as this works in a similar way.

We choose this in order to focus on minimising the state space instead of the action space.

When multiple agents have to cooperate to complete a common goal, only one of the agents will be the one who carries out the final action that will complete the goal. However, since other agents at this point might still be in the middle of some other action, we need to consider when to terminate the overall task. This is what we call the task termination strategy. The three termination strategies described in this section can be applied at this task level even though we control each unit with a separate agent. This will be further discussed in Chapter 4.

2.4.4 Identical Agents

In multi-agent systems it is possible that several of the agents are similar or even identical, meaning that the agents have the same actions available to them, and they are equally good at completing them. If the agents also share the same goal, then it is possible for the agents to share the same Q-table. This could potentially increase the learning speed, as all the agents will learn from the shared experience of all agents.

2.4.5 Q-Learning

Q-learning is an algorithm for finding an optimal policy for an MDP (not SMDP). It does so by learning an action-value function (or Q-function) that returns the expected future reward of taking an action in a specific state. Q-learning does not need a model of its environment to be able to learn this function. The Q-function is a mapping from a state and an action to a real number, which is the expected future reward: $Q : S \times A \mapsto \mathbb{R}$.

After the Q-function has been learned, it is trivial to find the optimal policy, as one simply has to choose the action with the highest return from the Q-function in a given state.

Learning the Q-function is done using an action-value, and with an update rule shown in Equation 2.4.1 In addition, the algorithm chooses its actions in an $\epsilon$-greedy manner.
It has been shown that by using this update rule the algorithm converges to $Q^*$, the optimal value function, and using this to choose actions will result in the optimal policy, $\pi^*$ \cite{sb98}.

$$Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha [r_{t+1} + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t)]$$  \hspace{1cm} (2.4.1)$$

Q-learning is called an off-policy algorithm as it does not use its policy to update the Q-function, but instead uses the best action given its current Q-function. This however is not necessarily its policy, as the algorithm will have to perform exploration steps from time to time. These exploration steps are needed for the algorithm to converge to an optimal solution as it will have to take all actions in all states to be sure that it converges to the optimal policy.

Sutton et al \cite{rr02} proposed an algorithm, SMDPQ, which extends Q-learning to support SMDPs by changing the update rule. Normally the discount factor, $\gamma$, is multiplied with the expected future reward, as all actions in MDP problems are assumed to take constant time to complete. In the modified version, the discount factor is raised to the power of the number of time steps that the action took to complete. This results in a new update rule given in Equation (2.4.2) where $R_t$ is the discounted accumulated reward up to time step $t$.

$$[Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha (R_t + \gamma^k \max_a Q(s_{t+1}, a) - Q(s_t, a_t))]$$  \hspace{1cm} (2.4.2)$$

### 2.4.6 Reward Shaping

Ng et al. \cite{nhr99} proposed reward shaping to speed up Q-learning while preserving the policy optimality. Every optimal policy in an MDP, which does not use reward shaping will also be an optimal policy in an MDP which uses reward shaping, and vice versa. Formally reward shaping introduces a transformed reward function for the MDP: $R'(s, a, s') = R(s, a, s') + F(s, a, s')$, where $F: S \times A \times S \mapsto \mathbb{R}$. To achieve this, we need a function $\Phi(s)$ that can calculate a value based on state $s$, which should represent the potential of the state, making it comparable to another state. The potential-based shaping function is formally defined as:

$$F(s, a, s') = \gamma \Phi(s') - \Phi(s)$$  \hspace{1cm} (2.4.3)$$

An example of such a function could be the negative euclidean distance to a goal from a current position in a grid world. As a rule of thumb, $\Phi(s) = V^*_M(s)$, where $V^*_M(s)$
means the value of the optimal policy for MDP \( M \) starting in state \( s \), might be a good shaping potential.

## 2.5 Balanced Annihilation

Balanced Annihilation is a game developed for the open-source engine Spring RTS. It is a well balanced modern RTS game comparable to commercial closed-source games. All Spring RTS games have very good support for AI implementation in many languages. We will be using the C++ interface to develop our agent.

In this section we will briefly describe the game and the two common RTS AI problems that we will solve using reinforcement learning, base-building and attacking.

![Figure 2.2: A screenshot of the scenario in Balanced Annihilation. This shows the state of the game after five metal extractors, one solar collector, and two k-bot labs have been build. The construction unit is currently in the process of building a third k-bot lab. At the top of the screen a white and a yellow indicator can be seen, representing the current level of metal end solar energy, respectively.](image)

### 2.5.1 Overview

Balanced Annihilation is based on the first 3D RTS, Total Annihilation. The game is designed such that resources are consumed and produced continuously. Furthermore, resources are not gathered by worker units, but by resource buildings. Other notable
buildings include production buildings, which are able to produce both attack- and construction units. These are also the two basic types of units. Furthermore, both types of units are available in four flavours: k-bots, tanks, boats and aircrafts.

Every player starts a game with a single unit called the “commander”, which is a special type of builder-unit. Killing this special unit is actually the goal of the opponent. This means that even though one player has a huge advantage in number of units and buildings, a seemingly weak other player can win the game immediately by killing this single “commander” unit. Figure 2.2 shows a graphical example state of the game.

2.5.2 Building a Base

One of the problems of an RTS game that we will address using reinforcement learning in this report is getting a number of builder-units to cooperate in building a strong base quickly. A good base composition is needed to be able to produce attack units fast enough. This is achieved by constructing enough resource buildings to support both the builder-units and the production buildings. If insufficient resource buildings are constructed, then the production of units and the construction of buildings will be slowed down. On the other hand, if too many resource buildings are constructed, then time is wasted that could have been used to construct more production buildings and thereby speed up the production of attack units.

There is a trade-off between constructing resource buildings and production buildings to make sure that the workers are acting in a near-optimal way. In most RTS games this is scripted by an expert, who knows the game and therefore knows an effective build order. We propose to learn a good build order using reinforcement learning, where the goal is to create a number of production buildings, leaving the agent with a good economy after each one of these is done, while not wasting time building excessive resource buildings. Practically this could be used to learn a good base building order for any RTS game, instead of letting an expert decide on a scripted build order. Furthermore this easily allows for a more complex scenario, differentiating resource production and unit costs from game to game, or map to map, without needing specifically created policies for each of these scenarios.

2.5.3 Battle

The other RTS problem that we will address using reinforcement learning in this report is how to attack the enemy. Attacking is essential to winning any RTS game, so careful decision making is necessary before sending units on an attack mission, since a wrong
decision may result in a huge loss for our agent. A good player should be able to exploit weaknesses in the defense of his opponent, e.g. by attacking unprotected resource buildings, and thereby destroying a part of the economy of the opponent without the player losing any units. It is therefore important to know when and where to attack, and this depends on the sizes and compositions of the armies as well as the general state of the map, e.g. locations of bases, armies, resource buildings etc.

A sufficient representation (state space) of the game world for learning to attack may very well include so many state variables and so many discrete intervals that reinforcement learning could become infeasible. We need to investigate ways to abstract away some of this information so that we will be able to represent the value of an attack in a more compact, yet useful way.
CHAPTER 3

Time-based Reward Shaping

Abstract. Real-Time Strategy (RTS) games are challenging domains for AI, since it involves not only a large state space, but also dynamic actions that agents execute concurrently. This problem cannot be optimally solved through general Q-learning techniques, so we propose a solution using a Semi Markov Decision Process (SMDP). We present a time-based reward shaping technique, TRS, to speed up the learning process in reinforcement learning. Especially, we show that our technique preserves the solution optimality for some SMDP problems. We evaluate the performance of our method in the Spring game Balanced Annihilation, and provide some benchmarks showing the performance of our approach.

3.1 Introduction

Reinforcement learning is an interesting concept in game AI development since it allows an agent to learn by trial-and-error by receiving feedback from the environment [SB98]. Learning can be done without a complete model of the environment which means that reinforcement learning can be applied to even complex domains. Reinforcement learning has been applied to many types of problems, including many different board games [Gho04], a simple soccer game [Lit94] and robot navigation [Mat94]. In the context of RTS games, reinforcement learning has been applied to a small resource gathering task [MRLC05], and a commercial real-time strategy game (RTS) called MadRTS [SHS+07].

The benefit of applying reinforcement learning is to create adaptive agents (Non-player characters in computer games) that may change their behaviour according to the way opponents play throughout games. Generally, reinforcement learning requires that the problem shall be formulated as a Markov decision process (MDP). This demands that environmental states, as well as actions, must be well defined in the studied domain.
However, a complex and dynamic RTS game always involves a very large state-action space. Moreover, agents’ actions may last several time steps and exhibit a dynamic influence on the states. Both of these problems prevent a fast convergence to an optimal policy in RTS games. Recently, Kresten et al. [AZCT09] showed that the hierarchical decomposition of game states may mitigate the dimensional problem. This chapter will investigate solutions to the second problem and speed up the convergence using relevant techniques.

We resort to Semi Markov Decision Processes (SMDPs) that extend MDPs for a more general problem formulation. SMDPs allow one single action to span multiple time steps and change environmental states during the action period. This property matches well with solutions to the dynamic actions within RTS games of our interest. However, the problem of slow convergence occurs when an optimal policy needs to be compiled in a short period of gameplay.

To speed up the learning process, we present a time-based reward shaping technique, TRS, which makes it possible to apply the standard Q-learning to some SMDPs and to solve SMDPs in a fast way. We let the agent get a negative reward only after it completes an action, and the reward depends on how much time it takes to complete the action. This means that after many trials, the agent will converge towards the fastest way of completing the scenario, since all other solutions than the fastest possible one will result in a larger negative reward. Our proposed approach puts some constraints on the properties of the SMDP problems to which time-based reward shaping can be applied without compromising the solution optimality.

We compare TRS to the Q-learning algorithm SMDPQ presented by Sutton et al. [RR02]. SMDPQ extends Q-learning to support SMDPs by changing the update rule. We theoretically analyse the equivalence of optimal policies computed by both SMDPQ and our proposed method, TRS, given the constraints. We evaluate performance of TRS on a scenario in the RTS game of Balanced Annihilation and show a significant improvement on the convergence of SMDPQ solutions. We also apply TRS to other reinforcement learning methods such as Q-learning with eligibility traces, Q(λ), and show that this can also be successfully extended to support some SMDP problems.

The rest of this chapter is organized as follows. Section 3.2 describes related work on using reinforcement learning in computer games. Section 3.3 presents our proposed method, TRS, and analyse the policy equivalence. Subsequently, Section 3.4 provides experimental results to evaluate the method. Finally, Section 3.5 concludes our discussion and provides interesting remarks for future work on this topic.
3.2 Related Work

Reinforcement learning methods have been well studied in the machine learning area where much of the work focuses on the theoretical aspect of either the performance improvement or the extension from a single-agent case to a multi-agent case. Good survey papers can be found in [KPLM96]. Although reinforcement learning techniques have been demonstrated successfully in a classical board game [Tes94], computer games are just recently starting to follow this path [Man04].

RTS games are very complex games, often with very large state- and action-spaces and thus when applying reinforcement learning to these problems we need ways to speed up learning in order to make the agent converge to an optimal solution in reasonable time. For example, some methods like backtracking, eligibility traces [SB98], or reward shaping [Lau04] have been proposed for this purpose. Laud demonstrates [Lau04] that reward shaping allows much faster convergence in reinforcement learning because the reward horizon is greatly decreased when using reward shaping, i.e. the time that passes before the agent gets some useful feedback from the environment is decreased. Meanwhile, Ng et al. [NHR99] prove if the reward shaping function takes the form of the difference of potentials between two states the policy optimality is preserved.

The Q-learning variant SMDPQ [RR02] is used for proving policy equivalence with TRS on the supported SMDP problems.

3.3 Time-based Reward Shaping

We observe that reward shaping can be used to extend the standard Q-learning algorithm to support SMDPs. In this section, we firstly propose a time-based reward shaping method, TRS, and discuss the solution optimality in connection with SMDP. Then, we elaborate the validity of our proposed method through two counter examples.

3.3.1 Our Solution

We propose the simple solution of using the time spent for an action as an additional negative reward given to the agent after it completes that action. Formally, we define the time-based shaping function in Equation 3.3.1.

$$F(s, a, s') = -\tau(a)$$  \hspace{1cm} (3.3.1)

where $\tau(a)$ is the number of time steps it takes the agent to complete action $a$. 


As the time spent for an action is independent of transition states, the reward shaping is not potential based. Consequently, we can not guarantee the solution optimality for any SMDP problem. However, we observe that solution optimality may be preserved for some SMDP problems if the problem satisfies some properties. As shown in [NHR99] the shaping function $F$ must not allow a cycling sequence of positive reward, since this will result in the agent finding a suboptimal solution.

We begin by showing that using reward shaping (in Equation 3.3.1), the agent will never learn a solution consisting of a cyclic sequence of states for which the individual rewards total to a positive reward. Then, we proceed to prove a guaranteed consistency between the optimal policy when learning by our approach, time-based reward shaping, and when using an approach like SMDPQ, i.e. that our approach converges to the same policy as SMDPQ.

### No Cyclic Policy

As shown in Equation 3.3.1, only negative reward is given in the learning process so that it is clear that no cyclic sequence of states can result in a positive reward. This ensures that the possible cyclic issue of a poorly chosen reward function can not occur in our solution.

### Policy Equivalence

In SMDPQ the algorithm selects the fastest path to the goal, by discounting the reward over time, while our approach gives a negative reward for each time step used until termination. Both of these approaches make sure that a faster path has a higher reward than all of other paths. This however is only true if the reward received at the terminal states is the same for all terminal states. If they were to differ, the two approaches are not guaranteed to find the same policy, as the negative reward earned by the time spent, together with the discounting, may have conflicting “priorities”.

The Q functions for $TRS$ and SMDPQ, denoted $Q_{TRS}$ and $Q_{SMDPQ}$, can be seen respectively in Equation 3.3.2 and Equation 3.3.3. The shown values are only for special cases where $\alpha$ is 1 for both approaches and $\gamma$ is 1 for $Q_{TRS}$ and between 0 and 1 for $Q_{SMDPQ}$. $\tau$ is here the time to termination by taking action $a$ in state $s$ and following the policy after this. The equation shows that any action that leads to a faster termination, will have a higher Q-value, and as this is the case for both algorithms they end up with the
same policy.

\[ Q_{\text{TRS}}(s,a) = r - \tau \]  
(3.3.2)

\[ Q_{\text{SMDPQ}}(s,a) = \gamma^\tau \ast r \]  
(3.3.3)

Formally, we assume that a specific group of SMDPs shall have the following properties:

1. Reward is only given at the end, by termination,
2. The goal must be to terminate with the lowest time consumption,
3. The reward must be the same for all terminal states.

Then, time-based reward shaping preserves the solution optimality of SMDPQ as indicated in proposition 1. However, the policies can be equal even though the restrictions do not hold, but this is not guaranteed.

**Proposition 1** (Policy Equivalence).

\[ \forall s : \arg \max_a Q^*_\text{TRS}(s,a) = \arg \max_a Q^*_\text{SMDPQ}(s,a) \]

When using a MDP algorithm to solve the problem, we note that our approach is not simply a matter of guiding the learning, but actually giving it essential information to ever finding the optimal policy. When the algorithm converges the agent will choose a policy allowing for the fastest solution of the given problem—measured in time and not number of actions. The application of the reward penalty encourages the agent to achieve a goal as fast as possible, thus making our approach independent of game-specific properties such as specific units etc.

### 3.3.2 Counter Examples

Here we present two examples of why the previously mentioned properties on applicable SMDPs have to be obeyed in order for TRS to converge to the optimal policy, i.e. the same as the SMDPQ algorithm. We create examples for properties 1 and 3, and show that if the properties are not obeyed, the two algorithms are not guaranteed to converge to the same optimal policy.
Rewards in Non-Terminal States

Figure 3.1 shows an example of why it is important that any other reward should only be given in terminal states in order for \textit{Q-learning w/ TRS} to converge to the same optimal policy as \textit{SMDPQ}. For this case we use $\gamma = 0.99$, define the actions of the environment as $A_1, A_2$ and $A_3$, and the time steps required to take transitions as $\tau(A_1) = 1$, $\tau(A_2) = 2$, $\tau(A_3) = 50$. This results in the optimal policy using \textit{Q-learning w/ TRS} would go directly from $S$ to $T$, but the optimal policy for \textit{SMDPQ} would be from $S$ to $T$ through $S'$. 

![Diagram](image)

\textbf{Figure 3.1:} A case illustrating a counterexample of why it is important that rewards are only given in terminal states.

The following shows the calculations resulting in the optimal policy using \textit{Q-learning w/ TRS}:

\begin{align*}
Q_{TRS}(S,A_1) &= (100 - \tau(A_1))\gamma = 98.0 \\
Q_{TRS}(S,A_2) &= (50 - \tau(A_2))\gamma + (100 - \tau(A_3))\gamma^2 = 96.5
\end{align*}

While the optimal policy using \textit{SMDPQ} is calculated as follows:

\begin{align*}
Q_{SMDPQ}(S,A_1) &= \gamma^{\tau(A_1)}100 = 99.0 \\
Q_{SMDPQ}(S,A_2) &= \gamma^{\tau(A_2)}50 + \gamma^{\tau(A_2)+\tau(A_3)}100 = 108.3
\end{align*}

The goal of a TRS problem should be to reach termination in the fewest time steps, which means that giving rewards in non-terminal states, and thereby not obeying the restrictions, will result in a possible suboptimal solution.

\textbf{Different Rewards in Terminal States}

Figure 3.2 shows that it is important that all terminal states must yield the same reward in order to assure that \textit{Q-learning w/ TRS} converges to the same optimal policy as \textit{SMDPQ}. In this case the following parameter values are used: $\gamma = 0.99$, $\tau(A_1) =$
Figure 3.2: A case illustrating a counterexample of why it is important that all the
rewards given in terminal states need to be the same.

60, \( \tau(A_2) = 1 \). This results in the optimal policy using Q-learning w/ TRS would go
from S to T_2, but the optimal policy for SMDPQ would be T_1 instead.

The following shows the reward calculations for the optimal policy using Q-learning w/
TRS:

\[
Q_{\text{TRS}}(S, A_1) = (100 - \tau(A_1))\gamma = 39.6 \\
Q_{\text{TRS}}(S, A_2) = (50 - \tau(A_2))\gamma = 48.5 
\]

While the reward calculations using SMDPQ are as follows:

\[
Q_{\text{SMDPQ}}(S, A_1) = \gamma^{\tau(A_1)}100 = 54.7 \\
Q_{\text{SMDPQ}}(S, A_2) = \gamma^{\tau(A_2)}50 = 49.5 
\]

All terminal states in a TRS problem must yield the same reward, and if this is not obeyed the optimal policy will, as exemplified above, not be guaranteed to be equivalent to the optimal policy of SMDPQ.

### 3.4 Experiments

To test the proposed time-based reward shaping, we set a simple scenario in the RTS
game Balanced Annihilation which can be described as an SMDP problem. The optimal
solution for this problem is learned using Q-learning and Q(\( \lambda \))[SB98] with time-based
reward shaping, and the proven SMDP approach SMDPQ[RR02].

#### 3.4.1 Game Scenario

The scenario is a very simple base-building scenario. The agent starts with a single
construction unit, a finite amount of resources and a low resource income. The agent
controls the actions of the construction unit, which is limited to the following three actions:

- Build a \textit{k-bot lab}, for producing attack-units (production building)
- Build a \textit{metal extractor}, for retrieving metal resources (resource building)
- Build a \textit{solar collector}, for retrieving solar energy (resource building)

All actions in the scenario are sequential, as the construction unit can only build one building at a time. The goal of the scenario is to build four of the production buildings as quickly as possible (in terms of game time). The build time depends on whether we have enough available resources for constructing the building; e.g. if we have low resource income and our resource storage is empty, it takes much more time to complete a new building than if we have high resource income. Therefore the optimal solution is \textit{not} to construct the four production buildings at once, without constructing any resource building, as this would be very slow.

As state variables, the number of each type of building is used; the number of production building has the range \([0; 4]\), and the number of each of the two types of resource buildings has the range \([0; 19]\). This results in a state space of \(5 \times 20 \times 20 = 2000\) and an state-action space of \(2000 \times 3 = 6000\). This means that it is not possible for the agent to take the current amount of resources into account, as this may vary depending on the order in which the buildings have been constructed. We do not think that this will have a great impact on the final policy though.

### 3.4.2 Results

Figure 3.3 shows the results of four different settings of reinforcement learning in the scenario: Standard Q-learning and Q(\(\lambda\)) with time-based reward shaping, and SMDPQ both with and without time-based reward shaping.

The standard MDP Q-learning algorithm extended with time-based reward shaping shows a significant improvement over standard SMDPQ. SMDPQ with reward shaping also provides much faster convergence than standard SMDPQ. However, there is no difference on applying reward shaping to standard MDP Q-learning and SMDPQ. This can be explained by the fact that SMDPQ and our reward shaping both help solve the problem as fast as possible, since the reward decreases as time increases. The algorithms are not additive, so applying one time penalty-algorithm to another does not increase the convergence rate. In addition, both algorithms only pass reward back one step, and thus the two approaches converge at the same rate.
When using the MDP algorithm on the scenario, which is in fact an SMDP problem, this kind of reward shaping is actually necessary in order to make the algorithm converge to a correct solution. Without reward shaping, the agent would know nothing about the time it took to complete an action, and so it would converge to the solution of building four production buildings in as few steps as possible, namely four. This solution is not the optimal one in terms of game time, since the production of resources would be very low given the fact that the agent does not build any resource buildings.

From Figure 3.3 it is not clear whether or not SMDPQ without reward shaping actually ever converges to the optimal policy. In this experiment SMDPQ converged to the optimal policy after approximately 22000 runs, but this result is not a part of the figure, since it would obfuscate the other information contained within the graph.

Adding eligibility traces, in this case $Q(\lambda)$, to Q-learning with TRS further improves the convergence rate, as it can be seen in Figure 3.3.

### 3.4.3 Discussion

By improving the convergence speed, we can reduce the time spent on learning, and this is especially important when each learning episode is very long. In this case we achieved an improvement in convergence speed from 22000 episodes to 700 episodes. If each episode is very long, in terms of wall-time, this may result in a problem being feasible to learn and not taking several hours or even days to learn.

TRS can be a good choice when using reinforcement learning for a subtask in a game, where the agent must solve a problem as fast as possible and can not fail to achieve the
goal. This however does not include an RTS game as a whole, as it is possible to fail to achieve the goal, by losing the game. General reward shaping can be applied to all MDP problems, but it is especially important in games, where the state space can be very large. Another task which could be solved using TRS is pathfinding (in general).

3.5 Conclusions and Future Work

Scenarios in computer games are often time dependent and agents’ actions may span multiple time steps. We propose an SMDP solution to have agents learn adaptive behaviours. We make a further step to speed up the learning process through reward shaping techniques. We propose a time-based reward shaping method, TRS that gives reward according to the number of time steps it took to complete an action. In particular, we show that our method may result in the same policy as SMDP solutions for some specific problems. Our experiments on the Balanced Annihilation game show that applying time-based reward shaping is a significant improvement for both general Q-learning, SMDPQ and Q(\(\lambda\)), allowing fast convergence when solving some SMDPs. In addition, the technique allows us to solve SMDP problems with the standard Q-learning algorithm.

We found a way to use reward shaping in Q-learning that reduced the number of runs needed to converge for a restricted group of SMDP problems. It would be interesting to see if this, or some similar approach, could be applied in a more general case. There is already a general concept of reward shaping, which has been proved to work. But we feel that some more specific concepts about including time usage in reward shaping could really be beneficial. Improvements of this approach could result in eliminating the restrictions for applicable SMDP problems, optimally allowing support for any SMDP problem.

Applying TRS to more advanced problems could also be done, to show whether this approach is too limited. An example of such an advanced scenario could be one with cooperative agents. This is especially relevant in RTS games, where units need to cooperate in order to achieve their goals faster.
CHAPTER 4

Concurrent Agents

Abstract. Using reinforcement learning with cooperating or competing concurrent agents requires the state space to include information about the other agents. No previous publications have specifically investigated different approaches to include such information in the state space, and compared their performance, so this will be the main focus for this research. Examples of concurrency information to consider includes which actions are being carried out by which agents, and how far these actions are from being completed. We will also investigate how much abstraction can be done on this information while still ensuring convergence to a near-optimal policy. We present four approaches to including concurrency information in a state space and compare their performance in an RTS base-building scenario.

4.1 Introduction

In RTS games, it is often the case that several agents must either cooperate or compete to solve a goal. Reinforcement learning is a commonly used approach for solving such problems, since it allows learning without a complete model of the environment. When dealing with reinforcement learning there are two main problems to consider; the size of the state space represent the state of the environment, and the speed at which it is possible to converge to an optimal policy. In addition, for multi-agent problems, there is the problem of implementing inter-agent communication, since each agent may need information about the other agents in the environment.

In this chapter we investigate how to minimise the information about concurrent agents represented in the state space, in order to allow faster convergence to an optimal policy for a multi-agent problem, while still being able to converge to a near-optimal solution.
Others have investigated how to use reinforcement learning with multiple agents [MMG01] [Tan93], but have not investigated how to optimally represent the required concurrency information. We introduce four different approaches to representing concurrency information, compare their convergence rate and the learned policies, and discuss in which cases each could be useful.

To experiment with the different approaches for designing the concurrency state spaces, we will use a scenario set in an RTS game, where the agents cooperate to complete a base-building scenario. In Chapter 3 we investigated how to solve such a simple base-building scenario in an RTS game using a single builder agent. However, letting multiple builder agents cooperate to complete the task of building a base in an RTS game is more complex. This type of problem may be classified as an MSMDP problem (Multi-agent SMDP problem).

In the scenario that we will use to conduct the experiments, it is important that the agents are heavily dependent on each other, making cooperation very important. We achieve this in our scenario, by letting the action chosen by one agent heavily influence the time it will take any other agent to complete an action. This is due to the fact that resources will be shared between all cooperating agents, making cooperation very important in this extended version of our initial single-agent scenario described in Section 3.4.1.

Through experimentation in this scenario we will investigate the performance of the four state space approaches, and thereby show how much information is required to allow convergence to an optimal policy with a fast convergence rate, for concurrent identical agents. Furthermore, we will investigate how the termination strategies mentioned in Section 2.4.3 can be used to interleave the tasks, and whether this influences the requirements on the state-space information concerning concurrency.

In Section 4.2 we present some of the related work on this topic, and further specify which area we will contribute to. Section 4.3 defines the four state space approaches for including information about the actions of the concurrent agents in the state space. The scenario and reinforcement learning set up used to experiment with the state space approaches is described in Section 4.4, of which the results of are described in Section 4.5 and Section 4.6. Lastly we conclude and discuss the usefulness of the findings in Section 4.7.
4.2 Related Work

Makar et al. [MMG01] extended MAXQ to support multi-agent problems. This allowed them to limit the concurrent state-space by only using information about higher-level joint actions instead of primitive actions.

Ming Tan [Tan93] looked at the importance of having information about the concurrent agents, compared to letting the agents be independent. As information for the cooperative concurrent agents, he studied three types of shared information: sharing sensation, sharing episodes and sharing learned policies.

Common for the related work is that it does not carry out an in-depth study about which information, about the actions of the concurrent agents, should be shared in order for multiple agents to cooperate in an MSMDP problem. Here we will look at how little information can be sufficient, and how much information can be added before it becomes irrelevant.

4.3 Concurrent State Space

When implementing learning with concurrent agents, we need to include information about the other agents in the state space. This means that for \( n \) agents we need information about \( n - 1 \) concurrent agents. First of all, this information needs to include which action each of the concurrent agents is currently executing. We need to consider that some scenarios might involve complex problems, where e.g. the actions chosen by one agent have an impact on another action being carried out by another agent. To ensure support for this and other possible scenarios, we need to figure out what level of information is optimal to represent in the state-space: e.g. complete action information for each agent, or some abstraction of this.

In this section we will present four different approaches to designing the concurrent part of the state space. Each approach contains a varying amount of information about the concurrent agents and their current actions. In the following state space representations, \( a \) represents the number of actions (excluding the mandatory nil-action). \( n \) represents the total number of agents.

For each approach we calculate how many states are required to represent the state space depending on the concurrency variables. These calculations can give a good idea of how fast it will be possible to converge, using that particular approach to design the concurrent state space.
4.3.1 Approach 1

In this approach we include action information about all agents. For all concurrent agents we want to know if it has not yet started any action (*nil*-action), or which of the *a* actions it is currently executing. This means, that an agent knows exactly which action each of the other agents is executing, and that the state space will grow exponentially in the number of agents. The number of states needed to represent the information for this approach, can be calculated using Equation 4.3.1:

\[
f_1(a, n) = (a + 1)^{(n-1)}
\]

(4.3.1)

4.3.2 Approach 2

Approach 2 adds additional information about the concurrent agents. If an agent is carrying out one of the *a* actions, we want to know how far that action is from being completed. This means that we will need to define a state variable representing time intervals to illustrate how far an executing action is from completion. If we define *t* time intervals for that variable, the number of states in the concurrent state space can be calculated by Equation 4.3.2:

\[
f_2(a, n, t) = (a \ast t + 1)^{(n-1)}
\]

(4.3.2)

A reasonable number of time intervals may be around 3, which could represent the beginning, middle and end of an action-execution. This is what we have used in our experiments. This too will grow exponentially, but at an even greater rate than approach 1, since more information is added to the state space.

4.3.3 Approach 3

In approach 3 we try to limit the amount of information in the concurrent state space. Since all the agents in our scenario are clones, it is irrelevant to know which of the concurrent agents are executing which action, and therefore we can neglect this information. Instead, for each action, we just include the number of agents that are currently carrying out that action. Since e.g. the case where all actions are being executed by all agents can not happen, but all agents can execute the same single action, the number of states can not simply be calculated by *n*^*a*. Instead the calculation is less straight for-
ward, but the already known definition of Pascal’s triangle\textsuperscript{1} can be used to calculate the required number of states, as seen in Equation \ref{eq:4.3.3}. The logic used to find this calculation, can be seen in Appendix A.

\begin{align*}
pascal(n, k) &= \frac{n!}{k!(n - k)!} \\
f_3(a, n) &= \pascal(n + a - 1, a) \\
f_3(a, n) &= \frac{(n + a - 1)!}{a!(n - 1)!} \tag{4.3.3}
\end{align*}

\subsection*{4.3.4 Approach 4}

Instead of including the exact number of agents executing each action, it might be sufficient to include some abstraction of this number. We let $i$ represent the number of states that this action-information is divided into. Examples of ways to represent the action-information could be: number of agents executing an action or the percentage of agents executing an action.

As a specific example, the most restrictive abstraction could be just to represent whether an action is being carried out by any concurrent agent, or not ($i=2$). If $i \geq n$ then this approach will simply be equal to Approach 3, so this is not what is intended.

If $i < n$ then the number of states needed to represent the concurrent state space is rather complex to calculate, compared to the previous approaches.

An upper-bound for the number of states used for this approach can be calculated as seen in Equation \ref{eq:4.3.4}.

\begin{equation}
f_4(a, i) = i^a \tag{4.3.4}
\end{equation}

We have not found a compact mathematical function capable of calculation the exact number of states, so instead we can illustrate the calculation using the pseudo-code algorithm presented in Appendix A. Using this algorithm, the exact number of states can simply be calculated as $\text{calc-states}(a, i, n)$.

\footnote{Ask Dr. Math—Pascal’s triangle: \url{http://mathforum.org/dr.math/faq/faq.pascal.triangle.html}}
4.4 Experiments

This section introduces the settings, in which our experiments with the state space approaches presented in Section 4.3 will be conducted.

First we describe the reinforcement learning methods and settings which are used throughout all experiments. This is followed by a detailed description of the scenario in Balanced Annihilation, and the main problem within this scenario that we will solve using reinforcement learning. Afterwards, we define how we give reward to the concurrent agents. All approaches will be tested with two of the task termination strategies (τ_{all} and τ_{cont}) mentioned in Section 2.4.3 to show whether this yields different results. The third task termination strategy, τ_{any}, will not be considered because the actions in our scenario does not make sense to interrupt, since half a building is not useful.

4.4.1 Reinforcement Learning

In our experiments the multiple concurrent agents take actions individually, one at a time. However, since they are identical agents, as described in Section 2.4.4, they do not each learn their own Q-table, but share a common Q-table, which they all read from and update accordingly. But other than this, they act on their own, keep their own state information and history, and updates according to this information. Using a common Q-table is possible because all the agents are identical in our experiment.

To conduct the experiments on our proposed state space designs, we use well-known reinforcement learning algorithms. The SMDP variant of Q-learning, with a reward-function inspired by TRS, is used as base for solving the MSMDP problem. For all experiments, Q-learning is set up using the following constants: \( \gamma = 0.9, \alpha = 0.1, \epsilon = 0.1 \). For \( \epsilon \) we do not use any decay, to allow fair comparison between the results. This means that faster convergence than what is shown in the results, can rather easily be achieved—e.g. by using Q(\( \lambda \)). Furthermore, the results will not show convergence towards an optimal policy since there will be constant exploration.

We will compare the four approaches from Section 4.3 to find the sufficient amount of information about concurrent agents required to converge to a good policy and with a good rate. This is a state space-size versus information-detail comparison.

4.4.2 Scenario

In our multi-agent scenario in the Spring-based RTS game Balanced Annihilation, each agent controls one worker that has the following actions:
• Build a *k-bot lab*, for producing attack-units (production building)

• Build a *metal extractor*, for retrieving metal resources (resource building)

• Build a *solar collector*, for retrieving solar energy (resource building)

Every completed production building is set to continuously build a predefined attack-unit in order to simulate the normal use of a production building. This means that the resource usage is increased every time a production building is completed.

Constructing the different buildings has different effects on the economy. The production cost of each building and the time it takes to construct it, is unique for each type of building. When a building has been completed it will either produce or consume resources indefinitely. Production buildings consume a lot of metal and energy while producing attack-units. The metal extractor consumes energy while producing metal, and lastly the solar collector produces energy without any consumption.

If the energy production and storage is so low that it can not cover the needs from other buildings and workers, then the metal production as well as the construction of buildings, will be slowed down accordingly. If the metal production and storage is not sufficient for the construction of buildings, the construction rate will also be slowed down. This all means that the action choice of one agent may drastically change the time it takes the other agents to complete their actions.

The goal of each episode in the learning session is to build ten production buildings in what we consider a reasonable time, while still leaving a reasonable economy after each production building is completed. This can be accomplished by building resource buildings before the production buildings finish. The motivation for having a good economy after each production building is finished, is that the agent can then produce attack units at full speed. The agent will also be able to change its strategy easier, if it has a good economy. In practice it is not too important how exactly time and economy is weighted compared to each other in these experiments, even though varying weights will give varying policies. In our experiments we just use predefined weights that result in what we consider reasonable time and economy. Later, in Section 4.6 we look into how exactly the time impacts the learned policy.

### 4.4.3 State Space Design

We already covered the four different approaches to storing concurrent agent information, so the only additional state space information we need to consider for this scenario is economy.
The last time we considered the base-building-scenario, in Chapter 3, we included building-counts in the state-space. While this worked very well, it was still limited in the sense that the agent would only know what to do, up to the point of what the state space was able to represent. Furthermore, since the goal of building four construction buildings was used during learning, it is natural to assume that the policy to which the agent converged would not necessarily involve having a usable base before reaching the goal of four constructing buildings. E.g. the agent may first build a lot of metal extractors, followed by a lot of solar collectors, followed by four k-bot labs. The new state space should be able to address this issue.

To overcome these issues, we redefine the state space completely. Instead of looking at building-counts, we look at metal and energy economy, dividing each into usable discrete intervals. The terminal action in this state space is to just build a single production building, and reward is given according to the time it took, and the economy after this action has been completed.

This also means that while we still include a fixed goal of building ten production buildings, this does not limit the learned policy to only support up to ten production buildings, since the limit lies only in the configuration of the simulator used for the learning process. The goal is just set in order to allow the agents to reach all states related to the economy.

In Balanced Annihilation the economy consists of two types of resources: metal and energy. For each of these there is a current storage, income and usage at any given time in the game. The economy is shared among all units in a team—hence the cooperative agents controlling the builder-units also have to consider the shared resources.

We choose to represent the storage and the gain (income minus usage) as two state variables in discrete intervals for each resource type. These intervals are necessary as we do not support an infinite state space, which would be the result if we just used the storage and gain directly in the state space. The intervals start at a low value where any thing that is below this value will be represented by the first interval state, and everything above the highest interval value is represented by the last interval state.

The values that are in between the low and the high value are divided into a number of intervals to keep the state space size to a minimum. The number of intervals is chosen in such a way that we have enough states to represent enough important states, but few enough to still keep the state space small enough. Specifically in this setup, we use evenly divided intervals of 6 to 10 states for each value to represent.
4.4.4 Reward

Since the goal is to build production buildings as fast as possible, while leaving the agents with a predefined reasonable economy afterwards, these are also the two factors that must have an impact on the returned reward for completing the scenario.

Economy

The reward that will be issued to all agents after a production building has been completed, is partly calculated by looking at the economy after completion. The reward is first calculated by looking at the worst of either current metal- or energy-gain, represented as a $[0; 100]$ reward. To this the lowest of either metal- or energy-storage is added in the form of a $[0; 100]$ reward, resulting in a total reward of $[0; 200]$ for one production building. The only time this reward is issued is after a production building has been built, and this reward is given to all the agents. All agents get the exact same common reward, so that there will not be any battle between the agents who, e.g. gets to build the production building.

Time

A good economy is not enough to be a good base builder in a competitive RTS game, speed is very important too. A fast build order is often key when it comes to winning the early game. To get a faster completion time, the agent needs to know that a faster solution is a better solution, therefore we could use some of the principles from Time-based Reward Shaping (TRS), described in Chapter 3. This means that the agent will get a negative reward for each time step it uses, so that if it wastes any time it will get a lower reward. This reward is given after each action, and only to the single agent that completes the action. We can directly influence how important the speed is compared to the economy, by scaling the punishment the agent gets for each time step. Specifically in this scenario, a negative reward of 1 will be given for each time step in the game.

TRS is not used as reward shaping in order to speed up the convergence rate as we did in Chapter 3. In this case we are not interested in keeping the same policy as without TRS, on the contrary we want our policy to be affected by the inclusion of TRS. The policy we are interested in is faster and should differ significantly from the policy we would get, if we choose not to give this negative reward.
4.4.5 Interleaving Tasks

With the goal of the scenario in mind, we define a task as the completion of a single production building. Since we reward each agent based on the time it took to complete a task, and based on the economy after completion of that task, each agent may build an arbitrary number of other buildings before constructing the production building. The reason for this is that the agent may get a higher reward if it initially builds some resource buildings—this will be the case if an agent starts a task with a really poor economy. This means that each task has many decision epochs for which termination strategy can be considered, but here we will only consider the termination strategy for the tasks.

As mentioned in Section 2.4.3, we use what can be considered \( \tau_{cont} \) for the decision epochs, and now we want to consider whether this is also possible as task termination strategy. By this we mean that whenever an agent finishes its last action in a task, it can continue with the next task even though other agents might still be completing their last action in the previous task. However, this requires some extra considerations about when the agents get their rewards.

Therefore we both consider the straightforward \( \tau_{all} \) approach where building a single production building is a goal, which should be completed \( x \) times each episode, and the \( \tau_{cont} \) approach where the goal is to complete \( x \) production buildings each episode.

\[ \tau_{all} \]

Using this approach the agents will keep starting new actions as long as a production building has not been finished. When a production building has been finished, the agents will complete their current tasks and terminate after this. This means, that when completing multiple tasks, agents will be idling, while they wait for the other agents to finish, before they can start with the next task.

\[ \tau_{cont} \]

The problem with the above approach, of wasting time on idling, can be avoided by letting the agents start the next task before the other agents have finished their previous task. Using this approach we do not allow the agents to idle. Instead of letting the agents idle while the remaining agents are still executing their last action, the finished agents continue towards the next goal of building the next production building. This is a much more efficient approach, considering that no time is wasted on idling, and the
extra time can be used to get an even better economy than would be possible otherwise. As earlier mentioned, this approach leaves some considerations regarding when to give the agents reward. When it is tested in our scenario, the reward is given to all agents every time a production building has been completed. However, the reward is actually only picked up by each agent when they complete their current action—hence the only agent that receives it immediately is the agent that completes the production building.

4.4.6 Simulator

When working with reinforcement learning you often have to change, e.g. the state space and other learning variables, and this can be very cumbersome to work with if you have to wait a long time for the results of your changes. We therefore developed a simulator that can simulate a limited part of Balanced Annihilation, more precisely the economics of base building. The simulator does not take into account the placement of buildings, and thus not the time it would take a builder to move from build-site to build-site. Furthermore, it does not in any way simulate opponents or combat, as this is not part of the scenario we are working on here. However, a policy learned in the simulator should be fine to use in the real game, as the economics work in the same way, and the time it takes to move around has a minor impact on the policy. More information on the simulator can be found in our previous report [CMCV09].

4.5 Results—Convergence Speed

Here we compare the results from our experiments carried out on the four concurrent state space designs presented in Section 4.3 for 2 to 10 cooperative agents.

For reference, Table 4.1 shows the varying number of states required to represent the cooperative agents in the four approaches.

The figures in the following sections will show the convergence graphs for the experiments with varying settings. In the four following sections, showing the results of the experiments with the state-space approaches for 2 to 10 agents, each figure will contain four graphs; one for each of the cooperative state space approaches. In the legends of these graphs, these will be referred to as S1, S2, S3, S4. S0 simply implies that no cooperative information is used. Following that notation, will be a notation showing the $N$ number of agents used for that particular graph, shown as $xN$.

Each experiment is carried out both with interleaved and non-interleaved tasks to illustrate the differences between these two approaches.
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<table>
<thead>
<tr>
<th>Agents</th>
<th>State-space 1</th>
<th>State-space 2</th>
<th>State-space 3</th>
<th>State-space 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>10</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>100</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>64</td>
<td>1000</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>256</td>
<td>10000</td>
<td>35</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>1024</td>
<td>100000</td>
<td>56</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>4096</td>
<td>1000000</td>
<td>84</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>16384</td>
<td>10000000</td>
<td>120</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>65536</td>
<td>100000000</td>
<td>165</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>262144</td>
<td>1000000000</td>
<td>220</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 4.1: Number of states required for 2 to 10 agents for each of the state space approaches, given that \( a = 3, i = 2 \) and \( t = 3 \)

4.5.1 No Cooperative Information

As a reference for the later results, we first show how important information about the other concurrent agents is in the state space. To do this, we show how the learning performs for two agents with interleaved and non-interleaved tasks using no information about the other agents. The results can be seen in Figure 4.1.

![Figure 4.1](image.png)

Figure 4.1: Learning with 2 agents, using no cooperative information in the state space, both with interleaved and non-interleaved tasks.

In the two settings the learning does converge to some policy, but as it can be seen in the following experiments, where cooperative information is used, the policy learned with non-interleaved tasks are by no means optimal. Furthermore, it is clear that both the convergence speed and the reward received with interleaved tasks are better that with
non-interleaved. This fact will be described later in Section 4.5.2 when more results have been compared.

However, in this experiment, with only 2 agents and no cooperative information, with non-interleaved tasks the overall reward and policy confidence is much lower than with interleaved tasks—even worse than what we will see in the later experiments with cooperative information. This is due to the fact that time has a very big influence on the reward in this set-up, which means that when looking at the goal of building a single production lab, the optimal policy is to only build that, resulting in very bad economy and acceptable time consumption. In this case, this means that the agents both only build the production building during each task completion. Even though this is the best solution for this specific set-up of the problem, letting the time have less impact on the reward, will make the agent choose a more far-sighted solution, as we will later see in Section 4.6. As we further discuss later, these problems do not have as huge an impact when using interleaved tasks.

### 4.5.2 2 Agents

As it can be seen in Figure 4.2, having only two concurrent agents does not show any significant difference in convergence rate for the different state space approaches except approach 2. This approach has significantly more information than the other approaches and therefore a much larger state space, which means that it converges slower. The other three approaches have exactly the same amount of information and therefore converges equally fast.

![Figure 4.2: Learning with 2 agents, using Approach 1-4 with non-interleaved tasks.](image)

What should be noted is that with non-interleaved tasks, after several runs approach 2
actually outperforms the other approaches because of the extra information; showing that the information actually is helping the agent. When interleaved tasks on the other hand is used, as seen in Figure 4.3, all approaches converge to a much better solution (higher reward), which seems to be near-optimal since approach 2 does not outperform the others in this case.

![Figure 4.3: Learning with 2 agents, using Approach 1-4 with interleaved tasks.](image)

The fact that interleaved tasks allows the agents to find a better solution is because the concurrent agents are able to improve the economy by building resource buildings, while they, with non-interleaved tasks, would have spent some time idling. They are also able to build production buildings from different tasks simultaneously, which could significantly reduce the time needed to solve the goal.

Another interesting note about using interleaved tasks, is that with two agents and cooperative information, they converge to a policy with the same reward as without cooperative information (as shown in Section 4.5.1), i.e. in this case the cooperative information adds no value. This will be further explained when more experiments have been conducted, in Section 4.5.5.

### 4.5.3 3 Agents

As it can be seen in Figure 4.4, approach 2 converges much more slowly than before because of the large increase in state space size for each increment in number of agents. Eventually it still converges to a higher reward than the other approaches with non-interleaved tasks, but this information has been removed from the graph to focus on the other approaches.
The remaining approaches now slowly start to show differences because they represent different information at this point. Using interleaved tasks, as seen in Figure 4.5, shows similar results.

It should be noted that the reward received when using any of the approaches is higher with three agents than with two. This is because more agents working together to achieve the goal, means that it can be achieved faster, and with a better economy. However, since the goal is to only build ten production buildings, there can also be too many agents. This will be further explained later, in Section 4.5.6.
4.5.4 4 Agents

Figure 4.6 shows that approach 4 converges to a worse solution than the other approaches with non-interleaved tasks. The very limited information is now becoming a problem in order for the agents to get the same reward as the other approaches. Though, an interesting result shown by this experiment is that with interleaved tasks, approach 4 actually performs very well, seen in Figure 4.7. It is the first to converge to, what seems to be, the same reward as the other approaches. This will be discussed further in the next experiment.

Approach 2 is naturally even worse in convergence rate than before, but it still converges to a better solution than the others with non-interleaved tasks.

![Figure 4.6: Learning with 4 agents, using Approach 1-4 with non-interleaved tasks.](image)

4.5.5 5 Agents

As it can be seen in Figure 4.8 having 5 agents shows the clearest distinction between the approaches until now. The number of states used for each approach is now varying from 8 to 10000 states used for the cooperative information.

Now it also becomes partly visible that when using approach 4 with interleaved tasks, it actually converges to a policy with a reward which is a bit lower than approach 3, as seen in Figure 4.9, but it still converges at the fastest rate.

The reason why approach 4 with interleaved tasks is able to achieve almost the same reward as approach 3 with interleaved tasks for agent counts less than 5, is that when in-
interleaved tasks are not used, the agents are forced to synchronise their decision epochs after a production building has been built. This means that most of the economy state variables will end up having the exact same value, resulting in a higher chance that the economy states at decision epochs will be the same for all agents. However, when using interleaved tasks, the agents will often not have synchronised decision epochs, allowing them to make better use of the economy state variables.

In practice this allows the agents to learn a policy that makes use of these economy variables as a substitution for the concurrency variables present, e.g. in approach 3.
Though, it is important to note that even though the cooperative information is less important with interleaved tasks, it still allows convergence to a better policy when the number of agents increases. This will be thoroughly explained and illustrated in Section 4.6 where we compare the policies learned from this experiment with interleaved tasks with and without cooperative information from approach 3.

Approach 2 is getting less and less computationally feasible—simply requiring way too many runs to converge compared to the other approaches.

### 4.5.6 5+ Agents

Approach 4 clearly is the fastest to converge compared to the others when the number of agents is increased. However, its limited information in the state space makes it impossible to converge to a policy that is as good as what the other approaches allow. Furthermore, the more agents that are used with this approach (with a fixed $i$), the more random the obtained solution seems, meaning that the state space is not representative enough for the state of the game.

Even though approach 2 contains so much information that it can converge to a better solution than the others with non-interleaved tasks, it is computationally infeasible for more than five agents.

We consider approach 3 the best for this scenario. It is one of the first to converge
to a near-optimal policy, and it is only beaten after exponentially many more runs by approach 2, when not using interleaved tasks.

Therefore we now purely look at how approach 3 performs with more than five agents, specifically with 6-10 agents. The results can be seen in Figure 4.10 and Figure 4.11.

![Figure 4.10: Learning with 6-10 agents, using Approach 3 with non-interleaved tasks.](image)

Naturally, the convergence rate decreases when agents are added, but since the state space size is kept at a minimum, it scales acceptably. The results show that it still is practically possibly to converge with up to 10 agents within a reasonable time, compared to what is needed, e.g. for two agents to converge. As a comparison, 10 agents with approach 3 actually converges faster than 5 agents with Approach 2.

With non-interleaved tasks approach 3 converges after 100,000 runs with 2 agents, and with 10 agents it converges after 5,000,000 runs, which we consider very reasonable compared to the performance of the other approaches. With interleaved tasks these numbers are even better; 20,000 runs with 2 agents, and 600,000 with 10 agents.

As an interesting fact, having more than 5 agents in this scenario now slowly decreases the total reward for every extra agent that is being used—as opposed to the reverse tendency, which showed while using 5 and less agents. This is because the goal is still limited to building ten production buildings, and having too many agents that all have...
to perform actions means that an excessive amount of economy buildings are being built.

4.6 Results—Policy Equivalence

We have now shown how the presented concurrency approaches converge, we will now investigate what differences this leads to in the learned policies. Apart from comparing policies learned with varying concurrent state-space information, we also look into policy differences gained with interleaved tasks and altered time impact on the reward.

Comparing policies can be a difficult task as all action choices for all the possible states the agent can be in, have to be compared. A more simple way to compare the policies learned by our agents could be to compare the rewards received from a single run, this however does not show any differences between two policies that get the same reward with different policies. A reasonable middle course is to compare what actions an agent takes at any given time, during a single run following a policy. This allows us to show a table view of what each agent is doing at any time for a policy, giving a good overview for comparison.

The following sections compare policies to illustrate differences in various policies which were discussed throughout Section 4.5. Each policy is illustrated using a table, with one row for the actions of each agent, and each cell represents an action. There are
no distinct columns, as the width of each cell represents the time spent on completing that action. Each cell is labelled with one of three action identifiers, which are defined as follows: \(S=\text{resource building (solar)}\), \(M=\text{resource building (metal)}\), \(L=\text{production building (k-bot lab)}\). A blank cell represents an idling agent.

It must be noted that, when comparing the time it takes to reach the goal of the episodes, it is not important to look at the time it takes to complete all the shown actions. Since the number of built production buildings is not included in the state-space, the agent might start to build extra production buildings while completing the 10th, which is the actual goal. Hence, the important time to look at is when the 10th production buildings has been completed.

### 4.6.1 Cooperative Information: Full vs. Limited vs. None

Here we look at the impact of cooperative information in the state space on the learned policy. We use approach 4 for this with \(i = 1, 2, \infty\), representing none, limited and full cooperative information, respectively. The policies for this comparison can be seen in Figure 4.12, Figure 4.13 and Figure 4.14.

This shows that the policies with full cooperative information and limited \((i = 2)\) cooperative information are actually very similar, where having full information only shows a marginally faster solution. Without cooperative information the policy learned is very poor, spending too much time on building an excessive amount of economy buildings near the end. This strange behaviour is an example of lacking information in the state-space resulting in somewhat random behaviour.

**Figure 4.12:** Full cooperative information

**Figure 4.13:** Limited cooperative information
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4.6.2 5 vs. 10 Agents

As mentioned earlier, solving the problem of building 10 production buildings is optimal with 5 agents, because adding more agents forces the agents to build more resources than necessary. Here we illustrate the difference in the policies learned with 5 and 10 agents. The policies for this comparison can be seen in Figure 4.12 from the previous comparison and Figure 4.15.

Ten agents did in this example-run learn a policy which allows completion of the episode marginally faster than five agents. However, the initial economy is too weak to support ten simultaneous actions in the beginning of the episode. This fact can be seen exemplified when all the agents complete their first action, they spend much more time on completing these than is necessary later in that episode, or was necessary with five agents.

4.6.3 Interleaved Tasks vs. Non-Interleaved Tasks

Here we investigate differences in the policies with interleaved and non-interleaved tasks. We know that idling time will be introduced with non-interleaved tasks, so it is impossible for this approach to complete its goal faster than with interleaved tasks, but it does result in a completed and operational base after each task has terminated. The interleaved approach does not result in a policy where the construction of production buildings is as evenly spread throughout the episode as with non-interleaved, but still gives a better policy than was possible to achieve with the approach presented in
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This difference could very well change with adjusted weights for the time and economy reward. The policies for this comparison can be seen in Figure 4.12 from the earlier comparison and in Figure 4.16.

As expected, the agents take much longer to complete the goal with non-interleaved tasks. However, as it can be seen in the illustration, the agents have a good base with both economy and production buildings throughout the complete run. Since the termination of each task is synchronised, we can also see that it almost always is the first agents that make the decision to create a production building. This is because the agent number matches the order in which the agents are asked to take their decision in each decision epoch. Furthermore, it might seem like a bad policy that within most of the task completions, more than one agent is building a production building, which results in the agents actually creating 19 instead of 10 production buildings. This just means that the economy already is perfect, so it does not really matter what action the agents choose at this point, and hence chooses to build a production building. Building these extra buildings does not waste any time, since they will be completed at the exact same time as the other production buildings being built in that task completion.

![Figure 4.16: 5 agents with non-interleaved tasks](image)

4.6.4 Time Impact

In Section 4.5.1 we mentioned how the weighting of time in the reward function influences the policy. In this section we look at three policies, where in the first, the time factor used is the same as in all other results, a negative reward of 1 for each time step in the game (\( \alpha \) = a factor of 1/1), and in the others the factor is 1/5 and 1/10. The policies for this comparison can be seen in Figure 4.12 from the earlier comparison, Figure 4.17 and Figure 4.18.

The results show that with 1/5 time factor the agents actually learn a policy that completes the goal faster than the other two. Even though this might seem counter-intuitive, it is because giving less priority to time, and thereby giving higher priority to the economy, makes the agents more far-sighted. However, if the time impact is too small, as seen in policy with the 1/10 factor, the need to also include time becomes visible, because the agents at this point begin spending more time to solve the goal of
4.7 Conclusions and Discussions

In this chapter we showed how much information about concurrent actions should be represented in the state space in an MSMDP problem using reinforcement learning. In the scenario in which the experiments were carried out we found the state space approach that allowed fast convergence to an optimal policy, while allowing very good scalability in regards to number of concurrent agents. While the scenario is very specific towards an RTS game subtask, it can still be generalized to other problems involving concurrent identical agents.

Regarding the state space approaches, it could seem natural to include information about which action each agent is carrying out (approach 1), but since the agents are identical, this includes irrelevant information in the state space. Instead we got the best performance and scalability by only representing how many agents are carrying out each action (approach 3). Even though this might seem logical for some, we have now documented the performance differences of these approaches. If this still gives too bad scalability with too many agents, this approach can be limited even more, by limiting the agent-count for each action, if a good policy is acceptable instead of the optimal-policy (approach 4). Finally, we showed that in some cases, where convergence speed is irrelevant, it might be beneficial to include information about the time remaining for completing each currently executing action in the state space (approach 2).

Finally we showed how interleaved tasks can be used to solve the somewhat same problem more efficiently, finding an optimal policy which is better than the optimal policy found in the problem with non-interleaved tasks. At least in our scenario, the
use of interleaved tasks also made better use of the state space, because the agents are not forced to make decisions at largely similar game-states, and thereby the economy state variables can be used as a substitution for concurrency state variables.

For all the approaches discussed here we did comparisons of the policies learned. This was done since two runs converging to the same reward, does not mean that their policies are identical. The comparisons were done by comparing action-choices throughout a complete run for each policy, and this gave a solid base for comparison. We also showed how significant the time impact is on the reward for our scenario.
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Parametrised State Spaces

Abstract. We present a novel approach, called parametrised state spaces, to minimising the state space in reinforcement learning. This approach can be applied when the task is to choose one among a large, and potentially varying, number of similar actions. In this case it means that the task always terminates after having completed one action. This can be seen in contrast to hierarchical reinforcement learning, where the decomposition allows us to represent distinct subtasks in each hierarchy node, and potentially more than one subtask must be terminated before the parent task can terminate. The parameter values used in a parametrised state space allow us to perform a large amount of assumptions as well as abstractions, so we only need to represent state variables pertaining to a single optimal action, rather than representing all actions in the state-action space.

5.1 Introduction

When dealing with reinforcement learning in complex domains like an RTS game, often this implies very large state-action spaces. Actually the size of a state space grows exponentially when new state variables are added. Measures to address this curse of dimensionality [BM03] need to be invented so that we will be able to efficiently apply reinforcement learning to complex domains. The curse of dimensionality also affects the convergence rate, since a very large state space will require many runs in order for the agent to find an optimal policy.

Previous research has focused on decomposing a state space into a hierarchy of sub-tasks, e.g. hierarchical reinforcement learning with the MAXQ framework [Die00]. Such a way of minimising a state space assumes that it is possible to clearly divide the actions in a monolithic state-action space into separate state-action spaces, where each one only models elements with which the subtask is concerned. This is only possible if
the utility of each action does not depend on all state variables in the state space, or the state variables on which each action depends, model significantly different elements in the game world. If this is the case, then the actions can be regarded as dissimilar, and at least partially, independent actions. They are thus eligible for being decomposed into separate subtasks each with their own state spaces.

A problem arises if a state-action space contains several very similar and independent actions, which only differ by a few parameters. Furthermore, if these actions can be modelled by very similar state variables, also only differing by a few parameters, it is hard to decompose the state-action space in a way that improves the convergence rate. A further complication is introduced if a parent task always only needs to execute one of its child tasks in order to terminate. In a hierarchical approach, one would normally create the state space of the parent using information about the termination conditions of several of its child nodes. If always only one of the child nodes need to terminate, the state space of the parent node can not, e.g. keep track of how far this parent task is from being completed. Thus it needs to include much more information in its state space in order to decide between the different children.

A limitation in both flat and hierarchical state spaces is that they force the designer to put an upper limit on the number of actions. Since games are very dynamic in their nature, we can easily imagine cases where the number of similar actions can be arbitrarily large depending on the game state. Such a situation will be extremely hard, if not impossible, to implement with the traditional flat and hierarchical approaches. These facts indicate that we need to take a different approach if we want to efficiently be able to learn in such a domain, where we have to choose between an arbitrarily large collection of similar independent actions.

In this chapter we propose a novel approach, called parametrised state spaces, to efficiently solve the problem of choosing a single action of a collection of similar actions, where the single action terminates the overall task. We show how this approach allows us to minimise a state space, which would otherwise have to include an extremely large amount of information. The key observation on which our proposition is based, is that the exponential growth when adding new state variables in a flat state space seems unnecessary, since we know that the independent actions are very similar in their nature. We exploit the fact that the actions are similar, and at least partially independent, in order to find a collection of common state variables, which are able to describe the utility of all these actions. By doing this we avoid having to include separate state variables modelling each of the similar actions.

In Section 5.2 we will present some of the related work on hierarchical reinforcement
learning, and in Section 5.3 we will describe parametrised state spaces in-depth, as well as provide some examples to facilitate the understanding of the idea. Section 5.4 compares the size of parametrised state spaces to the size of flat and hierarchical approaches. In Section 5.5 we describe how we apply parametrised state spaces in a hierarchy of tasks, and introduce some test scenarios, and in Section 5.6 we discuss the results of the experiments. Finally in Section 5.7 we conclude on our work and provide topics for future work on parametrised state spaces.

5.2 Related Work

Hierarchical reinforcement learning refers to the idea of decomposing a complex task into subtasks to minimise the size of the state space for the various tasks. Designing a hierarchy of subtasks solving the overall task has been shown to yield a smaller state space while still ensuring good performance using, e.g. the MAXQ framework \cite{Die00}, later extended to the multi-agent case \cite{MM01}, and HAM (Hierarchies of Abstract Machines) \cite{PR98}.

In the MAXQ framework the number of child nodes for each node in the hierarchy is assumed to be known when designing the hierarchy, i.e. a parent node having three children means that three subtasks constitute the task of solving the parent task. The child nodes of a parent task in the hierarchy are assumed to be dissimilar tasks, which learn based on their own local Q-table and local reward function. Each child node contributes with its own unique part to solving some overall parent task, and typically more than one subtask must be completed before the parent task is completed.

Parametrised state spaces differ from normal hierarchical reinforcement learning by addressing the issue of having to choose among a large, and potentially varying, amount of similar actions. Completing either of these actions solves the overall task to which a parametrised state space is applied, meaning that we will not have to complete more than one of these actions.

5.3 Parametrised State Spaces

Representing a state space in a way that makes it contain a sufficient amount of useful information, and at the same time minimising its size, is two contradictory goals. The motivation behind minimising the state space size is to minimise the learning required (the time to learn) and the space needed for storing the Q-table.
We propose an approach to task decomposition which we call parametrised state spaces. The main idea behind this is that the agent at each decision epoch has to choose among a varying amount of similar actions, while avoiding explicitly representing all those similar actions in the state-action space. Scenarios of this kind can be seen as multiple-choice scenarios. For a state space including several similar actions, we need to identify a collection of common state variables which is able to represent the utility of these similar actions, so we do not have to include many closely related state variables in the state space. The current state of a parametrised state space can be evaluated by passing it a collection of parameter values, with which the state variables are concerned.

5.3.1 Example 1: Magic Boxes

Imagine a scenario where the agent is located in a room that changes state periodically according to some arbitrary state variables. At each decision epoch the agent has to open one of a varying amount of magic boxes, and the reward received depends on the current state of the room, and some details specific to the magic box.

Without a parametrised state space we would have to include an action for each magic box (thereby putting an upper bound on this number directly in the state space). In addition we would have to model relevant details about each magic box in the state space, resulting in a very large state-action space. Assuming that the reward of opening one magic box does not depend on the state of any of the other magic boxes, it can be considered a “waste” of state space to include complete information about all magic boxes, since the actions are similar and independent.

Implementing this scenario in a parametrised state space would allow us to pass the details of the various magic boxes as a parameter to the state, and then only model one magic box and some details about the room in the state space. This dramatically decreases the required number of states and actions in the state-action space. In fact we have just made the size of the state-action space completely independent of the number of magic boxes, whereas before it scaled exponentially in the number of boxes. Parametrisng a state space may in some cases allow us to decompose a large problem into several smaller problems, which means that we can define a state space for only a small part of the game world and ignore the rest. The higher the degree of independence between each magic box in our example, the higher the gain of using a parametrised state space to represent the problem.
5.3.2 State Selection

Given a list of parameter values we evaluate the different possible states, look up action values in a table and ultimately end up with a specific state and action choice. In contrast to normal Q-learning where the only task is to select an action, a parametrised state space also requires that we select a state out of all the possible choices. We may even apply exploration policies as known from normal Q-learning so that in some cases we choose a different state than the one that yields the highest expected value (an exploration step).

5.3.3 Filtering the Game World

In order to apply the idea of parametrised state spaces we need to be able to “filter” the game world according to a set of parameters, and this logic is application-specific. In general, the parameters used in the parametrised state space must have some influence on the returned state.

Parametrising the state space actually allows the agent to filter out a large part of the game world. When our agent has decided on an action, it is not important to know any details of other objects in the game world, assuming that the utility of the action does not depend on the state of any other object in the game world. Thus we omit this irrelevant information from the state space and only focus on the information that is important—information specific to whatever game object is given by the parameter values.

5.3.4 Example 2: Attacking in Balanced Annihilation

In this section we show a small example illustrating the practical use of parametrised state spaces in Balanced Annihilation.

The illustration in Figure 5.1 represents a situation where our attack group, represented by the star, can perceive the world in a number of different ways. The dots represent resource buildings of a particular type, and the shading of the cells indicates the threat in that cell. Darker shading means more threat. In this example, the agent can choose three different focuses on the game world—the attack group itself and one of the following:

- The group of resource buildings in the top left cell
- The group of resource buildings in the top right cell
The group of resource buildings in the bottom left cell

Figure 5.1: A view of a part of the game world. The star represents our attack group and the dots represent resource buildings of a particular type. The shading of the cells illustrates the threat in that cell. Darker shading means more threat.

The three groups of resource buildings are fed as a parameter to the state, so now the task is to evaluate which choice would return the best value. The agent may choose one of three different focuses on the game world in relation to the resource buildings: a single heavily protected resource building, three less heavily protected resource buildings, or four resource buildings placed in an area where the enemy has no military presence. Clearly the best focus will be to consider the game world as consisting of the four resource buildings in the top left cell, and ignoring all the other resource buildings.

In practice when feeding the locations of the resource buildings to the parametrised state space, the three configurations are evaluated. The way that the evaluation is done is that a unique state identifier is calculated based on properties of each of the three groups in turn and then we perform a lookup in the Q-table. After all the different states, three in this case, have been evaluated, it would be the action of attacking the buildings in the top left cell which yields the highest reward. Using parametrised state spaces allows us to represent all the resource buildings and the threat associated with their locations in a very compact way since we only need to concern ourselves with a single group of resource buildings at a time.

5.4 Comparison with Other Approaches

In this section we will compare our parametrised state space design approach to two other approaches: flat and hierarchical. We use the example from Section 5.3.1 as a
base for the comparison between the different approaches. To ease the comparison we assume that at all times our agent can take at most three actions and that these actions are primitive, i.e. we have a room with at most three similar magic boxes. In addition, we assume that the three actions are independent tasks, where the utility of each action can be determined by a total of 100 states.

We present a few equations to illustrate various state-action space sizes. In these equations $\text{numChoices}$ means the number of actions (magic boxes), and $\text{infoSize}$ means the required number of states needed to represent the utility of a single independent action.

### 5.4.1 Flat State Space

If the state space is flat it means that it must be able to describe an entire task in all its relevant details and include all the actions the agent is able to take. Since we have three actions, where the utility of each can be determined by 100 states the total size of the state-action space is $100 \times 100 \times 100 \times 3 = 300000$.

![Figure 5.2: Visual representation of a flat state space with three independent actions. We represent it as a cube because the state space must be able to represent the utility of three independent actions.](image)

Here we store all information at a single level, and we observe that the state-action space grows exponentially when we add new independent actions. This will quickly become too large to handle if we have more than a few independent actions, each needing information specific to that action to represent its utility.

The total size of such a state-action space can be expressed by Equation 5.4.1:

$$\text{Size}_{\text{flat}} = \text{infoSize}^{\text{numChoices}} \times \text{numChoices}$$  

### 5.4.2 Hierarchical State Space

When we have several similar actions it is very hard to decompose the flat state space into a hierarchy of subtasks since the actions depend on largely similar state variables. Additionally, in normal hierarchical reinforcement learning several of the subtasks are partial solutions to the parent task, whereas in our scenario each of the subtasks are
in fact the complete solution to the parent task, but each one yielding very different utility.

Hierarchical reinforcement learning is very cumbersome to apply to problems of this type. This is due to the fact that the termination of a single child task is able to terminate its parent task, thus making it impossible in the parent node to keep track of how far this parent task is from completion. This means that the parent node would actually need to model the entire problem in order to be able to choose which of its child nodes to execute—making it equal to the flat approach in Figure 5.2. Each of the child nodes constituting the three primitive tasks would be “stateless” since they do not need to model anything. They simply get a reward from the environment, which is passed back to the parent node—thus we only add more overhead when applying hierarchical reinforcement learning to problems of this kind.

Figure 5.3 illustrates the hierarchical decomposition. We have the flat state space at the top level and primitive tasks as leaf nodes.

![Figure 5.3](image)

**Figure 5.3:** Visual representation of a hierarchical state space with three independent actions. At the top level we have a flat state space to indicate the utility of each subtask. The subtasks are primitive tasks which return immediately.

The total size of such a state-action space can be expressed by Equation 5.4.2:

\[
\text{Size}_{\text{hierarchical}} = \text{infoSize}^{\text{numChoices}} \cdot \text{numChoices} + \text{numChoices}
\]

An alternative view of the problem may include a selector mechanism as the parent node. This mechanism will be responsible for choosing which of the subtasks the agent is going to solve. Each of the subtasks can then be modelled with a state-action space of 100 (1 action and 100 states to represent the utility). The drawback of this approach is that each of the subtasks will use their own local Q-table, meaning that the first Q-table represents the utility of opening the first box and so on. Since the three tasks are similar it can be considered a waste to learn each of the three Q-tables individually, since in fact the utility of all three subtasks can be learned collectively. This is the main idea behind
parametrised state spaces.

Figure 5.4 illustrates hierarchical decomposition using a selector mechanism. The selector queries its children in order to find out which one is the optimal action given the current state.

![Selector](image)

Figure 5.4: Visual representation of a hierarchical state space with three independent actions and a selector mechanism. At the top level we have a selector mechanism which can query each of its child nodes to find out which one yields the best reward in a given state. Each child node learns its own Q-table.

### 5.4.3 Parametrised State Space

With a parametrised state space we can exploit the fact that the tasks are similar, meaning that all subtasks can use the same Q-table and thus share the same state space. This results in a much smaller state space since we now only need to store information about a single task in the state space, and we can simply let a state selector perform a lookup in the Q-table for each possible task to see which is the better task given the current game world.

Figure 5.5 represents a parametrised state space. At the top level we have a selector mechanism which can query each of its child nodes to find out which one yields the best reward in a given state. The various child nodes are not modelled explicitly in the state space, as illustrated by the dashed lines. Rather, learning is done in a single Q-table.

The total size of a parametrised state space can be expressed by Equation 5.4.3:

\[
\text{Size}_{\text{parametrised}} = \text{infoSize}
\]  

(5.4.3)
Figure 5.5: Visual representation of a parametrised state space with three independent actions and a selector mechanism. At the top level we have a selector mechanism which can query each of its child nodes to find out which one yields the best reward in a given state. The child nodes are not modelled explicitly in the state space. At runtime the selector examines the parameter values in order to find out how many actions are available for execution. Learning is then done in a single Q-table rather than a Q-table for each action.

5.4.4 Parametrised State Spaces vs. Hierarchical Decomposition

We observe that parametrising the state space allows us to efficiently solve an entirely new class of problems: namely problems where we only have to complete one of a collection of actions, where each choice has some degree of independence from the other choices. In addition, if each choice is largely similar to the other choices—only differing by whatever is given in the parameter values, a parametrised state space allows us to only store one Q-table instead of one Q-table per hierarchical node (subtask).

In hierarchical decomposition the state spaces of the different nodes in the hierarchy are not the same, and thus need separate Q-tables to represent their value functions. This is because the child nodes in hierarchical reinforcement learning are designed towards solving dissimilar tasks. If they were to solve similar tasks we would introduce redundant learning, and thus wasting a lot of resources. Hierarchical reinforcement learning, e.g. MAXQ, is a good solution when we need to solve a collection of dissimilar tasks. In addition, hierarchical reinforcement learning is not very well suited when we only need to complete one of several subtasks in order to terminate the parent task, since this would imply a much larger state space in the parent node.

It is hard to do an actual comparison between parametrised state spaces and hierarchi-
cal reinforcement learning since the two approaches solve two very different classes of problems, and both are good solutions to the problems they are designed for.

An added bonus is that a parametrised state space is completely independent of the number of subtasks. The flat and hierarchical approaches can only be applied if we can guarantee that there will never be more than $n$ subtasks, since we need to model all subtasks explicitly. Using a parametrised state space allows the number of independent similar subtasks to increase or decrease arbitrarily, since the state space is only concerned with the state of one of these subtasks. The selector mechanism queries the Q-table a number of times depending on the parameter values, i.e. once for each unique state we are able to produce from the parameter values, and finally it selects the action with the highest reward.

5.5 Experiment

In this section we describe how we apply a parametrised state space to some of the nodes in a hierarchy of tasks. First we describe a simple hierarchy of tasks constituting the overall task of attacking in Balanced Annihilation. Then we describe how we design the parametrised state space and show some additional benefits of using such a state space. We also provide a few test results run in Balanced Annihilation proving that it is possible to obtain a reasonable policy using parametrised state spaces.

5.5.1 Design of the Hierarchy

The task of attacking in Balanced Annihilation is very complex, and requires the state space to include much information in order for the agent to make qualified decisions about what to attack at any given time.

We decompose the various attack actions into a simple hierarchy to gain an overview of the overall task of attacking in Balanced Annihilation. The hierarchy is by no means complete—in a full hierarchy we would need, e.g. to include child nodes for Production, but it illustrates how parametrised state spaces can be applied to some of the nodes in an already existing hierarchy of reinforcement learning tasks.

At the top level we have four different basic types of targets for our attacks:

1. Enemy resource production buildings
2. Enemy units
3. Enemy Commander unit

4. Enemy unit production buildings

This means that we can choose to either attack the resource production of the enemy, or minimise the military presence of the enemy by attacking his army or his unit production. The reason for treating an attack on the Commander unit as a separate action is that if we kill the enemy Commander, we win the game, and thus this is our ultimate goal. The two nodes, Attack and Resources, which have children, are special selector nodes, meaning that they should terminate only one of their children, and not potentially several of them as in normal hierarchical reinforcement learning.

Figure 5.6 illustrates the hierarchy.

![Figure 5.6: The hierarchy of tasks which constitutes the overall task of attacking in Balanced Annihilation.](image)

A good place to apply a parametrised state space in this hierarchy would be the child nodes of the Resources nodes. Since these three nodes are concerned with learning the value of attacking a single specific building, or group of buildings, of similar types, they fit perfectly with the constraints of parametrised state spaces. The following section will describe how we design the state space for attacking resource buildings, which could also be used for production buildings.

### 5.5.2 State Space Design

The way that most players build their bases in an RTS game may be exploited when designing the state space. In a base the buildings are often built relatively close together, and occasionally when expanding their base, some players tend to forget about protecting their new resource buildings. Therefore, the variables in the state space should take into account if there are several instances of a specific resource building grouped
closely together, because often this will be the case. In addition we need to consider the threat at the different locations at which the enemy has constructed resource buildings in order to find any unprotected buildings.

**State Space Explosion**

Since we need to include information about threat on the map, this implies the use of our threat map, which is described in Appendix B. Including the entire threat map in the state space is infeasible since this would require $4^{64}$ states (64 threat map cells, each of which may be in one of four states). This means that we cannot have complete information about the threat distribution across the map, but we still need to know the threat level at an arbitrary number of locations on the map.

Including the entire threat map can be avoided when using a parametrised state space as we shall see in this section. Instead of modelling the location and threat of all resource buildings, it will suffice to only model these details of a single group, and let the state be parametrised by a resource building group. Now the state space is only concerned with one group of resource buildings even though in reality there will be many more groups of resource buildings, but we do not need to include this information in the state space.

Imagine that we have already decided on which group we want to attack, then we do not need to know the threat at various other locations on the map, which does not influence our attack. Parametrising the state space puts a filter on the game state so we only need to include the necessary information.

**State Space Representation**

We represent our parametrised state space as the following variables:

- $\text{SizeOfBuildingGroup}$
- $\text{DistanceToGroup}$
- $\text{ImaginaryInfluenceAtGroup}$
- $\text{SpeedOfMilitaryGroup}$
- $\text{InfluenceAtStartLocation}$

The first three variables depend on the parameter, i.e. the particular group of resource buildings currently under consideration. It is obvious that different parameter values will likely yield different states, and thus different values in the Q-table. The variable $\text{ImaginaryInfluenceAtGroup}$ is explained in Appendix B.4.
CHAPTER 5: PARAMETRISED STATE SPACES

Limiting the Number of State Variable Values

Parametrised state spaces may allow further optimisations to the learning process in terms of state space size. One of the main contributors to the state space size is the number of unique values each of the state variables in the state space may take. The different values of the state variables are used as basis for decision making, and thus we must be very careful when limiting the number of values, since we may accidentally remove information that is vital for the agent to perform optimally.

Parametrised state spaces may allow us to eliminate certain variable values as seen in the following example: our SizeOfBuildingGroup variable defined in the previous section represents the size of a given group of resource buildings. If the size is zero, it means that the group is empty, and we will not be able to attack it—thus, we can omit the value zero from this variable, and thereby saving state space size. We can assume in the state space design that a group of resource buildings will always exist—if no groups exist we will not have any parameters to pass to the state, thus it will never be evaluated and will simply be set to a nil-value. In this way we can avoid wasting room in our state space for states which do not allow our agent to take any actions. Using a different approach may have forced us to explicitly model the case where SizeOfBuildingGroup would be zero.

5.5.3 Test Design

Since an attack is treated as an atomic action where learning terminates immediately after the agent completes a single action, we cannot test convergence speed, nor policy optimality for parametrised state spaces, compared to other approaches, e.g. flat or hierarchical reinforcement learning. In fact, comparing parametrised state spaces with, e.g. flat reinforcement learning is not possible since the resulting state-action space would simply be too huge. In addition we would need to put some upper limit on the number of groups of resource buildings we would like to be able to handle, and thereby limiting the action-space size, since we need one action for each group. The size of the state space given in Section 5.5.2 is approximately 500, so it would explode to $500^n$ where $n$ is the maximum number of groups we would like our agent to be able to handle. If a given game state only has, e.g. 2 groups of resource buildings, and our state space represents up to 10 groups, this clearly shows that much of the state space will be wasted using a flat approach. In addition, the size of the state-action space will be $500^{10} \cdot 10$.

It would only be possible to directly compare the parametrised approach with either
a flat or a hierarchical approach, if we could be certain that we would always have at most \( n \) actions in our game world (and of course assuming that the resulting flat state space has a manageable size). Since this is not the case for our game world this type of comparison is not possible here.

Instead we choose to create a few scenarios where we have a single attack group, a number of enemy units, and some enemy resource buildings. We will then monitor the decision made by our agent so we can see if this decision could be regarded as optimal given the scenario. Before running these scenarios we trained our agent against another agent, which was already developed for Balanced Annihilation.

**Scenario 1**

![Figure 5.7: A scenario illustrating decision making of our reinforcement learning attack agent. The circles represent resource buildings, the star represents our attack group, and the shading in the tiles illustrate threat. Darker shading means more threat.](image)

In the first scenario we have three building groups of different sizes. The first thing we do, is to feed the locations of these buildings to a state selector mechanism. Given the configuration in Figure 5.7 our agent is able to generate three different states from the overall global state. Each of these three states corresponds to different state identifiers which can be looked up in the Q-table to find the best state (the one with the best Q-value). In this case the optimal decision may be to attack the group to the top left since it is located in an area with no threat, and so we can expect this action to have the best Q-value given our reward function. Attacking the other groups may result in our attack group taking damage, and thus we get a smaller reward from these actions.
Scenario 2

Figure 5.8: Another scenario illustrating decision making of our reinforcement learning attack agent. The circles represent resource buildings, the star represents our attack group. There is no threat in any of the cells containing resource buildings.

In the second scenario, shown in Figure 5.8, our agent is still able to generate three different states, but this time it is not the amount of threat that decides which group to attack. A part of the state space definition includes information about how far away a given group is, and the number of buildings in it. We can expect that in this scenario the optimal action would be to attack the group to the bottom left of our army, since this is a large, unprotected group in contrast to the smaller group to the right. The group at the top left corner will also be a good target for our attack group, but it is likely that it is not as feasible to attack as the bottom group. This is further explained in Section 5.6.2.

5.6 Results

The reward function used when attacking resource buildings gives reward according to the amount of damage our attack group took while carrying out the attack action. In addition reward is given for the amount of buildings that we succeeded in destroying—destroying more resource buildings yields a greater reward, up to a limit of three since the SizeOfBuildingGroup state variable is divided into these intervals \{1, 2, 3+\}, meaning that our state space does not distinguish between, e.g. three and four resource buildings in the group, so destroying either amount must yield the same reward. A poor reward is returned if our attack group took a lot of damage while carrying out the attack.
The exact reward calculation can be seen in Algorithm 1.

**Algorithm 1** Code for calculating reward for attacking resource buildings

```plaintext
unitsKilledCounter = GetUnitsKilled()
reward = (unitsKilledCounter/totalUnitsToKill)*100
reward *= (unitsKilledCounter/3)*unitDamageRatio
```

The `unitsKilledCounter` variable keeps track of the number of resource buildings we destroyed in the attack up to a maximum of three. The variable `totalUnitsToKill` keeps track of the total number of buildings in the group (also to a maximum of three), and `unitDamageRatio` is a variable with values ranging from zero to one indicating how much damage our group took. A value of one means that no units took damage, and a value of zero means that all our units were completely destroyed.

Given our constraint of only considering building group sizes of up to three, means that completely destroying a group of three buildings without taking any damage yields a reward of 100 (the maximum achievable reward).

### 5.6.1 Scenario 1

The three states that our agent is able to create from the scenario given in Figure 5.7 yield three different rewards. We will describe the three possible states in the following:

**Top Left Group:** Attacking this group yields a reward of approximately 33, which means that each time our agent encountered this state during learning it succeeded in destroying the building in the nearby group without any of its own units taking any damage.

**Top Right Group:** Attacking this group yields a reward of approximately 25 meaning that we can expect our units to take a lot of damage if we choose to go there. It is not clear how many of the buildings we may be able to destroy.

**Bottom Left Group:** Attacking this group yields a reward of approximately 11, meaning that this state is even worse. This is due to the smaller potential pay-off, i.e. the group of resource buildings is smaller than the top right group.

Our agent chooses to attack the unprotected building because it does not run the risk of encountering any enemy units, and so it can safely destroy that building.
5.6.2 Scenario 2

It is also possible to generate three unique states from scenario 2 Figure 5.8. The following is a description of the results of this experiment:

**Top Right Group:** Attacking this group yields a reward of approximately 33. This means that during learning, each time our agent encountered this state it succeeded in destroying the one building in the nearby group without any of its own units taking any damage.

**Top Left Group:** Attacking this group yields a reward of approximately 80 meaning that during learning we often succeeded in destroying the entire group of resource buildings, but we run the risk that our units may take damage while attacking. This is due to the greater distance they must travel to get to the location—they may run into enemy units along the way. Apparently this happened during learning, else we would get a reward of 100.

**Bottom Left Group:** Attacking this group yields a reward of 100, meaning that every time we encountered this state we succeeded in destroying all buildings in the group, without taking any damage.

This scenario illustrates that our agent learns that it may be more dangerous to launch an attack on a group of resource buildings which is far away compared to a nearby group. This, of course, is due to the fact that the environment is non-stationary, and so it may change at any given time, e.g. our attack group may run into a group of enemies during its travel to the resource buildings.

5.7 Conclusions and Discussions

We have investigated a novel approach to limiting the curse of dimensionality in state-action spaces when choosing one among an arbitrarily large collection of similar actions. We showed that our approach, parametrised state spaces, is able to produce a much smaller state space than what is possible with both a flat, and a hierarchical approach. When implementing a hierarchical solution with a selector mechanism at the top level we need to learn separate Q-tables for each of the similar subtasks. When implementing normal hierarchical decomposition for similar subtasks we only make the collective state space even bigger, because of the fact that the termination of a single subtask terminates the parent task.
The flat and hierarchical approaches are counter-intuitive to use for problems where we have to execute one of a collection of similar actions to complete the overall task—they introduce either redundant learning or much too large state spaces. This proves the need for an approach like parametrised state spaces. For our scenario, namely attacking resource buildings in RTS games, we further need to be able to support an arbitrary number of available actions each having their own distinct utility. This is possible if using a parametrised state space, and it adds some flexibility to our approach.

We showed how we can exploit the similarity of the tasks, in order to avoid including multiple similar Q-tables, and we also showed how this affects the size of the state space. Finally, we carried out a few experiments to test if the agent has learned a meaningful policy by setting up a few scenarios within Balanced Annihilation. We found that parametrising the state space allows us to find a good policy.

As possible future work we will need to investigate the possibilities for applying a parametrised state space to a multi-agent system. Possible solutions could be to include information about the other concurrent agents as a parameter to the state space, in order to avoid representing vast amounts of concurrency information directly in the state space when dealing with a very large multi-agent system.
Chapter 6

Epilogue

In this chapter we take a look at what was covered in this report, and what contribution it has made to the field of reinforcement learning. Especially the three central parts of the report are drawn in, and concluded upon in regards to each other.

Lastly, we consider future work. We describe what needs to be studied in order to be able to create a fully functioning opponent for a commercial class RTS game.

6.1 Conclusions and Discussions

This report covered many aspects of reinforcement learning in RTS games. In this section we give an overview of what was achieved in each area, and how these areas might be possible to combine.

We started out with applying reinforcement learning to a very simple scenario consisting of a single agent building a base. We showed that by using TRS with Q-learning it is possible to converge to an optimal policy even though the problem is in fact an SMDP problem. In addition, applying TRS to the Q-learning algorithm makes it converge much faster in comparison to SMDPQ, since the time penalty works as a heuristic. However, TRS has a number of constraints which must be respected, else it is not guaranteed that we converge to the same policy as SMDPQ.

Following the simple scenario of building a base with a single agent, we moved on to expand that to a multi-agent scenario. This required a rework of the state space, and inclusion of information about concurrent agents in this. We compared four approaches, each with a varying amount of concurrent information. The results showed that for concurrent identical agents, in most cases, the optimal concurrent information is to include the number of agents carrying out each action. Limiting the number of possible values for each state variable in the concurrent state space could be beneficial
if an optimal policy is not required, and in some cases including the time remaining for completion of each action could result in an even better policy.

We came up with a novel approach to representing scenarios where the agent has to choose between one of many similar actions. Our approach, called parametrised state spaces, allows us to represent a complex problem in a really compact way. We showed how our approach differs from a hierarchical approach, and also how the two paradigms can be combined by applying parameters to some of the nodes in a reinforcement learning hierarchy. Parametrised state spaces are especially effective when the number of similar actions is not known in advance, and can be possibly arbitrarily large. Such a task is impossible to represent in flat reinforcement learning due to the state space explosion. If we used hierarchical reinforcement learning, we would either introduce redundant learning, or make the state space explosion problem even worse. Thus parametrising the state space allows us to efficiently solve a new class of problems, namely problems where we have to select one of a large collection of similar and independent tasks, while still preserving a minimal state space.

Reinforcement learning might be considered overhead to use in some of the discussed scenarios. Even though convergence is possible, it requires so many trials that it is infeasible to use for online learning in most RTS scenarios. If it is necessary to do offline-learning before releasing the agent for a game, then scripting the agent could probably be easier if the scenario is not too complex. However, even when using offline reinforcement learning it is possible to cover many more game states than would be practically possible to cover with scripted policies. Optimally, using reinforcement learning, means that no considerations have to be made about any type of game strategy by the developer. As long as the state-action space and reward function is set up properly, any RTS scenario is possible to solve optimally. Though, in order to do this in most RTS games, some sort of opponent modelling would also be necessary to include.

We studied some of the important learning problems of an agent for an RTS game, and found efficient ways to apply reinforcement learning to several of these problems. While they were exemplified in RTS scenarios, the solutions can easily be generalised to a wider class of learning problems. Having time as an important factor when learning a policy, having multiple concurrent agents, and minimising the state space, are all relevant topics to almost any learning problem.
6.2 Future Work

We investigated several theoretical aspects of applying reinforcement learning to an RTS game, and complemented this with some practical examples and test scenarios. However, more work is needed to have a fully functioning opponent for Balanced Annihilation, and there are some theoretical aspects that should be further studied. This section will discuss some of the key elements which our agent lacks in order to be able to play Balanced Annihilation.

6.2.1 Building Units

We have not looked into the decision of when and which units to construct. This is an important task to consider if we were to make a complete RTS opponent, as the right unit composition can mean success or failure in battle. We would need some clever higher level decision process that would decide how to allocate resources between unit and building construction. Furthermore, we would need to decide on what units to build. This decision module needs to take into account the known enemy units, and then try to come up with a good counter measure for those.

6.2.2 Attacking

We looked into the problem of what to attack, and this is a very important part of the decision making in RTS games. But to make a complete RTS agent, we need to know when to attack, and also how we should control our units in battle, i.e. micromanagement of units. The agent should never attack unless it would improve its position in the game, so it is important to also find out when to attack. Furthermore, we need to make sure that the agent controls the units properly when in battle. This includes not sending the artillery in at the front line and other suboptimal strategies.

6.2.3 Defences

The best defence is a good offence, but sometimes the agent will be forced to rely on its defences. To be considered a complete RTS opponent, our agent should also be able to intelligently build and place defensive structures and place its army in well-protected positions. This however is not a trivial algorithm as the agent will have to consider paths on the map and the placement of the already existing defences.
6.2.4 Commander

The RTS agent needs to be able to control the commander as well as a varying number of workers simultaneously, and we currently do not have support for this. We would have to handle the commander as a special builder unit, as it builds faster than any other builder, and thereby uses more resources. We would also need to be able to determine when it would be beneficial to create another worker, as we start out with just the commander.

6.2.5 Multiple Agents with Parametrised State Spaces

The combination of concurrent agents and parametrised state spaces could yield interesting results. This would make it possible to implement scenarios where a collection of similar agents are cooperating to complete one of a collection of similar actions. Having multiple agents cooperate using a parametrised state space would make it possible to solve complex multi-agent SMDP problems with a drastically minimised state space, thereby allowing an improved convergence rate for such complex problems.
State Count Calculation

Regarding state space information for concurrent agents, we find that it does not make sense to keep track of specific agents, when all the agents in the scenario are identical. This means that we can reduce the state-space significantly, simply by looking at how many agents are carrying out each action, instead of keeping track of what action each agent is carrying out.

To calculate the number of states required to represent this information, we use Algorithm 2. This algorithm loops through each combination of agents assigned to actions, and discards the states that are unreachable or ignorable, thereby only counting the reachable states. The value returned from the algorithm is this total number of unique states. The algorithm is called with three arguments: \( a, i \) and \( n \). Where \( a \) is the the number of actions, \( i \) is the limit of the number of agents that can do a specific action that we keep track of, and \( n \) is the total number of agents.

The possible states found by the algorithm when called with the arguments \( n = 3, a = 2, i = \infty \), can be seen in A.1. The arguments mean that we have to keep track of 2 other agents, being able to do 2 actions, with no limit on the number of agents we want to track for each action. This results in 6 states, as the algorithm excludes states that are unreachable, e.g. where 2 actions are being carried out by 2 agents each (This state is unreachable as we only keep track of 2 agents and not 4).

If we are only interested in knowing what actions are being carried out, and not how many agents are carrying out each action, then we could change \( i \) to 2. This allows for two states to be used per action, and the found states would now be the ones shown in A.2. This results in less states than the previous approach, but we also have less information represented.
Algorithm 2 Pseudo-code for calculating number of states used by Approach 3 and 4 with identical agents, depending on $a$, $i$ and $n$

```
function calc−states(a, i, n)
    bool good = true;
    int count = 0;
    actions[a] = 0;
    while good do
        count++;
        good = inc(actions, 0, a, i, n);
    end while
    return count;
end function

function INC(actions, x, a, i, n)
    if x >= a then
        return false;
    end if
    actions[x]++;
    if actions[x] >= i or sumOfElements(actions) >= n then
        actions[x] = 0;
        return inc(actions, x + 1, a, i, n);
    end if
    return true;
end function
```

Table A.1: States found by calc-states(2,∞,3)

<table>
<thead>
<tr>
<th>#</th>
<th>action1</th>
<th>action2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>
**Table A.2:** States found by calc-states(2,2,3)

<table>
<thead>
<tr>
<th>#</th>
<th>action1</th>
<th>action2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### A.1 Approach 3 Calculation

In Approach 3 we do not differentiate the agents in the state-space, meaning that we only keep track of how many agents are executing each action and not what agents are executing what actions. This can be represented by a number of integers, one for each action. However the sum of these integers must not be larger than the number of agents that you are keeping track of, as these states would be unreachable. Algorithm 3 calculates the number of unique reachable states.

**Algorithm 3** Pseudo-code for calculating number of states used by Approach 3, depending on \( a \) and \( n \)

```plaintext
function f3(a, n)
    return calc-states(a, \( \infty \), n);
end function
```

Table [A.3] shows the result of running the algorithm with \( a \) and \( n \) ranging from 0 to 10. If you compare the table with Pascal's triangle you will see that the table just needs a minor offset adjustment to be identical to Pascal's triangle. This means that we can find a lot simpler way of calculating the total number of states, instead of the comprehensive algorithm, by using the formula for a cell in Pascal's triangle.
### Table A.3: Table of the returned state counts found using Algorithm 3 with $a$ and $n$ ranging from 0 to 10

<table>
<thead>
<tr>
<th>$a \backslash n$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>10</td>
<td>15</td>
<td>21</td>
<td>28</td>
<td>36</td>
<td>45</td>
<td>55</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>10</td>
<td>20</td>
<td>35</td>
<td>56</td>
<td>84</td>
<td>120</td>
<td>165</td>
<td>220</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>15</td>
<td>35</td>
<td>70</td>
<td>126</td>
<td>210</td>
<td>330</td>
<td>495</td>
<td>715</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>21</td>
<td>56</td>
<td>126</td>
<td>252</td>
<td>462</td>
<td>792</td>
<td>1287</td>
<td>2002</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>28</td>
<td>84</td>
<td>210</td>
<td>462</td>
<td>924</td>
<td>1716</td>
<td>3003</td>
<td>5005</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>36</td>
<td>120</td>
<td>330</td>
<td>792</td>
<td>1716</td>
<td>3432</td>
<td>6435</td>
<td>11440</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>45</td>
<td>165</td>
<td>495</td>
<td>1287</td>
<td>3003</td>
<td>6435</td>
<td>12870</td>
<td>24310</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>55</td>
<td>220</td>
<td>715</td>
<td>2002</td>
<td>5005</td>
<td>11440</td>
<td>24310</td>
<td>48620</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>66</td>
<td>286</td>
<td>1001</td>
<td>3003</td>
<td>8008</td>
<td>19448</td>
<td>43758</td>
<td>92378</td>
</tr>
</tbody>
</table>

Table A.3: Table of the returned state counts found using Algorithm 3 with $a$ and $n$ ranging from 0 to 10
The threat map, is very important when we need to determine which areas on the battlefield are safe, and which are not. The threat map is layered on top of the real map, and divides it into a discrete set of cells. Each cell represents the threat that our agent, and the enemy agent, is able to inflict in that cell.

B.1 Defining Threat

The first question that pops up when designing a threat map is how to define “threat”. In our case we define it as how threatening we are compared to the opponent at a given area on the map. The amount of damage depends on the type of enemy units in the cell, i.e. some units are more powerful against some units than against other units, and some units are not able to hit each other at all.

To simplify the interface to the threat map, we define four results that a query for threat in a given cell may return:

1. No enemy threat
2. Inferior
3. Equal
4. Superior

The first case illustrates the situation where the opponent is not able to inflict any damage to our units in a specific cell. All other results should be self-explanatory except in the case where both sides are able to inflict damage to each other in a given cell. We define that a side can only be considered superior or inferior if there is at least a 25 %
difference in the amount of damage the two sides are able to inflict. In addition, the amount of damage itself must exceed a lower threshold. In all other cases, the threat in the cell is considered equal between the two sides.

### B.2 Applying Threat

Special care needs to be taken when both applying and retrieving threat values in the threat map. E.g. when inserting a unit in a threat map it would be a poor solution to simply add threat to the single cell that corresponds to the position of the unit. Instead, we choose to add threat to some of the neighbouring cells as well. The neighbours to which we should also add threat are determined by the range of the weapons which the unit carries. If the range of a given weapon allows the unit to shoot as far as the centre position of a neighbouring cell, threat is added to that cell as illustrated in Figure B.1.

![Figure B.1: Illustration of how we apply threat to cells. The black squares illustrate centres of threat cells. The black dot is the position of a friendly unit, and the circle is the range of one of its weapons. The blank squares are threat cells.](image)

In this case threat is added to the two cells which have their centres contained within the circle.

### B.3 Retrieving Threat

When retrieving a threat value for a given cell in the threat map it would give a very distorted image of the real situation if we simply returned the single value for the given cell. Instead we take an average over the given cell and all of its immediate neighbours so that the threat is divided across more cells, allowing our agent to take a safer path.
around a group of really superior units.

Figure B.2 is an example of a threatmap where threat is retrieved as a single large value stored in a single cell.

Using such a threatmap would indicate that it is completely safe to move units next to the area with high threat (where we are inferior). However, if those enemy units generating the high amount of threat moved just a short distance, we would suddenly discover that our own units are in a really unsafe place, but at this point it may be too late (our units may get killed quickly). This threatmap does not take into account the fact that it is dangerous to have weaker units stand close to superior enemy units.

Figure B.3 is an example of a threatmap where the threat is retrieved as an average of at most 9 different threat cells (the cell itself, and all its immediate neighbours).

Using such a threatmap allows our agent to recognise a potentially dangerous situation before it moves any units near a given location. This means that we can use the threatmap to perform, e.g. advanced pathfinding where we find a safe path to travel by walking in a safe distance around dangerous positions on the map. Finding a safe path would be much more difficult with the threatmap illustrated in Figure B.2.

### B.4 What-if Analysis

An important functionality of the threatmap is that it should support some degree of what-if analysis, i.e. we should be able to answer questions such as: “if we moved group X to this new location how would this change our threatmap?”. This would
Figure B.3: Threatmap with averaged threat calculation. The shaded areas illustrate threat. The blank squares illustrate cells with no threat. The black dot illustrates the position of a friendly unit.

allow us to detect if moving a group of units would result in our base being vulnerable to enemy attacks, and it can also be used to calculate a safe path through the map, where we avoid confronting any superior enemy units.
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The CD contains the following items:

- **Report**
  An electronic copy of the report.

- **brAIn**
  The source code of the reinforcement learning framework developed for Spring: Balanced Annihilation throughout this project.

- **RL-Learner**
  The simulator used for the experiments done on the base-building scenarios. Reinforcement learning configuration is done by giving arguments to the executable, the proper arguments can be seen by giving the “–help”-argument. The output of the RL-Learner can both be used for plotting graphs and be handed to the Policy illustrator. The source code is compatible with both gcc and Visual Studio.

- **Q-Reader**
  A C# visual viewer for the files containing the Q-tables, generated by both brAIn and RL-Learner. Includes both the C# source code, and the .NET windows executable.

- **Policy Illustrator**
  The JavaScript/HTML script that is used to illustrate a multi-agent base-building policy in a table overview.

- **Utilities**
  A collection of different utilities created to improve the workflow of experimenting with Reinforcement Learning—including the Maple and MatLab worksheets.
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for generating the graphs.

• Data
  The data files used to plot the graphs included in the report.