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0.1 Nomenclature

Q Capacity
Qmeasured Measured Capacity
QBOL Measured Capacity at Beginning of Life
R Resistance
Rmeasured Measured Resistance
RBOL Measured Resistance at Beginning of Life
SOHQ State of Health in terms of Capacity
SOHR State of Health in terms of Resistance
SOHEV State of Health in terms of Electric Vehicles
C Capacity
I Current
V Voltage
SOC0 Initial State of Charge
Ri Internal Resistance
Rohmic Ohmic Resistance
Rct Charge Transfer Resistance
Rdiffpol Diffusion Polarization Resistance
PPCc Charge Pulse Power Capability
PPCd Discharge Pulse Power Capability
Vmax maximum Voltage
Vmin minimum Voltage
C20s Capacitance associated with charge transfer resistance
tau time constant tau
L Inductance
XL Inductive Reactance
XC Capacitive Reactance
Z Impedance
omega Angular frequency
RealZ Real part of complex impedance
ImagZ Imaginary part of complex impedance
fmax maximum frequency
fmin minimum frequency
fc Clock frequency
Tprbs Time period of PRBS
Ls Series Inductance of ac impedance parameters
Rs Ohmic Resistance of ac impedance parameters
R1 Resistance due to solid electrolyte interface of ac impedance parameters
C1 Capacitance associated with solid electrolyte resistance of ac impedance parameters
R2 Resistance due to charge transfer of ac impedance parameters
C2 Capacitance associated with charge transfer resistance of ac impedance parameters
R3 Resistance due to diffusion polarization of ac impedance parameters
C3 Capacitance associated with diffusion polarization of ac impedance parameters
Cfade Capacity fade
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0.2 Acronyms and Abbreviations

EV Electric Vehicle
ESS Energy Storage Systems
PHEV Plug-in Hybrid Electric Vehicle
UPS Uninterrutable Power Supply
Li-ion Lithium Ion
NiMH Nickel metal Hybrid
BOL Beginning of Life
EOL End of Life
SOC State of Charge
DOD Depth of Discharge
SOH State of Health
RUL Remaining Useful Lifetime
EIS Electrochemical Impedance Spectroscopy
Ah Ampere per hour
ICE Internal Combustion Engine
OCV Open Circuit Voltage
LFP Lithium Ion Phosphate
PPC Pulse Power Capability
DC Direct Current
AC Alternating Current
EEC Electrical Equivalent Circuit
PRBS Pseudo Random Binary Sequence
LFSR Linear Feedback Shift Register
FFT Fast Fourier Transform
RPT Reference Performance Test
NMC Nikel Manganese Cobalt
CC-CV Constant Current - Constant Voltage
NRMSE Normalized Root Mean Square Error
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1 | Introduction

Batteries are one of the most promising technologies nowadays as they are found in all portable
electronic devices, in both electric vehicles (EV) and plugin hybrid electric vehicles (PHEV),
but also in energy storage systems (ESS), and uninterruptable power supplies (UPS). One of the
main reasons that motivate the research and development is the challenge of energy transition
from fossil fuels to renewable and sustainable energy. Specifically, the Paris Agreement targets
about reducing gas emissions that cause global warming [17], have provoked innovative changes
in most of the energy consuming fields. The automotive industry and generally the utilization of
electrical transportation in all means, is a key parameter to the goal of eliminating environmental
pollution. Consequently, most of the developed countries in Europe, have made new policies and
regulations to facilitate the concept of energy transition. For instance, in Norway gas combustion
vehicles will be banned by the year of 2025, while in Germany and Great Britain the same policy
will be applied by 2030 and 2040 [18]. This has led automotive manufacturers to align their
future production lines accordingly where Tesla Motors was dominating so far, however, the
Swedish Volvo automaker announced to include an electric motor in all models by 2019, meaning
that their automotive production will be solely focused on EVs and PHEVs [19]. Both EVs
and PHEVs, have a revolutionary construction compared to conventional automobiles. This is
due to the powerful battery packs employed, that are either at the entire area capable of high
performance demands and autonomy, or in a specific area of the vehicle that provides alternative
switching to electrical power source along with the combustion engine as illustrated in Figure
1.1

Figure 1.1: (Left) Volvo XC90 plugin hybrid PHEV with battery pack located in the centre of
the vehicle. (Right) Tesla model S full EV with battery pack located at entire area of the bottom
vehicle [1]
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1.1 Background information: Lithium-ion Battery Packs and
Basic Characteristics

Batteries and the cells they contain are distinguished between primary and secondary. What
makes them different is that the primary are not rechargeable, while the secondary cells have the
advantage of being recharged. From secondary batteries, lithium-ion (Li-ion) cells, are gaining the
most attention in the automotive industry because of the many advantages over other chemistries,
such as the high operating voltage as shown in Figure 1.2 2 and the high energy density as shown
in Figure 1.3.

Figure 1.2: Secondary batteries voltage profile [2]

The energy density is distinguished between gravimetric and volumetric depending on the mea-
surement that is taken with respect to the weight or size. Lithium ion batteries have high cell
potential and along with the low weight of lithium metal, result in high energy and power output
per unit of mass. Hence, the gravimetric energy of lithium ion batteries is remarkably higher in
comparison to most secondary batteries for energy storage applications [20]. Finally, this sim-
ply means that the energy stored in the same physical battery size is much greater than other
chemistries.

With several advantages over the most options, lithium ion batteries are nowadays preferred
in most of the applications. They are available in diverse shapes and chemistries for which
comparisons have been done in previous work [4] to specify the suitability in most applications
as shown in Figure1.4
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Figure 1.3: Comparison of batteries in both gravimetric and volumetric energy density [3]

Figure 1.4: Comparison of different Li-ion chemistries based on applications use[4]

Along with Lithium-ion, Lead acid, Sodium sulphur, and Nickel metal (NiMH) are some of the
most popular chemistries among the several possible battery technologies that exist nowadays
[21].

1.1.1 Ageing Definitions: Lifetime, Calendar Ageing and Cycle Ageing

The lifetime of a battery depends on several electrochemical and physical mechanisms that
degrade with the usage and with the simple storage when no load is connected (open-circuit).
The degradation, has a direct impact to the electrical performance and is caused in terms of
increasing impedance, capacity fade and loss of power capability [22]. When these performance
parameters reach a limit compared to the beginning of life (BOL) the battery can no longer be
exploited, and this condition is referred to as the end of life (EOL). Calendar aging, is referred
to the time when a battery is kept in idle state -no load connected, as in storage-. It is very
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important here to have knowledge of two conditions when the battery is kept “on shelf”. These
are the state-of-charge (SOC) of the battery, and the temperature. In this case, the battery is
not connected to any load, thus no operation is taking place and the only discharge possible
might be by inevitable self-discharge. In cycle aging, the battery is assumed to be in operation
mode, delivering or absorbing charge. Here, more parameter dependencies are present from the
moment that a load or loads of current is applied. Additional to the calendar aging parameters,
is the depth of discharge (DOD) but also the C-rate of the load current which is defined as the
ratio between the load current (drawn or supplied) by the nominal capacity. Figure 1.5 shows
how the number of cycles decrease with the increasing of DOD, while in TABLE 2 the considered
parameters of each case are listed.

Figure 1.5: A Hypothetical battery lifetime curve that depicts the DOD effect vs number of
cycles to EOL taken from [5]

Calendar life conditions Cycle life conditions
1. State of Charge (SOC) 1. State of Charge (SOC)
2. Temperature 2. Temperature

- 3. Load Current
- 4. Depth of Cycle

Table 1.1: Parameters that are considered in each case of calendar and cycle life
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1.2 Problem Statement

The vast improvements of electric mobility, require a solid infrastructure of charging stations
and maintenance repairers with appropriate diagnostic tools that would meet the upcoming
challenges. EVs, depend on the battery, in a manner that the entire operating system, from
accelerating to braking and all the involved facilities rely on the battery capabilities. The elec-
trochemical and physical degradation of batteries’ interior and exterior, have a direct impact on
the electrical performance in terms of increasing impedance, rising temperature, capacity fade
and loss of power capability. This effect of degradation is finalized when a battery has reached
the EOL. Thus, by monitoring the state-of-health (SOH), drivers of EVs and PHEVs would be
able to predict the remaining useful lifetime (RUL). Although measurement techniques exist,
these methods are limited to lab conditions and are not applicable without disassembling the
battery pack from an EV or PHEV. Still there is no tool that would provide information about
the SOH regarding the current battery performance during a typical maintenance inspection.

1.3 Main Objectives

The objective of this master thesis is to investigate the state-of-the-art methods that are used
for battery diagnostics of impedance increase and present the special features that each method
offers. The results obtained from each method will be demonstrated from an experimental
point of view, and finally a new method based on pseudorandom binary sequence signals will be
demonstrated in simulation manner in order to verify the simulation feasibility of being used as
an alternative for EIS. In order to reach this aim, the following steps were taken:

- In-depth study of literature regarding definitions, state of art diagnostic methods and
measurement techniques

- Investigation of state-of-the-art measurement principles and practically apply on tested cell
in the battery lab of the university.

- Apply two investigated state-of-the-art measurement techniques on the raw data obtained
from a tested cell , in order to measure the status of performance parameters.

- Derive an impedance model that would replicate the actual impedance behaviour obtained
from the applied measurements with the least error.

- Analysis of the obtained parameters and their trends of evolution through calendar aging,
at 20% 50% and 80% SOC.

- Achieve simulation feasibility of a modified method that would measure multiple targeted
frequencies at once, applied on the previous derived impedance model

- Examine the results of the two applied methods and evaluate the simulation results of the
simulated method

- Present the most affected SOC level, frequency range, and calendar condition in which the
most degradation occurred.
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1.4 Assumptions and Limitations

- This master thesis studies and experiments are done based on a single battery cell and not
on a pack size level.

- The ageing effect is studied with regards to calendar ageing without considering cycle
ageing.

- Due to time limitation, the demonstration of calendar ageing is performed in lab condi-
tions and in accelerated manner. This is achieved by keeping the cell in constant high
temperature of 40 ◦C through each monthly storage time

- This study is done from electrical point of view, focusing on the diagnosis of electrochemical
parameters represented by electrical components.

- The modelling process is limited to an impedance model without investigating the mod-
elling of other perspectives.

- Capacity and state of charge computations are limited to Coulomb and Ampere hour
counting methods. Other methods are mentioned but not investigated.

- A Lithium ion battery cell of the chemistry Nikel Manganese Cobalt/Graphite (NMC) is
used as representation of secondary (rechargeable) battery. Other chemistries are not part
of the project scope as the aim is to validate a diagnostic tool and not to find the most
suitable Li-ion chemistry.

1.5 Project Outline

This project is divided in 7 chapters which are briefly described below:

In Chapter 2, The basic definitions of parameters related to the performance of batteries are
introduced, by presenting the fundamental expressions and illustrations of the dependencies that
influence the performance of each parameter.

In Chapter 3, The state-of-the-art methods that are commonly used in the literature regarding
li-ion battery diagnostics are presented and the measurement techniques are introduced.At the
last part of this chapter an introduction to the design of a random signal is presented that can
be used as an excitation signal for purpose similar to the other presented techniques.

In Chapter 4, The implementation of diagnostic methods is performed on a tested cell, and the
results are analysed in order to demonstrate the information that each technique can offer.

In Chapter 5, the simulation of pseudorandom binary sequence (PRBS) is shown on an impedance
model in order to validate the feasibility of usage as an alternative diagnostic tool.

In Chapter 6,Conclusions of the results by the three methods are discussed.

In Chapter 7, the potential of future work based on the simulation results obtained by the
pseudorandom binary sequence signals is discussed.
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Theory
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2 | Battery States and Parameters

2.1 State of Health

The state of health (SOH), is the measurement of a battery’s condition compared to the BOL.
The battery’s SOH is the current information regarding the degradation in terms of lifetime,
capacity fade, increase of internal resistance or even in power capability. The following Figure
2.1, presents the corresponding meaning of SOH along with EV applications where the EOL is
defined when the remaining capacity has reached the 80% of the BOL capacity [23], and where
in terms of internal resistance, the Ri has been doubled compared to BOL [5].

Figure 2.1: Parallel illustration of various terms that SOH is expressed through.
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The SOH is expressed through equations from equation 2.1 to equation 2.2 however the SOH for
EV applications is modified to equation 2.3 based on [24].

SOHQ =
Qmeasured
QBOL

× 100 (2.1)

Or : SOHR = (2− Rmeasured
RBOL

)× 100 (2.2)

And for EV s : SOHEV =

(
Qmeasured
QBOL

− 0.8

0.2

)
× 100 (2.3)

2.2 Capacity

The battery capacity is defined as the maximum amount of charge that a battery can deliver
or absorb, and is measured in Amperes per hour (Ah) or Watts per hour when mentioned as
specific energy. Along with the lifetime of the battery and the operating conditions, the nominal
capacity will be decreasing accordingly. A commonly used method and considered the simplest
for estimating the capacity is the Coulomb counting [6], which is based on the integration of
current that flows in and out of a battery during a full charge or discharge. However, many
approaches and measurement techniques are found in the recent literature for estimating the
battery’s capacity and the dependencies on operating conditions [25]. Figure 2.2 and Figure
2.3 show the dependency of capacity on temperature and load current. The actual capacity is
estimated through the following expression in equation 2.4.

C = Q(Ah) =

∫
I(t)dt (2.4)

Figure 2.2: Battery voltage and capacity for various c-rates [6]
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Figure 2.3: Capacity after temperature effect taken from [7]

2.3 State of Charge (SOC)

By having the knowledge of a battery’s capacity, it is possible to define a fully charged state for the
battery. Based on this value, the state of charge (SOC) is estimated as shown in equation 2.5 from
which the result is basically the available or releasable capacity left. The SOC is very important
for the automotive industry of EVs and HEVs since it is the analogy of a usual fuel gauge in
conventional internal combustion engine (ICE) vehicles. For estimating the SOC, the Amp-hour
counting method, is the most commonly used technique.This is because of certain advantages
such as the low cost of measurement equipment, the low computational power needed, and
the possibility to combine with other techniques [26]. According to this study, many possibilities
involving models, observers, or other static characteristics of the battery exist in order to estimate
the SOC. The Amp-hour counting method, however, is the most common as it simply employs
the following equation:

SOC = SOC0 − 100 ·
∫ t
0 I(t)dt

C
(2.5)

Where:

- SOC0 is the initial state of charge of the battery [%]

- I is the current flowing through the battery, positive if discharging [A]

- C is the capacity of the battery [Ah]

2.4 Open Circuit Voltage(OCV)

The OCV is defined as the voltage across the electrodes of the battery in a no-load condition
(i.e. when no current is flowing through the cell), and is an important parameter for the accurate
estimation of a battery’s power capability as presented later in this chapter. The OCV depends
on the thickness of the electrolyte [27], the temperature [28], the operation history of the battery,
the SoC [8], but also on whether the battery is charging or discharging as shown in Figure 2.4
(Right). In Figure 2.4 (Left) as presented in [9], the 100% SoC of a Lithium Iron Phosphate
tested battery, corresponds to the upper voltage threshold 3.6V while the 0% to the lower voltage
limit 2.0V. Based on this relationship as demonstrated in [26] the OCV can be used as input to
SoC estimation techniques that are based on relaxation time after current interruption.
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Figure 2.4: (Left) OCV-SoC curve of a LFP cell from 0% SOC(2.0V) to 100% SOC (3.6V) [8]
(Right) OCV measured during charge and discharge for LFP [9]

2.5 Internal Resistance(IR)

The resistance of any electrical system is perhaps the parameter that determines mostly the
flow of current, the power dissipation, and the same rule implies for electrochemical batteries
regarding charging and discharging processes. Internal resistance though, is the actual definition
of a battery’s resistance and is the summary of different effects that take place in each cell.
Specifically, these are electron conductivities, charge transfer effects, and diffusion polarization
processes [29], which all together define internal resistance as expressed in equation 2.6

Ri = Rohmic +Rct +Rdiff_pol (2.6)

The internal resistance shows many dependencies some of which rely on the SOC, the C-rate,
the temperature and the SOH [30]. In Figure 2.5 from [10] and [11], the influences of different
SoC levels and temperature variations applied on a LFP battery are shown.

Figure 2.5: (Left) Internal resistance change with temperature for LFP battery [10] (Right)
Charge and discharge internal resistance are different from each other along with OCV and SoC
[11]
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2.6 Pulse Power Capability(PPC)

The performance behaviour of any application that employs Li-ion batteries, depends on the
pulse power capability of the battery that is used as its main power supply according to [31]
and is expressed in 2.7 and 2.8. For example, in EV applications, the parameter that determines
the acceleration, is the power capability of the battery which follows the same principle as
capacity, since it decreases along with the battery’s ageing but not proportionally due to different
dependecies. Both in terms of calendar and cycle aging, the more internal resistance increases,
the more power capability decreases. However, by having a closer look to the equations one
can easily realize that when estimating power capability, the OCV is also involved according to
[12]. This directly means that the pulse power capability will not decrease linearly with internal
resistance decrease because the OCV involved follows an inverse trend. In Figure 2.5 (Right)
from [11] this inverse relationship can be clearly noticed.

PPCc =
Vmax −OCV

Ri
× Vmax (2.7)

PPCd =
OCV − Vmin

Ri
× Vmin (2.8)

Where Ri the internal resistance and Vmin and Vmax are the lowest and highest voltage responds
at the end of each pulse as shown in Figure 2.6

Figure 2.6: Illustration of the OCV measurement,and considered Vmin and Vmax during a dis-
charge an charge pulse.
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3 | State of the Art Measurement Tech-
niques for Internal Resistance and
AC Impedance

3.1 DC Current Pulses

Dc current pulses are widely used for determining internal resistance also referred to as dc
impedance or direct current resistance DCR in the literature. With repetitive current pulses at
any SOC level, the internal resistance and the pulse power capability that Li-ion batteries exhibit
are determined under various operating conditions. Different ways of exploiting this technique
are described in [32]. Nevertheless, the most common method that is also employed in this master
thesis, is the current injection method. Charge and discharge current pulses are applied on a
tested cell and the internal resistance is determined by measuring the voltage response during the
applied current pulse. By dividing the voltage response to instantaneous and transient regions
the internal resistance can be determined from the differential voltage measurements. In Figure
3.1 an exemplification of this description is illustrated with battery current and voltage during
a discharge current pulse.

Figure 3.1: Representation of a discharge current pulse applied to a battery with the voltage
drop response below
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According to [30], in power applications a current pulse of just a few milliseconds would be enough
to determine the corresponding ohmic resistance that limits the power capability. However, in
EV applications, the current pulse should last between 10 - 20 seconds, as this is the time
the delivered power would enable the desired acceleration demanded by the driver. The two
resistances determined for each case are found through the following equations 3.1 and 3.2.

Rohmic =
∆V0
∆I

=
| V0 − V1 |
| I |

(3.1)

R20s =
∆V1
∆I

=
| V1 − V2 |
| I |

(3.2)

It is worth to mention here, that the time constant involved from V1 to V2, as usually seen in
electrical engineering, is characterized by a parallel RC circuit as shown in Figure 3.2 and this
procedure is useful when parameterizing performance models as seen in [33]. The capacitance
responsible for the time constant is determined in [34] by equation 3.3. However, performance
modelling is out of the scope of this project, as here the main purpose is to extract the parameters
of Rohmic, R20s, and Cp, in order to perform diagnostics through calendar ageing (SOH) and SOC
and to evaluate pulse power capability.

Figure 3.2: A typical RC circuit used to represent the transient voltage response

Cp =
τ

R20s
(3.3)

Where, τ = − t

ln(
V2
V1

)
, R20 the resistance and t is the time from V1 to V2.

As presented in Section 2.5, the internal resistance depends on the SoC, the temperature, and
the C-rate (load current). Thus, these conditions should be specified during the application of
this method. In Figure 3.3 the dependence on the load current is presented with the voltage
drop that varies accordingly, as investigated in [12]. While in Figure 3.4 the dependency on the
pulse duration, the SOC and temperature is shown from dc impedance measurements that where
analysed in [13].
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Figure 3.3: At 30% SOC: (Left) dc current pulses applied at different C-rates (Right) the voltage
respond to both discharge and charge pulses applied [12]

Figure 3.4: (Left) The increase of impedance along with pulse duration and SoC (1) 100% (2) 75%
(3) 50% (4) 25%, and (Right) at different temperatures (1) 20 ◦C (2) 0 ◦C (3) −20 ◦C (4)−30 ◦C
[13]
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3.2 Electrochemical Impedance Spectroscopy (EIS)

The Electrochemical Impedance Spectroscopy, is a commonly used method to determine the AC
impedance of batteries. This method enables the measurement of the reactive components that
ac impedance involves such as the inductive and capacitive behaviours that batteries exhibit and
that are frequency dependant as seen in equation 3.4 and equation 3.5.

XL = jωL (3.4)

XC =
1

jωC
(3.5)

According to [35] the measurement principle is to apply sinusoidal excitation signals of small
amplitude and of different frequency, to a tested cell. The response to this repetitive input
signal, is limited by the ac impedance that the battery exhibits and a different time phase shift
is encountered each time the signal is applied. A time phase shift is illustrated in Figure3.5 (Left)
where voltage is assumed to be the response limited by impedance to an input sinusoidal current.
Impedance Z as a complex number is better represented in the Nyquist plane as illustrated in
Figure 3.5 (Right), where the y-axis facilitates the frequency dependant reactance.

Figure 3.5: (Left) The time phase shift due to impedance measured between the voltage response
and the sinusoidal excitation current input. (Right) The representation of complex impedance
consisted of the impedance magnitude and phase shift in degrees

It is worth to mention here, that when voltage is the measured response, the measurement is
referred to as galvanostatic mode and when current is the measured response it is the potentio-
static mode [14]. In galvanostatic mode the input and output signals are presented in equation
3.6 and equation 3.7 while the transfer function of impedance is expressed in equation 3.8.

Input : ∆I = Imax · sin(2πft) (3.6)

Output : ∆V = V max · sin(2πft+ θ) (3.7)
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Z(jω) =
Y (jω)

U(jω)
=
Output∆V

Input∆I
(3.8)

The polar and exponential forms in which impedance is also expressed through the literature are
shown in equation 3.9 and equation 3.10.

Z =
| V |
| I |

6 θV − θI (3.9)

Z =
| V |
| I |

ej(θV−θI) (3.10)

Where, |V ||I| =| Z |=
√
Re(Z)2 + lm(Z)2, and (θV − θI) = θ = tan−1

(
lm(Z)
Re(Z)

)
The impedance characteristic which is also referred to as impedance spectra in the literature, is
illustrated in Figure 3.6 (left), and is usually presented through the Nyquist plane, starting with
the minimum frequency on the right. One of the main advantages of EIS, is that the impedance
curve allows the interpretation of a battery’s behaviour at various frequencies with the use of
the resistive and reactive impedance parameters [14]. Moreover, a state-of- the-art electrical
equivalent circuit (EEC) shown also in Figure 3.6(right) is commonly used to model and fit
the curve, as each EEC element is associated with a corresponding region. This procedure is
presented analytically in the next chapter where the EIS is applied.

Figure 3.6: Typical Impedance spectrum and an EEC impedance model for utilizing the ex-
tracted impedance parameters: inductive parameter from the maximum frequency, Rs from the
intersection with Real(Z) axis, R1 from distance of Rs till local min, C1 from local max, and C2
from minimum frequency [14]

From this process each impedance parameter can be extracted and evaluated according to the
obtained values at different internal and external conditions as SOC, age, and various tempera-
tures. In Figure 3.7 from [15] the lowest temperatures show to exhibit higher impedance at lower
frequencies, while in Figure 3.8 the dependency on ageing is shown by the investigation done in
[5].
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Figure 3.7: Change of impedance spectra from a LTO battery at various temperature conditions
and stable 50% SOC [15]

Figure 3.8: The ageing effect on the total impedance spectra of an LFP cell after accelerated
lifetime test in [5]
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3.3 Pseudo Random Binary Sequence (PRBS)

In this section, an introduction to the fundamental concept of pseudorandom binary sequence
signals (PRBS) is presented, which is a type of square wave but of random sequence. PRBS
is used in many fields such as in telecommunication engineering, identification procedures of
photovoltaic systems [36], battery parameter identification on which SOH estimations would be
possible [37], and impedance measurements for the purpose of battery diagnostics in [16] as seen
in Figure 3.9. The main advantage of PRBS compared to the EIS according to [37], is that
the application of this method can be performed online and does not require the battery to be
disconnected from the load.

Figure 3.9: PRBS application on a battery used to obtain impedance measurements [16]

The PRBS generator is designed by linear feedback shift registers (LSFR) and a logic operator
XOR as seen in Figure3.10 where a 12-bit PRBS is presented as an example. Also, a part of the
generated signal that exhibits the random sequence described above, is shown in Figure3.11.

Figure 3.10: Illustration of a 12-bit PRBS
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Figure 3.11: Part of the generated 12-bit PRBS signal

The main factors that determine the design of PRBS signals when a targeted frequency range
(fmin to fmin) is known, are listed below.

- The number of needed LSFRs which determine the number of bits

- The length N of the PRBS signal

- The clock frequency fc which is the shifting frequency for the LSFRs

- The bandwidth frequency fB which is the final maximum frequency that corresponds to
−3dB gain of the power spectral density

The length N of a PRBS signal is the number of states (0,1) it contains during a period and is
determined by the number of bits n as shown in equation3.11

N = 2n − 1 (3.11)

However, when the number of bits is not known, the clock frequency is found through equation
3.12, and then the number of bits can be later found through equation 3.13. according to [38].

fmax =
fc
3

(3.12)

fmin =
fc
N

(3.13)

According to [38], when the design of the PRBS is completed, the Fast Fourier Transformation
(FFT) is the mathematical tool requirred for the decomposition of the signal and the fmin
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is the fundamental frequency based on which the FFT is performed. From this process, the
useable frequency range is depicted through the power spectral density at −3dB as shown in
Figure3.12, and the maximum useable frequency is determined. This limit (3-dB) is claimed to
be a rule of thumb in the literature and the methodology of obtaining the power spectral density.
The procedure is presented analytically in [38]. After these computations the final information
contained in the PRBS signal is:

fmin : fprbs : fmax

Where fprbs is the frequency step of time period:

Tprbs =
1

fmin
(3.14)

Figure 3.12: FFT of a 12-bit PRBS with the useable frequency range indicated

The impedance determination with the use of PRBS is investigated thoroughly in [37], and here
in this project the simulation feasibility is demonstrated in Chapter 5
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Part II

Implementation
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4 | Reference Performance Tests (RPT)

In this chapter, an overview of the reference performance tests (RPT) that were conducted
every month to measure the calendar ageing is presented. A Nickel Manganese Cobalt/Graphite
(NMC) cell of 28Ah capacity was used, which is used also in EV applications and is shown in
Figure 4.2 . As calendar ageing from BOL to EOL takes long time in real-life conditions, the
degradation was achieved by accelerated ageing which is keeping the battery in storage under
severe conditions such as constant high temperature. Specifically, in this project the cell was kept
in a climate chamber during each month under 40°C which is considered high enough compared
to usual operating temperature. Furthermore, the calendar ageing was performed by keeping the
cell constantly at 90% SOC. In Figure 4.1 the monthly schedule of the RPT is shown with the
order that every step was taken.

Figure 4.1: Schedule of reference performance tests

Figure 4.2: The tested NMC/graphite lithium ion pouch cell by Leclanche
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Figure 4.3: The power supply and climate chamber used for the experiments

Figure 4.4: The sensors and power supply cables

4.1 Capacity Check

In this project, the capacity measurement was obtained after two cycles of charging and discharg-
ing the battery through the conventional method of CC-CV (constant current-constant voltage),
and by taking into consideration the second amount of totally discharged capacity. During this
process, since the capacity is unknown, the actions of full cycles were performed based on the
maximum and minimum voltage limits that are usually provided in the battery specifications.
This process was initiated by totally discharging the battery with constant current of 1C-rate
which in this case is 28A until the minimum discharge voltage -for the tested NMC cell- of 3V
was attained. After following a 1 hour resting period, constant charging of 1 C-rate was applied
until the maximum charging voltage of 4.2V was attained. From this point, the constant voltage
of 4.2V kept the charging process until the battery current reached C/20 (i.e., in this case 1.4
A). At that moment the battery was considered to be fully charged. Same as before, 1 hour
for resting period was given and a full discharge of the battery with 1 C-rate constant current
took place. The same procedure was followed once more and the capacity was checked during
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the last total discharge with the use of equation 2.4. Below, Figure 4.5 and Figure 4.6 show the
described procedure.

Figure 4.5: Capacity test schedule

Figure 4.6: CC-CV charging method. (Left)Constant current charging and (Right) Constant
voltage charging

4.1.1 Capacity Fade

After each month of calendar ageing (accelerated), the capacity was measured by following the
described procedure in previous section while, capacity fade was computed with the use of the
following expression in equation 4.1. The results are presented in table 4.1 and illustrated as
normalized values based on the BOL condition in Figure 4.7, while the resulting SOH condition
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in terms of capacity and EV aplications are listed in table 4.2.

QFade[%] =
QBOL −Qmeasured

QBOL
× 100 (4.1)

As seen, after the first 30 days of accelerated calendar ageing there is no substantial capacity
fade, however after 90 and 120 days the fading effect is significant reaching between 7-8% at the
last monthly capacity check. It is important to mention here that the measurements after 60
days are not presented due to an erroneous measurement. The capacity fade was measured too
high and was not reasonable to exploit the result as it wasn’t matching to previous and later
results.

Figure 4.7: Normalized capacity fade based on the BOL condition

Capacity [Ah] Capacity Fade
BOL 24.4295 0%

30 days 24.2277 0.83%
90 days 23.4654 3.95%
120 days 22.6254 7.38%

Table 4.1: Results of capacity fade measurements

Age SOHQ SOHEV

BOL 100% 100%
30 days 99.72% 95.87%
90 days 96.05% 80.26%
120 days 92.62% 63.07%

Table 4.2: The resulting SOH in terms of capacity and EV applications
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4.2 Application of DC Current Pulses

For the diagnosis of internal resistance increase during the accelerated calendar ageing, the DC
current pulse technique was first applied, and measurements were taken through the current
injection method as shown in Figure 4.8(Left) where the voltage responds are illustrated as well
Figure 4.8(Right). This test was performed every month in a similar manner after every capacity
check, in order to obtain updated measurements of the resistance at 80%, 50% and 20% SOC
for each case. Discharging the battery was achieved by applying constant current of 1 C-rate
amplitude until the desired SOC levels was reached. At each SOC level, the applied pulses
of charge and discharge lasted for 20 seconds with an intermediate resting time of 15minutes
between each other.

Figure 4.8: Illustration of the applied CC discharge before each discharge/charge pulse

Afterwards, as shown in Figure 4.9, the two resistances described in section 3.1 where determined
by the voltage respond during discharge and charge pulses of 1 C-rate, and the measurements
where done by taking into account two sequential time intervals. The resistance due to pure
ohmic effect Rohmic , which is assumed to take place during the instantaneous voltage change, is
determined in the range of 0-0.1 seconds. From this point and further, the voltage respond that
contains a longer time constant, from V1 to V2, is where the R20 is determined and represents
the resistance by charge transfer and diffusion polarization effects. The aim of this analysis is
to make a conclusion regarding the trends that each resistance follows, but also the contribution
of each to the internal resistance increase. In table 4.3 the absolute values of the decomposed
internal resistance are presented as they were measured at BOL.
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Figure 4.9: The voltage response at discharge and charge pulse and the points of interest for
determining the pure ohmic and charge transfer resistances

Discharge
SOC ROhmic [mOhm] R20s [mOhm]
80% 4.0 2.2
50% 4.1 2.0
20% 4.3 2.3

Charge
SOC ROhmic [mOhm] R20s [mOhm]
80% 4.1 1.8
50% 4.2 1.7
20% 4.4 1.9

Table 4.3: Absolute values of decomposed internal resistance at BOL

In Figure 4.10 the ohmic resistance Rohmic is illustrated and a certain trend of increasing after
every monthly measurement is noticed during the calendar ageing. However, some small devia-
tions are noticed between the three analysed SOC levels. Specifically, it can be seen in Figure4.10
(top left), during 80% SOC, there is a steady increase after every monthly measurement, starting
from 12% for both charge and discharge Rohmic. After 90 days the increase has reached between
25-30%, and finally at the last measurement after 120 days, both charge and discharge Rohmic
are measured 36-40% above from BOL regarding 80Q% SOC. At 50% SOC, Figure 4.10 (top
right), the trend of Rohmic increase is almost identical to the 80% SOC as the measurements dur-
ing both charge and discharge pulses are seen in the same range. Finally, at 20% SOC, Figure
4.10 (bottom), the same tendency of increasing Rohmic is seen during both charge and discharge
pulses, however, after the 90 day measurement, this SOC level seems to increase 5-10% less than
the higher SOC levels.
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Figure 4.10: Illustration of the ohmic resistance during charge and discharge pulse for (Top Left)
80% SOC, (Top Right) 50% SOC, (Bottom) 20% SOC

In Figure 4.11 the charge transfer and diffusion polarization resistance R20s is illustrated and
same as the ohmic resistance, an increasing trend is noticed as well. However, the final increase
is seen to be much less compared to Rohmic at all SOC levels. By analysing separately each case,
it can be seen in Figure 4.11 (top left), that after the first 30 days, both the charge and discharge
R20s at 80% SOC, increase between 8-10%. After 90 days this increasing trend has continued
and the charge R20s is seen to increased even more than 20%. However, at the last measurement
after 120 days, this trend is stabilized and both charge and discharge resistance remained at the
same trend slightly above 20%. At 50% SOC that is seen in Figure 4.11 (top right), after the
first 30 days, only the charge R20s increased over 10%, while the discharge R20s remained at its
initial value. However, after 90 days, the discharge R20s nearly compensated and during this
measurement both charge and discharge R20 increased between 15-20%. This trend remained
the same even after 120 days. At 20% SOC that is seen in Figure 4.11 (bottom), after 30 days,
the same trend was followed as in 50% SOC, the discharge R20s showed no change compared to
its initial value but the charge R20s increased less than 10%. At the end however, both showed
the less increase from all cases, between 5-10%.
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Figure 4.11: Illustration of the charge transfer resistance during charge and discharge pulse for
(Top Left) 80% SOC, (Top Right) 50% SOC, (Bottom) 20% SOC

In Figure 4.12 the variation of the capacitance that is associated with the time constant of charge
transfer is shown, as this parameter is decreasing with calendar ageing. At 80% SOC Figure 4.12
(top left), during both charge and discharge pulse, a significant decrease is noticed after the
final measurement that reaches a 35% normalized value compared to BOL. It is an interesting
fact that in earlier stages, during the charge pulse, there is no significant trend in the first 30
days, however after 90 days the final decrease is already achieved. At 50% SOC Figure 4.12 (top
right), it is seen that after 30 days of calendar ageing there is no significant decrease during the
discharge pulse but more than 10% during the charge pulse. After 90 days of calendar ageing, for
both pulses the trend is the same and reaches a 25% decrease. Finally after 120 days calendar
ageing, the capacitance decrease was measured at 25% and 30% for discharge and charge pulse
respectively. At 20% SOC Figure 4.12 (bottom), after 30 days calendar ageing during both
charge and discharge pulses the capacitance decrease is seen at 10% and 20% respectively. After
90 days both decrease by 10% and finally after 120 days, for the discharge pulse capacitance, the
decrease is seen between 15 to 20% while for the charge pulse the decrease, between 25 to 30%.
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Figure 4.12: Illustration of the capacitance associated with charge transfer resistance during
charge and discharge pulse for (Top Left) 80% SOC, (Top Right) 50% SOC, (Bottom) 20% SOC

4.2.1 Pulse Power Capability

In Figure 4.13, the results of pulse power capability (PPC) are presented as normalised values
based on BOL condition. The computations where performed by following equations 2.7 and 2.8
and as seen the power fade is not substantial, thus in terms of PPC the tested cell is considered
to be not aged enough. More specifically, in Figure 4.13 (top left), at 80% SOC at the final
measurement during discharge pulse the decrease is approximately 2%. During charge pulse the
PPC showed an increase of approximately 3%. In Figure 4.13 (top right) and (bottom), the
50% SOC and 20% SOC show a very similar evolution during both discharge and charge pulses.
During discharge the PPC decrease is seen around 3% after the last calculation at 120 days,
while during charge pulses an increase once again is seen for less than 2%.

47



Figure 4.13: Illustration of the pulse power capability during charge and discharge pulse for (Top
Left) 80% SOC, (Top Right) 50% SOC, (Bottom) 20% SOC

4.2.2 Summary

Overall, as a conclusion with regards to the DC current pulses, the decomposed resistances Rohmic
and R20s were monitored along with calendar ageing and the Rohmic gained most of the attention
as the increasing trend was more significant than R20s. Moreover, the dependecy on SOC was
also possible to evaluate and it is seen that Rohmic shows the most increase at all investigated
ages at 50% SOC, and the lowest at 20% SOC. Last parameter of the decomposed internal
resistance was the capacitance C associated with the R20s that was analysed as additional data
that can be obtained from this method and useful for performance modelling which is out of the
scope though. Furthermore the total internal resistance during the charge and discharge pulse
was employed to measure the pulse power capability of each pulse. From this measurement it
was seen that the performed ageing was not enough to observe a substantial change in terms
of power capability. In other words, even though capacity has faded as seen from the capacity
check measurements, this did not influence the power capability.
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4.3 Application of Electrochemical Impedance Spectroscopy
(EIS)

The process for obtaining the complex impedance value of the tested cell at the tested frequency
range (0.010 – 10000Hz), was performed in galvanostatic mode according to section 3.2 descrip-
tion. When the impedance measurement was plotted in each SOC level, the characteristic shaped
from the maximum to the minimum frequency was divided into regions as shown in Figure 4.14
and with the use of an EEC these parameters were extracted as also shown. In the highest
frequencies starting from 10kHz, region 1 is defined to determine the inductive element. Region
2 defines the intercept with the real axis that is used to determine the pure ohmic resistance
because at that point capacitive and inductive effects are not present and imaginary part is zero.
The next regions 3,4,5, are used to define the resistive and capacitive behaviour due to the solid
electrolyte interface (SEI) growth, charge transfer effects, and diffusion polarization processes.
The frequency range in which the impedance EEC parameters were identified in this project are
listed in detail in table 4.4 while the frequency borders between the defined ranges are depicted
in Figure 4.14.

Figure 4.14: EEC impedance model and corresponding elements to specific ranges of the spectrum

Region EEC component Origin Frequency Range
1 Ls Inductive behaviour 10 kHz-2.5119 kHz
2 Rs Ohmic resistance 7.5 kHz-2.5119 kHz
3 R1//C1 SEI growth 2.5119 kHz-52.48 Hz
4 R2//C2 Charge transfer 120.22 Hz-363 mHz
5 R3//C3 Diffusion polarization 631 mHz-10 mHz

Table 4.4: Impedance parameters that constitute the impedance model and the corresponding
frequency range that each component corresponds to
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The impedance model expressed in equation 4.2 based on the EEC of Figure 4.14 was used to
perform the curve fitting. This procedure is important, because a well-tuned model that would
fit the actual impedance spectra with the least possible error, would enable the determination
of the closest value for each considered impedance parameter. Thus, the degradation of each
component is possible to be monitored, as this is done repeatedly through the battery’s lifetime.

Z = jωL+Rs +

(
R1

jωC1R1 + 1

)
+

(
R2

jωC2R2 + 1

)
+

(
R3

jωC3R3 + 1

)
(4.2)

The error estimation was computed with the use of the normalized root mean square error
algorithm (NRMSE) according to [39] as expressed in equation 4.2 and equation 4.3 for both
Real and Imaginary axis and finally taking into account the average error.

NRMSEReal =
RMSEReal

max(Realactual)−min(Realactual)
(4.3)

NRMSElmag =
RMSEImag

max(Imagactual)−min(Imagactual)
(4.4)

Where, RMSEReal =

√∑ (Realmodel−Realactual)2
N

and RMSEImag =

√∑ (Imagmodel−Imagactual)2
N

In Figure 4.15, the curve fitting that was performed by the derived model is illustrated for BOL,
while the initial values for each parameter at the investigated SOC levels are presented in table
4.5 condition and is compared with the actual impedance measurements. All the fitting models
and results that where plotted along with the corresponding actual measurements are shown in
Appendix A.

EIS Impedance Parameters 80% SOC 50% SOC 20% SOC
L 1.1152e-08 1.038e-08 9.936e-09
Rs 2.201e-03 2.202e-03 2.224e-03
R1 0.758e-03 0.7947e-03 0.974e-3
C1 0.5013 0.4318 0.3231
R2 0.88014e-03 0.904e-03 1.0987e-3
C2 14.2543 11.6438 10.4016
R3 1.705e-03 1.5e-03 1.4021e-03
C3 0.852e+04 0.75e+04 0.85e+04

Table 4.5: Extracted initial values of impedance parameters at BOL condition
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Figure 4.15: The EIS curve-fitting at BOL: (Top left) 20% SOC (Top right) 50% SOC (Bottom)
80% SOC

In Figure 4.16 the summary of the EIS measurements for the tested NMC cell are presented for
each SOC level and some first observations regarding the overall impedance spectra could be
drawn. After every monthly measurement, it can be seen that for all three SOC levels, a clear
shifting is noticed in the low frequency range, in the same order with ageing. However the same
trend is not seen in the high frequency regions where the tail and the intesept with real axis
are following a random trend. These two first observations are shown in Figure 4.17 where the
measurement of 80% SOC is used for the illustration. Furthermore, at all SOC levels, after the
measurement of 60 days calendar ageing, it is obvious that the first semicircle shows a trend of
growing amplitude which is assumed to be caused by the growth of SEI.
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Figure 4.16: Overall impedance measurements for (top left) 20% SOC (top right) 50% SOC and
(bottom) 80% SOC

Figure 4.17: (Left) The shifting order in high frequencies and (Right) low frequencies

Another interesting perspective to analyse the measurements is shown in Figure 4.18, where the
two extreme cases of BOL and last measurements after 120 days are compared based on SOC.
As seen, at BOL, the 20% SOC has a large deviation from the other SOC levels, while after 120
days, the other SOC levels have compensated the difference and seem to nearly align each other.
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Figure 4.18: Comparison of SOC levels (Left) at BOL (Right) after 120 days

This difference which is later compensated by 50% SOC and 80% SOC can be seen in terms of
total resistance which is expressed in equation4.5. In Figure 4.19 , the total resistance shows a
trend to increase more for 80% SOC and 50% SOC but less for 20% SOC. This dependency on
SOC is consistently valid through all calendar ageing measurements as seen.

Rtotal = Rs +R1 +R2 +R3 (4.5)

Figure 4.19: Normalized Total Resistance from EIS measurements for 20%, 50% and 80% SOC

4.3.1 Analysis of Extracted Impedance Parameters

At this point, the impedance parameters will be analysed separately to present each individual
evolution and contribution to the overall impedance increase. In Figure 4.20, the normalized
decrease of the EEC inductive element is presented first, and a fluctuating condition around
30% is noticed for all SOC levels. As seen, the most significant decrease is noticed after 60 and
120 days of accelerated calendar ageing which is between 25% and 55%. This has an effect on
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making the inductive tail in the high frequencies shorter in the overall impedance measurements
as seen in previous Figure 4.16. However, the fact that at30 days and 90 days this trend is not
followed, makes it easy to say that this parameters is not changing with calendar ageing, thus
has no significant contribution to the total impedance increase demonstrated earlier.

Figure 4.20: The normalized decrease of the EEC inductive element along with calendar ageing

In Figure 4.21, the normalized increase of the EEC ohmic resistive element Rs is presented, and
as for L, a fluctuating condition is noticed for all SOC levels, however in an increasing manner
but not substantial. This fluctuating evolution at all SOC levels, is considered as the origin to
the random shifting shown in Figure 4.17 (left) regarding the high frequency region. During all
the measurements at 80% SOC the increase is noticed to be the highest and at 20% SOC the
lowest. Thus, a dependency on SOC might be a conclusion but not on the performed calendar
ageing (check this again).

Figure 4.21: The normalized increase of the EEC ohmic resistance Rs

For both parameters L and Rs ,due to the unstable evolution with calendar ageing, a conclusion
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drawn is that there is no actual dependency on SOH that can be useful for diagnostics. In Figure
4.22, resistance R1 and capacitance C1 are presented together as they compose the first parallel
RC circuit that is responsible for the first semicircle of the EIS spectra and subsequently the
SEI growth. After every monthly measurement, R1 has a consistent trend of increasing, and
especially at 80% SOC, this increase is impressively almost 120% at the end of the performed
calendar ageing. At 50% SOC a very similar trend is followed, while for 20% SOC, R1 increases
the less ( 75%), however still increasing consistently through the previous measurements. In
Figure 4.23, this analysis is validated by illustrating the region that is related to the SEI growth
for 80% and 20%. On the other hand, the capacitance associated with R1 is seen to decrease
rapidly between 70% and 80% for all 3 SOC levels until 60 days of calendar ageing where it
maintains this condition even after 90 days. Finally this parameter after 120 days has increased
for all studied SOC levels equally and approximately 85%.

Figure 4.22: (left)Normalized increase of Resistance R1 and (right)decrease of C1 based on BOL

Figure 4.23: Close view of the region related to the SEI growth(left)20% SOC (right) 80% SOC

In Figure 4.24, resistance R2 and capacitance C2 that compose the second parallel RC circuit
are shown, that are related to the charge transfer resistance and the double layer capacitance.
From the first monthly measurement, it is seen that R2 has a similar certain tendency to increase
as previously R1 . Moreover the same dependency on the SOC level is observed again until the
final measurement, through all the calendar ageing as 80% SOC has the most increase, while
20% SOC has the least. However, in this case, after 60 days of calendar ageing the increase is
taking place in a slower rate than R1 but still is substantial as it finally increases between 40%
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and 75% in the analysed SOC range. A similar trend is followed by C2 , where the substantial
increase based on BOL condition, is taking place with a spike noticed after 60 days. From that
point, it seems to maintain an increase between 30% and 40% until the last measurement.

Figure 4.24: (left)Normalized increase of Resistance R2 and (right) decrease of C2 based on BOL

Finally, in Figure 4.25, resistance R3 and capacitance C3 are presented, that compose the third
parallel RC circuit and are related to the polarization diffusion effects, and do not show any
dependency on calendar ageing. The resistance R3 fluctuates between 5% and 30% during the
first measurements regarding all studied SOC levels, however at the final measurement an increase
around 20% was observed for all analysed SOC levels. The capacitance on the other hand, which
followed an unusual trend by increasing instead of decreasing finally was observed very close to
the initial state when it was first measured at BOL.

Figure 4.25: (left)Normalized increase of Resistance R3 and decrease of C3 based on BOL
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4.3.2 Summary of EIS

Overall, as a conclusion with regards to the EIS measurement analysis, it was possible to diagnose
the impedance increase and indicate the most sensitive parameters to ageing. These are the
parameters R1, C1, and R2, C2 that followed a certain increasing trend along with calendar
ageing. In other words the two semicircles of the EIS curves, that represent the SEI growth
and the charge transfer resistance respectively. Parameters R1, C1 were measured between
the high frequency (kHz) and mid frequency range (Hz) while parameters R2, C2 between the
mid frequency (Hz) and low frequency range (mHz). However, the minimum and maximum
frequency limits at each range are not constant with ageing, a fact that is possibly an outcome of
the random inductive tail and shifting ohmic resistance. These parameters measured in the high
frequency range determine the number of samples occupied in this region, and this phenomena
which is exemplified in Figure 4.26 has a direct impact on the previous frequencies occupied by
the parameters of interest.

Figure 4.26: Illustration of frequency points sampled at the inductive tail
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5 | Simulation Results of PRBS

5.1 Impedance model

In this Chapter, the possibility of applying the PRBS signal to an impedance model is demon-
strated through simulation. Engineering software such as PLECS and MATLAB were used for
the creation of models and algorithms. The aim here is to validate this method by obtaining the
data in a specific frequency range where the parameters of impedance follow the most certain
trends can be obtained. In FIGURE 5.1 the impedance model that was used is illustrated.

Figure 5.1: Impedance model

The initial values that the impedance model utilized for each component were taken from the
EIS fitting model derived after 30 days of accelerated calendar. The EEC components and the
corresponding values are presented in Table 5.1.

EEC Component Value
L 1.1152e-08
Rs 2.5683e-03
R1 0.9537e-03
C1 0.3
R2 1.140e-03
C2 10.035
R3 1.90557e-03
C3 0.9e+04

Table 5.1: The input values to the EEC components for the simulation test
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5.2 Selection of PRBS parameters

From the previous analysis in section 4.3, the impedance parameters R1, C1 and R2, C2 are
selected as the most dependant on the performed calendar ageing. Thus, as long as the EIS
performed on the same cell is used as a reference, according to Table 4.4, the frequencies that
would provide the data for each case are :

52.48Hz to 3.311kHz

and

363mHz to 120.22Hz

In both cases the clock frequency fc was determined by equation 3.12 and the number of bits
for the design of PRBS were determined by equation 3.13. The final frequency range that was
achieved to simulate, based on the useful frequency range determined by the 3-dB bandwidth is
shown in table 5.2 for each case.

Case Targeted
impedance parameters PRBS bits Frequency range Clock Frequency

1 R1, C1 8-bits 5.5 mHz : 5.5 mHz : 0.6321 Hz 1.43 Hz
2 R2, C2 10-bits 0.265 Hz : 0.265 Hz : 120.22 Hz 272 Hz

Table 5.2: Details for each case that the PRBS was designed for

In Figure 5.2(left) a period of the applied current controlled by the PRBS signal is illustrated,
and in Figure 5.2 (right) the voltage response of the impedance model during this period is
shown. However Figure 5.3 is also used to show a closer look due to the signals for easiness of
comprehension. The useful frequency range based on the 3-dB rule is illustrated through the
frequency response obtained from case 2 in Figure 5.4.

Figure 5.2: (Left) PRBS input current to case 2 (Right) Voltage response of impedance model
of case 2
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Figure 5.3: (Left) Zoom into PRBS input current to case 2 (Right)Zoom into Voltage response
of impedance model of case 2

Figure 5.4: FFT of PRBS current input (green) and voltage response (red) of case 2

5.3 Impedance determination with PRBS

The PRBS is similar to a square wave as they are both composed of multiple superimposed
sine waves. Thus, the impedance was determined by decomposing the input current signal and
voltage response through the Fourier Transform according to [40]. The impedance was then
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calculated by the ratio of the amplitude and phase coefficients at each corresponding frequency
as shown in equation 5.1.

Z(ω) =
Û(ω)

Î(ω)
(5.1)

Where Û(ω) and Î(ω) are the Fourier transforms of the model’s voltage response U(t) and the
current input I(t). The code used in MATLAB for processing the sampled data after applying
the PRBS signal is provided in the Appendix B. In Figure 5.5, the results by applying PRBS at
case 1 and case 2 are shown along with the curve of the impedance model, while in Figure 5.6
the results of case 2 are presented also in Bode plot where the magnitude and phase are plotted
along with the useful frequency range.

Figure 5.5: (left) Curve fitting of EIS model R1 and C1 by PRBS, (right) Curve fitting of EIS
model R2 and C2 by PRBS
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Figure 5.6: Bode plot of Model and PRBS simulation

Furthermore, in Figure 5.7 the possibility of monitoring the impedance increase of the specific
parameters of interest along with calendar ageing is also shown. Moreover in Figure 5.8, the
calendar ageing of the derived models in each age are compared along with the curve fitting
performed by PRBS signals are presented.

Figure 5.7: Calendar ageing of R2 and C2 at 80% SOC with PRBS
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Figure 5.8: Calendar ageing of R2 and C2 at 80% SOC compared with the corresponding model
of each age

5.3.1 Summary of PRBS simulation

As a conclusion with regards to the simulation process of PRBS, it has been demonstrated
through the used software tools, that this method could be used as an alternative diagnostic
tool, when the focus is on specific impedance parameters of a known frequency range. The
impedance model based on which the PRBS was simulated, was curve fitted successfully and
calendar ageing of impedance was also followed.
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6 | Conclusion

This project focuses on evaluating results obtained from diagnostic methods of Lithium Ion Bat-
teries. Two state-of-the-art methods were evaluated (a) DC currents pulses and (b) EIS that are
theoretically described along with their measurement technique and furthermore applied on a
tested cell as reference performance tests for the practical analysis. Another method (c), based
on PRBS signals is tested in simulation software environment as an alternative candidate to
perform impedance measurements that would provide equally useful data to EIS. Throughout
the conducted analysis of each case the following findings were encountered.

- Through the DC current pulse technique, the dc internal resistance is obtained during an
applied current pulse which increases with ageing and can be diagnosed by determining
the resistance at the instantaneous current excitation moment, and at the transient volt-
age response. This analysis was carried out for both charge and discharge pulses. The
dependency on ageing for each determined resistance has been monitored, and moreover
the dependency that each investigated SOC level shows on ageing (20% , 50% and 80%)
was presented.

- The Rohmic resistance gained most of the attention both as its contribution to the total
internal resistance during an applied current pulse, but also as an increasing parameter
with calendar ageing. At 50 % SOC, after 120 days of accelerated calendar ageing Rohmic
showed more than 40% normalised increase based on BOL condition.

- Capacity checks measured with the Coulomb counting method did not show substantial
capacity fade for the first 90 days of accelerated calendar ageing as it was 3.95%. However,
after 120 days the capacity fade was calculated 7.38%. In terms of EV applications, where
the maximum allowed capacity fade is 20%, these results are presented more meaningful
as the SOH in these terms, reached 63.07% after 120 days.

- The degradation of Pulse Power Capability was measured for each charge and discharge
pulse at each investigated calendar age, however this parameter was the most tolerant and
the least affected by showing power fade of just 2-3% only during the 20s discharge pulse.

- Through the EIS method, the increase of ac impedance was diagnosed during the performed
accelerated calendar ageing by decomposing to 8 impedance parameters.The impedance
parameters were identified at different frequency ranges, and evaluated separately. The
growth of SEI represented by R1 and C1 and the charge transfer resistance represented by
R2 and C2 showed the most certain degradation with calendar ageing. The trends of these
parameters influence the most the increase of ac impedance.
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- Finally, in this project the PRBS method is validated in a simulation manner as an al-
ternative technique to determine the ac impedance, when the frequency range of specific
impedance parameters is known. The trends of these parameters where possible to monitor
along with calendar ageing and where successfully compared with the impedance model
curve derived from the EIS method.

.
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7 | Future Works

The results of the PRBS in simulation environment show that impedance can be identified for a
specific range of frequencies when the parameters of interest are known. The future work that
can be conducted based on these results are the following:

- After the demonstrated simulation feasibility on a linear model, this method can be stepped
up and be applied on a non-linear model which would resemble even more a future tested
cell.

- In this work, the PRBS results where compared with the curve obtained by an impedance
model from simulation point of view. If this work is finally applied on a real tested cell,
further investigation on validated experimental results would be possible to compare with
the actual curve of EIS measurements.

- Another aspect that would be interesting, would be to apply the PRBS technique during
cycling ageing, while a current load is applied. This way, the measurement of impedance
while various loads are charging or discharging, might be advantageous.
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8 | Appendix

.1 Appendix A

The curve fitting by the derived impedance model is presented in the following figures for all
encounter calendar ages.

Figure .1: Illustration of the impedance model curve compared with the actual impedance curve
for BOL (Left) 20% SOC, (Middle) 50% SOC (Right) 80% SOC

Figure .2: Illustration of the impedance model curve compared with the actual impedance curve
after 1 month of calendar ageing (Left) 20% SOC, (Middle) 50% SOC (Right) 80% SOC

Figure .3: Illustration of the impedance model curve compared with the actual impedance curve
after 2 months of calendar ageing (Left) 20% SOC, (Middle) 50% SOC (Right) 80% SOC
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Figure .4: Illustration of the impedance model curve compared with the actual impedance curve
after 3 months of calendar ageing (Left) 20% SOC, (Middle) 50% SOC (Right) 80% SOC

Figure .5: Illustration of the impedance model curve compared with the actual impedance curve
after 4 months of calendar ageing(Left) 20% SOC, (Middle) 50% SOC (Right) 80% SOC

.2 Appendix B

The code with the algorithm that was used in MATLAB in order to perform the FFT analysis of
the input current, and voltage response of the impedance model, after the application of PRBS
signal, is shown below.

1 %% PRBS c h a r a c t e r i s t i c s
2 n = 10 ; % Number o f b i t s f o r the PRBS
3 N = 2^n − 1 ; % PRBS s i g n a l l ength
4 f c = 2 .72 e2 ; % Clock pu l s e f requency o f the PRBS
5 f_de l ta = f c /N ; % Distance between power f r e qu en c i e s in the spectrum
6 f_min = f_del ta ; % Minimum frequency in the PRBS s i g n a l
7 f_max = 0.442∗ f c ; % −3 dB l im i t f requency f o r the band−width l im i t ed white no i s e

approximation o f the PRBS
8 T_min = 1/f_min ; % Minimum time nece s sa ry f o r the FFT to de t e c t f_min
9

10 Nc = 1 ; % Number o f c y c l e s to be used f o r the FFT c a l c u l a t i o n s
11
12 %% Def ine data s t r u c t u r e s and perform the FFT
13 FFT_V = FFTDATA( t ,V) ;
14 FFT_V. c y c l e s = Nc ;
15 FFT_V. fundamental = f_min ;
16 FFT_V. maxFrequency = f_max ;
17
18 FFT_V = power_fftscope (FFT_V) ;
19 FFT_V. f r e q = FFT_V. f r e q ( 1 :Nc : end ) ;
20 FFT_V.mag = FFT_V.mag ( 1 :Nc : end ) ;
21 FFT_V. phase = FFT_V. phase ( 1 :Nc : end ) ;
22
23 FFT_I = FFTDATA( t , I ) ;
24 FFT_I . c y c l e s = Nc ;
25 FFT_I . fundamental = f_min ;
26 FFT_I . maxFrequency = f_max ;
27
28 FFT_I = power_fftscope (FFT_I) ;
29 FFT_I . f r e q = FFT_I . f r e q ( 1 :Nc : end ) ;
30 FFT_I .mag = FFT_I .mag ( 1 :Nc : end ) ;
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31 FFT_I . phase = FFT_I . phase ( 1 :Nc : end ) ;
32
33 %% Calcu la te impedance from vo l tage and cur rent f o u r i e r c o e f i c i e n t s
34 Z = FFT_V.mag . /FFT_I .mag .∗ ( cosd (FFT_V. phase − FFT_I . phase ) + 1 i ∗ s ind (FFT_V. phase −

FFT_I . phase ) ) ;
35
36 %% Impedance based model o f the batte ry
37 s = t f ( ’ s ’ ) ;
38
39 Rs = 2.201 e−03 ;
40 L = 1.1152 e−08 ;
41 Z_L = Rs + s ∗L ;
42
43 R1 = 0.7580 e−03 ;
44 C1 = 0.5013 ;
45 Z_C1 = R1/( s ∗C1∗R1 + 1) ;
46
47 R2 = 0.880140 e−03 ;
48 C2 = 14 . 2543 ;
49 Z_C2 = R2/( s ∗C2∗R2 + 1) ;
50
51 R3 = 1.70490 e−03;
52 C3 = 0.852052 e+04 ;
53 Z_C3 = R3/( s ∗C3∗R3 + 1) ;
54
55 Zeq = Z_L + Z_C1 + Z_C2 + Z_C3 ;
56
57 Zeq_w = f r e q r e s p (Zeq ,FFT_V. f req , ’Hz ’ ) ;
58 Zeq_w = Zeq_w ( : ) ;
59
60 %% Compare the r e s u l t s in bode p l o t
61 f i g u r e ( ’Name ’ , ’Bode␣ p l o t ␣ to ␣compare␣ s imu la t i on ␣ r e s u l t s ␣and␣ impedance␣model ’ , ’ NumberTitle ’

, ’ o f f ’ , ’ un i t s ’ , ’ normal ized ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1 1 ] )
62 warning ( ’ o f f ’ , ’MATLAB: HandleGraphics : ObsoletedProperty : JavaFrame ’ ) ;
63 pause (10 e−6) ;
64 frame = get ( handle ( g c f ) , ’ JavaFrame ’ ) ;
65 s e t ( frame , ’Maximized ’ , 1 ) ;
66
67 subplot ( 2 , 1 , 1 ) % Magnitude p l o t o f the data and model
68 semi logx (FFT_V. f req , mag2db(FFT_V.mag . /FFT_I .mag) , ’ . ’ , ’ MarkerSize ’ , 6 )
69 hold on
70 semi logx (FFT_V. f req , mag2db( abs (Zeq_w) ) , ’ LineWidth ’ , 1 . 5 )
71 x l ab e l ( ’ Frequency␣ [Hz ] ’ )
72 y l ab e l ( ’ \ bf ␣ | Z | ␣ [ dB ] ’ )
73 l egend ( ’ S imulat ion ’ , ’Model ’ )
74 xlim ( [ 0 . 2 500 ] )
75
76 subplot ( 2 , 1 , 2 ) % Phase p l o t o f the data and model
77 semi logx (FFT_V. f req , unwrap ( (FFT_V. phase−FFT_I . phase ) ∗ pi /180) ∗180/ pi , ’ . ’ , ’ MarkerSize ’ , 6 )
78 hold on
79 semi logx (FFT_V. f req , r e a l (−1 i ∗ l og (Zeq_w./ abs (Zeq_w) ) ) ∗180/ pi , ’ LineWidth ’ , 1 . 5 )
80 x l ab e l ( ’ Frequency␣ [Hz ] ’ )
81 y l ab e l ( ’ \ bf ␣\ ang le ␣Z␣ [^\ c i r c ] ’ )
82 l egend ( ’ S imulat ion ’ , ’Model ’ )
83 xlim ( [ 0 . 2 500 ] )
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