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ABSTRACT:

The share of the Danish energy demand covered by renew-

ables has increased steadily since the 1990's. Because of

this, energy storage is becoming a more viable solution for

peak shaving and a key component for transitioning to re-

newable power generation.

Thermal Energy Storage (TES) utilises a packed bed of

rocks to store high temperature thermal energy originating

from �uctuating sources such as wind power. When needed,

heat is extracted and converted to electricity using a steam

Rankine cycle.

A TES resembling a cone section is dynamically modelled

to investigate the heat transfer- and pressure loss charac-

teristics. A parametric study is conducted to identify the

governing parameters of the TES performance. Two steam

Rankine cycles are modelled as a part of the auxiliary sys-

tem to identify e�ciencies and heat exchanger areas.

It is concluded that a TES with a volume of 175,000 m3 ef-

fectively utilises only 40.5% of the storage volume. A rock

diameter of 3 cm is selected as the optimum size. Energy

and exergy e�ciencies for thermal cycling of the TES are,

for most cases, above 98%.

A single pressure steam Rankine cycle is able to produce

35.34 MWel at a discharge rate and temperature of 221.2

kg/s and 873 K respectively, with an energy e�ciency of

32.2%.

By signing this document, each member of the group con�rms that all participated in

the project work, and thereby all members are collectively liable for the content of the

report. Furthermore, all group members con�rm that the report does not include plagia-

rism.





Executive summary

The purpose of this study is to dynamically model a High Temperature Thermal Energy
Storage (HT-TES) in order to investigate the dynamic behaviour of the thermal energy
storage. A parametric study is conducted to identify the governing parameters of the
TES performance and investigate the e�ects of these on the performance characteristics
of the TES.

As power production gradually transitions from centralised power production from ther-
mal power plants to decentralised production from �uctuating renewable energy sources,
the viability of energy storage systems has increased. In 2015, the Danish wind power
production covered 42% of the total domestic electricity demand. A potential bene�t of
energy storage includes the possibility to become more energy independent by storing
surplus wind power production instead of exporting to neighbouring countries. For fu-
ture energy systems, consisting purely renewable and often �uctuating energy sources,
energy storages are considered key components for peak shaving.
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Figure 1: Schematic of the TES system.

One type of energy storage is the Thermal Energy Storage (TES), which stores electricity
in the form of thermal energy. The type of TES studied in this investigation consists of
a packed bed of solid storage media i.e. rocks. The TES is charged using a dedicated
charge cycle as seen in �gure 1 using air as a secondary heat transfer medium. The air,
heated by an electric heater, is led through the TES by a fan during charging of the
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storage. Here, the thermal energy in the charge air is transferred to the rocks in the
TES. When the storage is discharged, cold air is pumped through the TES utilising a
dedicated discharge cycle where the air is heated by the rocks. The hot discharge air
is then led through a boiler connected to a traditional steam Rankine cycle to generate
electrical power.

A conical packed bed TES with a volume of 175.000 m3, a height of 25 m and a roof
and bottom radius of 49.19 m and 45.19 m respectively was used for the majority of this
investigation.

A dynamic model of the TES was created based on the Schumann model for packed
beds. The model covers the internal heat transfer between the secondary heat transfer
medium and the solid heat storage material by convection as well as axial radiation and
conduction. The pressure loss through the TES, a key factor in determining the overall
system e�ciency, has been modelled using a modi�ed version of the Ergun equation.
Two versions of the traditional steam Rankine cycle have modelled and optimised for
selected paremters to determine amount of power produced by the TES system, another
key parameter in determining the overall system performance.

Based on the results from the developed models and conducted parametric studies, the
following conclusions can be drawn:

� A rock size of 3 cm in diameter was found to be the optimal compromise between
a su�ciently small Biot number and an acceptable pressure loss.

� The maximum charge/discharge rate, based on the maximum allowable Biot num-
ber, was fount to be 553 kg/s.

� From parametric studies, it can be concluded that only 40.5% of the total storage
volume of 175,000 m3 could be e�ectively utilised to store useful thermal energy.

� It is concluded that the initial insulation thicknesses, some places up to 0.6 m
thick, could be reduced by as much as 40% without a�ecting the TES e�ciency
and performance to a noticeable degree.

� Energy and exergy e�ciencies remained above 98% for all but the most extreme
cases investigated in the parametric study.

� A single pressure steam Rankine cycle operating for a charge rate from the TES of
221.2 kg/s was able to produce 35.34 MWel at a thermal e�ciency of 32%.
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Preface

This master's thesis was written by group TEPE4-1008 during the 4th of the M.Sc. in
Thermal Energy and Process Engineering semester at the Department of Energy Tech-
nology, spring 2017, Aalborg University. This thesis covers a study of a Thermal Energy
Storage system and subsequent modelling of the Thermal Energy Storage and auxiliary
systems. The results include a parametric study of the system behaviour with an em-
phasis on the thermal energy storage performance. This thesis consists of a main report
and additional supplementary appendices.

The thesis consists of the following main parts:

� Introduction to thermal energy storage systems.
� State of the art analysis of thermal energy storage systems.
� Modelling of a thermal energy storage and auxiliary discharge cycle.
� Parametric studies of the thermal energy storage and auxiliary system.
� Presentation of system results and e�ciencies

Applications and tools used in this thesis include:

� EES - for analytic modelling.
� MATLAB - for analytic modelling and data processing.
� Simulink - for dynamic modelling and simulation.
� REFPROP - �uid properties library for MATLAB.

Reading Instructions

A list of nomenclature can be found in the beginning of the report including descriptions
and units for each variable. References are listed in the end of the appendix report1. In
the text, references are represented using the Harvard method shown as (Author, Year).
The references in the bibliography are given in the following manner:

Author, Title, Publisher, Journal, Year, URL, ISBN

All equations, �gures and tables are numbered in correspondence with appendix number
and in the order of appearance.

1Front page image: https://www.siemens.com/customer-magazine/en/home/energy/renewable-
energy/shaping-the-future.html
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Nomenclature

Symbol Description Unit

ap Area per surface volume
[
m2/m3

]
A Area

[
m2
]

C Correction [−]
cs Solid-phase speci�c heat capacity [J/kg-K]
d Diameter [m]
E Energy [J]
Ex Exergy [J]
g Gravitational acceleration

[
m/s2

]
f Fraction [−]
ff Fanning friction factor [−]
G Core mass �ow rate (�ux)

[
kg/m2-s

]
H Height [m]
h Enthalpy [J/kg]
hvol Volumetric heat transfer coe�cient

[
W/m2-K

]
hrv Void to void heat transfer coe�cient

[
W/m2-K

]
hrs Surface to Surface heat transfer coe�cient

[
W/m2-K

]
h Enthalpy [J/kg]
j Colburn heat transfer factor [−]
Kg Pressure loss coe�cient [−]
L Length [m]
ṁ Mass �ow rate [kg/s]
N Max grid elements [−]
Nr Number of tube rows [−]
Nu Nusselt number [−]
Pl Longitudinal pitch [m]
Pt Transverse pitch [m]
p Pressure [Pa]
∆p Pressure loss [Pa]
r Radius [m]
Pr Prandtl number [−]
Q Absorbed heat [J]
q̇ Rate of heat transfer [W]
R Thermal resistance [K/W]
Re Reynolds number [−]
s Entropy [J/kg-K]
T Temperature [K]
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Symbol Description Unit

t Time [s]
U Overall heat transfer coe�cient

[
W/m2-K

]
u Internal energy [J/kg]
v Interstitial velocity [m/s]
V Volume

[
m3
]

V̇ Volume �ow
[
m3/s

]
W Work [W ]
x Packed bed length [m]

Greek Letters

Symbol Description Unit

β Distance ratio for e�ective conduction coe�cient [−]
ε emissivity [−]
ε Void fraction [−]
µ Dynamic viscosity [Pa s]
ρ Density

[
kg/m3

]
ψ Exergy e�ciency [−]
Ψ Particle sphericity [−]
φ Ratio of e�. thickness of �uid �lm [−]
λ Conduction coe�cient [W/m-K]
γ Ratio of e�ective particle lengths [−]
η Energy e�ciency [−]
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Subscripts

Subscript Description

∞ Ambient
cond Condenser
conv Convection
e� E�ective
ext External
f Fluid phase
in Inlet
m Mean
n Current grid point
o Outer
out Outlet
p Particle
r Reversible
rad Radiation
s Solid phase
th Thermal
tot Total
turb Turbine
v Void
vol Volumetric

Abbreviations

Abbrevation Description

CSP Concentrated Solar Power
DP Dual Pressure
HP High Pressure
HT High Temperature
GCI Grid Convergence Index
LMTD Log Mean Temperature Di�erence
LDC Low Density Concrete
LP Low Pressure
PCM Phase Change Material
SP Single Pressure
SRC Steam Rankine Cycle
TES Thermal Energy Storage
UHPC Ultra High Performance Concrete
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1. Introduction

Initiatives by the Danish government and a 2025 energy plan to reduce greenhouse gas
emissions and increase energy security has resulted in a decentralisation of power pro-
duction and is making conventional fossil fuelled central power plants, coal �red plants
in particular, appear obsolete.

2015 experienced a historically low electricity production from centralised thermal power
plants with a drop of 29% compared to 2014, and an increase in the production of elec-
tricity from wind turbines by 8%. The increase in wind power production was primarily
due to favourable wind conditions. In total, 42% of the Danish electricity demand in 2015
was covered by wind turbine production and is expected to cover 60% of the electricity
production in 2025 (Friberg, 2016).

Figure 1.1: Electricity production in the Nord Pool Market from 2011 to 2014 was
largely characterised by hydro-, thermal- and nuclear power (Nord Pool AS).

A general tendency, since the 1990's, is a decentralisation of power production, an in-
crease in de-centralised renewable energy production and the retirement of fossil fuel
power plants or conversion to biomass. An important aspect of this development is the
integration of wind power with the thermal power plants, which currently still provide a
base load of power and heat.

Denmark is a part of the free Nordic energy market Nord Pool Spot where the price of
electricity is regulated by supply and demand. The Nord Pool Spot market has expanded
since the 1990's and the market now includes the Nordic and Baltic countries, Germany
and the UK.
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Power plants with the highest bidding price set the overall electricity price whilst power
produced from the cheapest production units is o�ered at prices closest to zero. This
means that wind power will always push the highest priced power plants o� the market
and thus regulate the price accordingly (Lykkedal, 2016). The Nordic electricity pro-
duction and the price of electricity are largely characterised by the increased capacity of
renewable energies, hydro power production and storage capacity in Norway and Sweden
and the seasonal impact on these sources. This is illustrated in �gure 1.1.

When wind power is plentiful during dry years and during the winter, surplus power is
available which is exported to Norway and Sweden at relatively low prices and sometimes
at a negative prices to be stored as hydro power. In wet years and in the summer, the wind
power production in Denmark and Germany is generally lower. In these situations, cheap
hydro power is often imported from the northern countries. The price of electricity is
mostly governed by the other countries of the Nordic energy market and is only governed
nationally in Denmark about 10% of the time (Danmarks Vindmølleforening, 2015).

Figure 1.2: The Danish electricity production up to 2015 can be characterised by an
increase in production from renewables and a decrease in production from central power
plants (Friberg, 2016).

One way of addressing the issues stated above is to introduce Thermal Energy Storage
(TES) to take advantage of surplus wind power production to make the Danish energy
sector more self su�cient and �exible thus increasing energy security. They have the
prospect of being relatively cheap compared to other storage technologies, can improve
the energy �exibility by utilising cheap domestically produced wind power and enable the
utilisation of existing brown-�eld power plant installations which are otherwise scheduled
for retirement.
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1.1. Thermal energy storage Chapter 1. Introduction

1.1 Thermal energy storage

Thermal energy storages can be divided into three main categories: Sensible Heat, Latent
Heat and Thermochemical energy storages. The di�erent technologies are illustrated
in �gure 1.3. Depending on factors such as the storage scale and the application, an
appropriate storage can be selected.

In Thermochemical thermal energy storages, heat is stored by means of chemical reac-
tions, where synthesis such as steam reforming of methane, adsorption and dissociation
reactions are common mechanisms.

Latent heat storage media undergo phase change and have the advantage of compara-
tively high heat transfer, stable temperature levels and comparatively small storage units
(Tahat et al., 1993). Types of storage media include organic substances such as alcohols,
glycols and inorganic substances such as salts and metal alloys. The substances may be
encapsuled in tubes, spheres or panels for more convenient containment.

Thermal Energy 
Storage

Thermo-
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Dissociation and 

adsorption

Liquid-gas
Adsorption in 

alkaline solution

Gas-gas
Steam-methane 

reforming 
Ammonia 

dissociation.

Thermo-
chemical

Solid-gas
Dissociation and 

adsorption

Liquid-gas
Adsorption in 

alkaline solution

Gas-gas
Steam-methane 

reforming 
Ammonia 

dissociation.

Sensible heat

Solids
Packed- and 
fluidised beds
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Pebbles/rocks
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Concrete

Dual media 
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Solid-liquid
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Eutectics
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Alcohols 

Solid-solid
Salts

Latent Heat

Solid-liquid
Parafins
Water-ice

Salt hydrates
Eutectics

Liquid-gas
Alcohols 

Solid-solid
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Tank storage

Water
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Figure 1.3: Main types of thermal storage types. Adapted from Alva et al. (2017);
Tahat et al. (1993); Singh et al. (2010).

Sensible heat storages utilise storage media that do not undergo phase change when
the storage is charged. The amount of heat that can be stored is governed by the speci�c
heat capacity cp of the storage media and charging and discharging of the storage raises
or lowers the temperature of the storage media. Common types of sensible heat storage
media include rocks, concrete, ceramics, liquid water and molten salts (Alva et al., 2017).
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Thermal energy storage

Active
(Forced convection)

Passive
(Natural convection)

Direct Indirect

Figure 1.4: System opera-
tional modes.

Solid storage media like rocks are arranged in packed beds
and have the advantage of being relatively cheap, mechan-
ically stable, are easy to contain and are readily available
(Singh et al., 2010). These advantages, though, come at the
expense of large required mass �ows of the heat transfer me-
dia, low energy density compared to the other technologies,
inherent self discharge due to higher temperature ranges and
relatively high pressure losses through the storage (Kalaisel-
vam and Parameshwaran, 2014).

Sensible heat storage is a widely researched and mature tech-
nology and is currently the most common in use due to its
relative simple implementation, reliability and an abundance
of cheap storage media (Kalaiselvam and Parameshwaran, 2014; Zanganeh, 2014).

There are generally two methods of charging and discharging of the thermal energy
storage. The heat transfer can be either direct, circulating the heat storage medium
itself, or indirect using a stationary heat storage medium and a secondary heat transfer
medium for charging and discharging of the storage. This is illustrated in �gure 1.4.

The heat transfer in an active system can be either direct or indirect depending on the
storage medium. Here, the storage medium or a secondary heat transfer medium is
circulated with a mechanically driven pump or fan and thus, heat transfer is governed
by forced convection. In contrast, passive systems utilise natural convection to circulate
the heat storage medium for a direct heat transfer or a secondary heat transfer medium
for indirect heat transfer.

The thermal energy storage system considered in this report consists of the Thermal

Energy Storage itself, charge and discharge cycles including fans and heat exchang-
ers and a thermal power cycle for power generation as seen in �gure 1.5.

The system works by charging the thermal energy storage using a separate charging
cycle, either with heat generated from electricity, heat generated from the existing power
plant boiler or a combination of the two, using air as heat transfer media. The storage
can then be discharged, also using air, in a separate discharging cycle. Here, the air is
led through a boiler to generate steam for the power cycle. The cooled air is returned to
the storage and the cycle is repeated.
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Figure 1.5: A proposed TES system consisting of a thermal storage, a charge- and
discharge system and a power cycle.

1.2 State of the art

The majority of research on high-temperature thermal energy storages concern applica-
tions for solar power plants and solar power generation utilising solar energy to drive
a thermodynamic power cycle. Thus, studies for dedicated thermal energy storages or
retro�ts for existing power plants are not numerous. The most common type of heat
storage currently applied is sensible heat storages with mediums such as hot water and
rocks or pebbles for hot or cold storage. Low temperature sensible heat storages often
�nd their use in building applications for air heating or cooling, whereas medium to high
temperature thermal energy storages are currently used mostly for concentrated solar
power applications. The majority of studies focus on small, pilot-scale storages.

Packed bed thermal energy storage

An extensive study carried out by (Zanganeh, 2014) covered a numerical two-phase study
of a high temperature 6.5 MWh pilot scale thermal energy storage. The storage was
shaped as a cone segment utilising rocks as sensible heat storage medium with air as the
charging medium. This was experimentally validated utilising a 42.2 kWhth lab scale
test storage. The physical properties of the numerical model was investigated in the
temperature range of 50-650◦C. Results from a scaled model to a 100 MWhth storage
for a 3 MWth Concentrated Solar Power plant showed that, for a charging temperature
of 640◦C, the discharge temperature remained above 550◦C and the overall e�ciency
reached 89%. The author de�nes this as the a �rst law e�ciency accounting for loss
to surroundings and pump work. A similar scale up to a 7.2 GWhth storage for a 26
MWel CSP plant yielded 92% overall e�ciency with discharge temperatures above 590◦C
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for a charging temperature of 650◦C. The overall e�ciency was de�ned as the charging
e�ciency multiplied by the discharging e�ciency. Further parametric studies of the
storage dimensions, insulation thickness and storage medium particle sizes were carried
out, utilising relations for the storage heat transfer from authors such as Schumann
(1929), pressure loss through the storage from authors such as Ergun and Orning (1949)
and correlations for storage medium convective heat transfer compared for several authors
including Coutier and Farber (1982). Additionally, the stabilising e�ect of the addition
of encapsulted phase change materials to the sensible heat storage was investigated. It
was found that the storage discharge temperature could be held constant at the PCM
melting temperature with 4.4% of the stored energy originating from the PCM.

A similar model and experimental study by Geissbühler et al. (2016) investigated a com-
bined packed bed and latent heat storage utilising capsuled aluminium alloy to stabilise
the drop in the discharge temperature for a conventional sensible heat storage. They
constructed a one-dimensional transient heat transfer model which was validated using
exact solutions and experimental data for a 42 kWhth pilot scale combined storage. The
authors conclude that exergy e�ciencies can be increased and that the material costs can
be reduced when compared to a sensible heat storage for a given discharge temperature.
The PCM postpones the drop in temperature compared to a pure sensible heat storage
and thus, cost is reduced as less sensible heat material is required. The total cost of the
storage was dominated by structural concrete and insulation. They found that exergy
losses were dominated by thermal losses to the surrounding as well as pumping losses.
The simulations showed exergy e�ciencies above 95% as well as costs below 15 dollar
per kWhth.

(Allen, 2010) conducted an extensive study on the application of packed bed thermal
energy storage for solar power applications using air as the charge medium and slag or
rock as the heat storage medium. The author conducted experimental testing on a packed
bed for di�erent rock types thermally cycled between 30◦C to 510◦C to validate existing
equations for pressure loss and heat transfer mechanisms in the storage during cycling.
Additionally, the in�uence of the average size of the rocks, density and speci�c heat
capacity was also investigated. Based on the experimental investigation, it is concluded
that the pressure loss estimation based on Ergun and Orning (1949) under-predicts the
pressure loss for particle Reynolds numbers less than 3500 by as much as 40%. The
pressure loss was found to proportional the air �ow velocity to the power of 1.8 for
particle Reynolds numbers above 500. The e�ectiveness NTU method combined with
correlations for heat transfer was able to predict the temperature pro�les within 15% of
the measured temperatures from conducted experiments.

Hänchen et al. (2011) considers a HT-TES packed rock bed for a CSP application using
air as the charge medium. They constructed a one-dimensional two phase model with
energy equations formulated for combined convection and conduction heat transfer. The
model was used to simulate both charge and discharge cycles. The results obtained
from this model were validated by data obtained from a pilot-scale experimental setup
comprised of a packed bed of crushed magnesium silicate rock at temperatures of 800 K.
They performed a parametric study of the �uid �ow rate, the type of storage material, the
particle diameters and the bed dimensions to investigate the characteristics of the charge-
and discharge cycles, the overall thermal system e�ciency and the cycle capacity ratio
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de�ned as the ratio of the amount of energy currently stored to the theoretical maximum
governed by the temperature of the charge air. They found that, for continuous and under
optimal conditions, the overall e�ciency exceeded 90%. The pumping work constituted
for less than 1% of the stored energy except when operating with very small storage media
particles. The volumetric heat capacity was found to be the most relevant property of
the storage material while thermal conductivity only had a minor e�ect. Lastly, the
authors conclude that the highest e�ciency was achieved with the smallest particle size
investigated of 2 mm with an increased pumping work of almost 2% of the stored energy.

(Mertens et al., 2014) investigated a packed rock bed consisting of quartzite using air as
the secondary heat transfer medium for charging and discharging by creating a mathe-
matical model. The model was then scaled to a semi-industrial 1.5 MWel solar power
plant and optimised to achieve the highest electrical e�ciency during charging and dis-
charging. The storage capacity corresponded to four hours of full load operation. They
conducted a grid dependency study of the numerical solution of the discretised heat
storage and found that, on this scale, a change in grid size from 200 control volumes
to 400 volumes yielded a change in the calculated results of less than one percent. It
was concluded that, when selecting the storage geometry, the compressor work should be
considered to minimise the drop in the overall e�ciency as a result of increased pumping
work. Lowering the charge and discharge air velocity in the storage reduces the pressure
loss. Integrating the TES into the investigated CSP pilot plant, an e�ciency reduction
of 1.4% points could be attributed to the compressor. Some general requirements for op-
timum heat storage implementation include (Medrano et al., 2010; Hauer, 2013; Stiesdal,
2016a):

� E�ciency of the system accounting for losses such as pumping work to overcome
the internal pressure losses, losses in auxiliary components and loss to surroundings
from the thermal energy storage.

� Capacity must be appropriate for the expected loads to utilise as mush of the
storage as possible while saving on material costs.

� Storage period must be considered in relation to the expected cycling period as
well as thermal losses from the storage and inherent self discharge as a function of
time.

� Power relating to charging and discharging which governs how fast the storage can
be either charged or discharged.

� Cost accounting for capital, operating and maintenance costs.

� Life time including stability of the storage materials and resistance to thermal
degradation due to thermal cycling.

Properties of storage materials

Several studies investigating the thermo-physical properties of common natural rock types
exist. Natural rocks are divided into three main categories (Geology.com, 2017):
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Igneous or magmatic rock originating from cooled magma.

Sedimentary or secondary rock originating from sediments of igneous rock, minerals
or organic materials.

Metamorphic rock formed from other rock types subjected to high pressure and tem-
perature leading to a change in structure.

Potential candidates for sensible, high temperature packed bed thermal energy storage
are listed in table 1.1.

Type Cp ρ λ
[J/kg K]

[
kg/m3

]
[W/m K]

Gabbro1) 643± 24(20◦C) 2911± 2.69 2.05± 0.04(173◦C)

Granite2) 892(20◦C) 2750 2.9

Basalt4,6) 920(500◦C) 3000 −
Quartzite1) 623± 12(20◦C) 2618± 1.68 3.37± 0.11(173◦C)

Limestone1) 683± 15(20◦C) 2697± 1.66 2.05± 0.03(173◦C)

EAF slag3) 933(500◦C) 3430 1.34

HT Concrete5) 916(350◦C) 2750 1.0(350◦C)

Castable ceramics5) 866(350◦C) 3500 1.35(350◦C)

Table 1.1: High temperature thermal energy storages from recent studies. 1)(Zanganeh
et al., 2012), 2) (Hahne, 1999-2014), 3)(nigo Ortega-Fernández et al., 2015), 4) (Martin
et al., 2014), 5) (Laing et al., 2006)

Tiskatine et al. (2016) conducted a study on the suitability of di�erent rock types for
high temperature thermal energy storages utilising air as the charge medium. The au-
thors studied the characteristics of rock types such as igneous or magmatic rock and
sedimentary rock such as sandstone. The rocks are cycled between 20◦C and 650◦C. The
chemical and thermophysical parameters in�uencing the rock life time are investigated
as well as the e�ect of thermo-mechanical stress during cycling. They conclude that,
among the investigated rock types, quartzitic sandstone, calcite, quartzite and rhyolite
in particular were most suitable for use in a thermal energy storage. On the contrary,
marble, granite and limestone degraded as a function of thermal cycling.

Based on 125 thermal cycles, Allen (2010) concludes that igneous rock types such as
granite and dolerite are most suitable suitable rock types for high-temperature thermal
storages. Metamorphic rock types such as quartzite was found to fail after only 40 cycles
between 510◦C and room temperature while sedimentary rock types such as sandstone
and shale failed at temperatures of 70 and 200◦C respectively.

Zanganeh (2014) conducted experiments for temperatures up to 600◦C to investigate
thermophysical properties such as the thermal conductivity as a function of temperature,
density and the heat capacity, of di�erent rock types. Additionally, a study on the mean
diameter, particle size distribution and spherity of rocks was conducted.

General requirements and considerations for selection of heat storage medium in the
thermal energy storage include (Alva et al., 2017):
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Figure 1.6: A common igneous rock
type, basalt (Geology.com, 2017).

Figure 1.7: A very common igneous
rock type in Scandinavia, granite (Ge-
ology.com, 2017).

� Speci�c heat capacity

� Density and volume change as a function of temperature

� Thermal conductivity

� Availability and cost of storage material

� Thermal, chemical and mechanical stability

� Corrosivity, toxicity and �ammability.

� Melting point

1.3 Large scale, high-temperature packed bed storages

Heat storage capacities for thermal energy storages are calculated based on assumptions
for constant cp values and a set temperature gradient. They are often speci�ed in terms
of thermal energy or the potential electrical energy including the e�ciency of a power
cycle. A general consensus does not currently exist, since the speci�c capacity of each
storage depends on the operating temperature range, exergy considerations and depth
of discharge and must thus be speci�es for the individual storage application. Zanganeh
(2014) de�ned the storage heat capacity for a gradient from ambient conditions of 20◦C
to the charge temperature while other authors de�ne the capacity from the gradient
between the charge and discharge temperature of the relevant cycle.

Location Geometry rlid [m] rbottom [m] H [m] Rated capacity [MWhth]

Ait Baha, Morocco Cone section 6 5 4 100
Biasca, Switzerland Cone section 2 1.25 4 6.5
Scale up (concept) Cone section 20 16 25 7.2

Table 1.2: High temperature thermal energy storages from recent studies.
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(Zanganeh, 2014) presented storage geometries of pilot plants built in Ait Baha, Morocco,
and a test facility built by Airlight Energy SA in Biasca, Switzerland. These geometries
resemble a cone shaped, underground packed bed as seen in �gures 1.8 and 1.9.

Examples of physical high-temperature thermal energy storages currently in use as well
as a scaled concept can be seen in table 1.2.

These geometries are charged from the top and discharged from the bottom to maintain
a high temperature heat front. When comparing the storage to the requirements stated
in section 1.2, the advantage of this type of storage is lower pressure loss and mechani-
cal stability of the construction and packed bed material due to the cone shaped walls
allowing for thermal expansion of the storage material. The disadvantage of this type is
limitation in the scalability due to structural limitations. This can, though, potentially
be overcome by arranging several storage units in parallel or series, depending on the
desired storage characteristics for the relevant application. Additionally, the inherent
shape of the storage changes the �ow velocity of the charge media.

Figure 1.8: The 6.5 MWh pilot plant
at Biasca Research Facility, Switzer-
land (Zanganeh, 2014).

Figure 1.9: The 100 MWh CSP pilot
plant in Ait Baha, Morocco (Zanganeh,
2014).

Ait Baha
Morocco

Biasca 
Switzerland

Scale up of Ait 
Baha

25m

4m4m

Figure 1.10: Perspective of scaled cone section storages. Adapted from Zanganeh
(2014).
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Stiesdal (2016a) presented a proposal for an elongated above-ground storage as seen in
�gure 1.11. This type of storage can be arranged in a u-shape to allow for the auxiliary
equipment to be located at one central location. Ba�es are placed vertically inside
the storage to avoid thermal leakage due to convection in the axial direction and will
also secure the storage material if the bed at some point needed to be up-scaled. The
advantage of this type of packed bed con�guration would be good scalability, where
additional length can be added to the packed bed for a higher capacity, and a good
thermal front in the storage. A disadvantage of this type is the additional pressure loss,
depending of the �ow velocity and thus charge rate, as a function of the storage axial
length which will require higher pumping work and potentially lower the overall system
e�ciency.

Figure 1.11: Concept for a large scale high-temperature thermal energy storage as
proposed by Stiesdal (2016b).

The scale of the proposed storage solution is 250 m in total length, a height of 10 m and
a width of 45 m with a total bed volume of 175 · 103 m3 with a thermal capacity of 17.5
GWhth for discharge from 600◦C to 200◦C.

From this selection of physical plants currently in use and concepts in development, it
becomes clear that high-temperature packed bed thermal energy storage on a large scale
is still in the development phase and currently only exist conceptually. In perspective,
the thermal capacity of the TES in Ait Baha, which is currently the highest capacity
high temperature packed bed storage in use, and the concept of Stiesdal (2016a) di�er
by a factor of 175.
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1.4 Objectives

Based on the previous literature survey and the current state of high-temperature packed
bed thermal energy storage technology, this report aims to investigate the future prospects
of large scale thermal energy storage. The investigation covers modelling of the thermal
energy storage and it's dynamics, the overall system e�ciencies as well as considerations
of parameters a�ecting the characteristics and properties of the thermal energy storage
and the associated auxiliary system.

"What are the important parameters for e�ciency optimisation of a

Thermal Energy Storage system?"

The overall goals can be divided into several objectives covering the following aspects:

� Identify signi�cant geometric-, hydraulic- and thermophysical parameters for the
Thermal Energy Storage system.

� Determination of the Thermal Energy Storage system important parameters and
their optimum values.

� Investigate the dynamic behaviour of the Thermal Energy Storage system.

� Determination of system �rst- and second law e�ciencies.

� Determination of the Thermal Energy Storage system energy capacity.

Project limitations:

� This investigation is limited to sensible heat Thermal Energy Storage utilising solid
storage material.

� The economics and life time aspect of the Thermal Energy Storage system will not
be considered.

� The project will only be based on results from the models developed as the physical
size of the Thermal Energy Storage system.

� The storage period of the Thermal Energy Storage will not be considered.

12



2. Thermal Energy Storage (TES)

In this chapter the Thermal Energy Storage will be introduced. The packed bed TES
investigated in this study utilises rocks as the storage medium and air as the charging
medium. This technology has been widely investigated for Concentrated Solar Power
(CSP) plant applications. CSP plants utilise the solar irradiation to heat up a �uid to be
used for power generation. A TES can thus be implemented to help distribute the power
generation from the peak sun hours to other times of the day. A schematic of a conically
shaped TES pilot plant constructed in Ait Baha, Morocco Zanganeh (2014) can be seen
in �gure 2.1. This storage has a lid diameter of 12 m and is 4 m deep.

Charge

Discharge

Discharge

Charge

Soil

Roof Lateral 
wall

Bottom 
air 

channel

Top air 
channel

Figure 2.1: A schematic of the 100 MWhth HT-TES geometry for the Ait Baha CSP
plant in Morocco. Adapted from Zanganeh (2014).

The packed bed TES utilises rocks of a speci�c size to provide the required heat capacity
for heat storage while maintaining as low a pressure loss for the charge medium as
possible. For this study two main properties examined are: The heat distribution in the
TES and the pressure loss across the TES. Figure 2.2 shows an illustration of a packed
bed consisting of rocks or pebbles with air as the charge medium.
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Cold air in Hot air out

RocksAir

Figure 2.2: Packed bed with air and rock in discharge mode.

The main advantage of this kind of TES is the ability to have a continuous air outlet
temperature for prolonged periods of time. To achieve this, the packed bed is charged
and discharged from opposite ends of the storage to take advantage of the temperature
gradients in the storage.

As cold discharge air �ows through the rocks in a fully charged bed, heat is transferred
from the rocks to the charge air and the temperature of the air approaches that of the
rocks. The rocks near the discharge inlet of the bed are thus cooled while the rocks at
the outlet remain at a constant temperature as long as air can be heated to the fully
charged rock temperature before it reaches the outlet.

Figure 2.3 shows how a temperature front or pro�le moves through the bed as a function
of the length of the bed and the ratio of the temperature of the rocks Ts to the discharge
temperature T0. During discharge the air inlet is located at L = 0 and the front moves
towards L = 1. When charging the bed with hot air the �ow direction is reversed and
the front moves towards L = 0 again. This means that the TES does not need to be
fully charged before it can be discharged at the same temperature again.

Figure 2.3: Heat front during charging and discharging of the TES.

Similarly to �gure 2.3, �gure 2.3 shows the e�ect of varying rock sizes on the temperature
gradients in the storage. It can be seen that the smaller rocks yield a steeper temperature
gradient allowing for a uniform discharge temperature to be maintained for a longer
period compared to larger rocks. Smaller rock sizes do, however, increase the pressure
loss across the bed and thus a�ect the pumping power required and the total system
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e�ciency.

Increasing the length of the bed will have the same e�ect as decreasing the rock size:
The heat front will be shorter compared to the bed length but the pressure loss would
also increase.

The pressure loss and heat transfer within the storage are thus interconnected and are
both key parameters a�ecting the overall system e�ciency. The storage e�ciency will
be treated later in section 2.2.

Figure 2.4: Rock size a�ect the length of the heat front (Sanderson and Cunningham,
1995).

The following section will describe how the TES is modelled and what thermal transport
phenomena a�ects the TES.
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2.1 HT-TES model

The developed TES model is a transient, one dimensional and two-phase model that is
based on the general Schumann Model (Schumann, 1929). The Schumann model consists
of two coupled Partial Di�erential Equations (PDEs) describing the energy balance of
the �uid- and solid phases of a packed bed in relation to time and the axial distance.
The original Schumann model is further explained in appendix A. The basic Schumann
model is based on the following assumptions:

1. Constant thermal-�uid and solid properties independent of temperature.

2. Steady incompressible �ow.

3. No axial heat conduction or radiation.

4. In�nite radial heat conduction and radiation.

5. No temperature gradient in the solid particles i.e. low Biot number.

Several of the assumptions listed have been accounted for by implementing extra physical
models and properties into the main model:

� Assumption 1 has been accounted for by incorporating thermal properties for air
from the NIST REFPROP libraries and �ts of the rock heat capacity and thermal
conductivity.

� Assumption 2 is accounted for by considering changes in the air density as a func-
tion of temperature and pressure utilising the REFPROP implementations from
assumption 1.

� Assumption 3 is accounted for by introducing an extra term into the model that
takes axial conduction and radiation into account for the solid phase.

� Assumption 4 is not considered in the model as the �ow is assumed to evenly dis-
tributed over the cross-sectional area of the TES resulting in uniform temperature
in the radial coordinate. In reality the loses through the walls will cause some
temperature gradient that the model does not account for.

� Assumption 5 is assumed to be true and thus not taken into account in the model.
The magnitude of the Biot number will, however, be examined under varying con-
ditions.

The model is mainly based on work done by Zanganeh (2014). The �uid and solid
equations are based on an energy balance where the change in energy of either phase is
based on the energy �ow from or to that phase.
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The equation for the �uid phase can be written as:

εV ρf
dhf
dt︸ ︷︷ ︸

Fluid enthalpy change

+ εV ρfvf
dhf
dx︸ ︷︷ ︸

Convection by �ow

= hvolV (Ts − Tf )︸ ︷︷ ︸
�uid-solid phase convection

−
Tf − T∞
Rwall︸ ︷︷ ︸

loss to surroundings

(2.1)

The equation for the solid phase is written as:

(1− ε) ρsV
dus
dt︸ ︷︷ ︸

Solid phase capasity

= − hvolV (Ts − Tf )︸ ︷︷ ︸
�uid-solid phase convection

+

[(
λeffA

dTs
dx

)
n

−
(
λeffA

dTs
dx

)
n−1

]
︸ ︷︷ ︸

axial conduction and radiation

(2.2)

where
ε = Packed bed void fraction [−]
V = Packed bed volume

[
m2
]

∆x = Packed bed length [m]
ρ = Density

[
kg/m3

]
h = Enthalpy [J/kg]
u = Internal Energy [J/kg]
cp = Speci�c heat capacity [J/kg-K]
vf = Interstitial �uid velocity (between rocks) [m/s]
T = Temperature [K]
hvol = Volumetric convective heat transfer coe�cient

[
W/m3-K

]
Rwall = Wall thermal resistance [K/W]
λeff = E�ective conduction coe�cient [W/m-K]
with subscripts
f = Fluid phase
s = Solid phase
∞ = Ambient

The convection by �ow describes the amount of energy added to or removed from the
solid phase by the �ow of air through the TES. The �uid-solid phase convection accounts
for the energy exchange between the �uid and solid phases while the axial conduction and
radiation term accounts for the energy �ow caused by the axial temperature di�erence
in the TES. The loss to the surroundings accounts for the loss of energy through the
surface of the TES walls.

The void fraction in the equations above is de�ned as the ratio of volume not occupied
by the solid particles to the total volume of the packed bed:

ε =
Vvoid
Vtotal

(2.3)
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The interstitial �uid velocity vf is the average velocity of the �uid in the space between
the solid particles de�ned as:

vf =
ṁ

ερfA
(2.4)

The two-phase equations are solved by utilising the method of lines (MOL). The MOL
requires replacement of the spatial derivatives in equations 2.1 and 2.2 with algebraic
equations that approximate the derivatives (Hamdi et al., 2009). This results in the
following expression wherein dhf/dx is approximated by a �rst order backwards di�erence
scheme:

dhf
dx
≈
hf,n − hf,n−1

∆x
+O (∆x) , 1 ≤ n ≤ N (2.5)

where n is the index of the discretised domain and N is the total number of grid points in
the domain. The procedure changes the two PDEs into a set of ODEs that must be solved
for the discretised domain of the TES. The discretisation of the axial distance can be
seen in �gure 2.5 where the storage height is divided into a number of axial grid points.
The TES can be modelled as a conical tank as well as a cylindrical tank by de�ning
the top and bottom radii in the model and calculating the geometrical properties of the
individual grid points accordingly. These geometrical calculations are further explained
in section B.1.

Δx H

r

R

x

r

Figure 2.5: Discretisation of the computational domain.
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The fully discretised equation for the �uid phase thus becomes:

εVnρf,n
dhf,n
dt︸ ︷︷ ︸

Fluid enthalpy change

=
[
(εAρfvfhf )n − (εAρfvfhf )n−1

]
︸ ︷︷ ︸

Convection by �ow

+

hvolVn (Ts,n − Tf,n)︸ ︷︷ ︸
�uid-solid phase convection

+
(Tf,n − T∞)

Rwall︸ ︷︷ ︸
loss to surroundings

(2.6)

Likewise, the discretisation of the solid phase equation becomes:

(1− ε) ρs,nVn
dus,n
dt︸ ︷︷ ︸

Solid phase capasity

=− hvolVn (Ts,n − Tf,n)︸ ︷︷ ︸
Convection by �ow

+

Anλeff,n (Ts,n+1 − Ts,n)−An−1λeff,n−1 (Ts,n − Ts,n−1)
∆x︸ ︷︷ ︸

axial conduction and radiation

(2.7)

where n denotes the grid point. Note that the conduction and radiation term is approx-
imated by a second order central di�erence scheme as opposed the �rst order backwards
di�erence scheme used for the convection by �ow therm.

In order to solve the two equations the boundary- and initial conditions must be de-
�ned. The air inlet temperature Tf,n−1 at the �rst grid layer is thus Tf,0 and de�nes
the temperature of the charge or discharge air as it enters the TES depending on the
the direction of the �ow. The temperature of the air is related the enthalpy through the
REFPROP thermodynamic tables. The boundary condition of the air thus becomes:

hf,0 =

{
hf,charge For the charge phase

hf,discharge For the discharge phase

The boundary conditions for the temperature gradient of the axial conduction and radi-
ation term in equation 2.7 is set to zero. This implies that, for the �rst grid layer, the
gradient becomes:

(Ts,1 − Ts,0)
∆x

= 0

Similarly, at the �nal grid layer, the gradient becomes:

(Ts,N+1 − Ts,N )

∆x
= 0

The initial condition of the �uid and solid phase is based on an initial temperature that
is set for each individual grid point. This means that the initial condition for either
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phase is a vector of N components containing the individual grid layer temperature.
This temperature is then converted into either the respective �uid enthalpy through the
NIST REFPROP libraries or into the corresponding internal energy for the solid phase
through the relations described in section 2.1.2. With the equations modi�ed to be used
with the MOL and the boundaries de�ned the model can be solved using the MOL.

One of the bene�ts of using the MOL is that it allows the use of the integrated ODE
solvers in MATLAB and Simulink to solve the ODEs. The model is solved in Simulink
where each grid point has been represented by a block that incorporates equations 2.6
and 2.7 for the respective grid point. The ode15s solver is used as it have proven to
solve the equations more faster and more stable than other of the build in Simulink
solvers. The ode15s solver have, however, been limited to time steps of 1000 s to keep
the solutions stable as some instabilities have been observed if the solver is allowed to
take huge time steps.

The structure in Simulink is established as shown in �gure 2.6. Each block receives the
necessary property values from the adjacent blocks to solve the �uid and solid phase
equations and outputs the values needed for evaluation of the solution.

Grid point
n-1

Tf,n-1 Tf,n

Ts,n-1

Ts,n

Ts,n

Tf,n+1

Logged variables

pn+1pn

n-1 n

Grid point
n

Tf,n

hf,n-1

Grid point
n+1

Ts,n+1

hf,n

Figure 2.6: Overall Simulink model structure with each grid point represented by a
model block with inputs and outputs to its neighbouring grid points.

The internal structure of each grid point is explained in further detail in appendix B.2.

2.1.1 Charge and discharge modelling

The �ow of air through the TES is modelled in Simulink in a way that only allows for
air �ow to move in one direction. In order to model both the charge and discharge cycle,
the model discretisation is required to change orientation between simulations. This is
illustrated in �gure 2.7 where the �rst grid point during a charge simulation is the roof
and subsequently the �oor during discharge simulation.

20



2.1. HT-TES model Chapter 2. HT-TES

n=1

n=Nn=N

n=1

Charge Discharge

Figure 2.7: Illustration of the geometrical layout of the Simulink model in charge and
discharge mode.

As a consequence of this, modelling of continuous charge-discharge cycles require the
model to be initialised for an initial temperature that represents the initial TES charge
state as well as setting the air inlet boundary condition to the charge temperature. When
the charge phase is complete, the end of the charge phase temperature pro�le through the
TES is saved and used as the initial condition for the discharge phase. This, however,
requires that the vector containing the temperature for the individual grid points is
reversed in order to �t the gradient to allow for the roof grid point of the charge cycle to
become the roof grid point of the discharge cycle. This can also be seen from 2.7 where
the temperature gradient maintains its orientation in relation to the TES while the �ow
changes direction.

In the following section the implementation of the temperature dependent properties
for the �uid and solid phase is explained. This is followed by the modelling of the
major heat transfer mechanisms, convection, conduction and radiation. It covers
the modelling of the heat transfer coe�cient for the �uid-solid phase convection, the
e�ective conduction coe�cient and the overall heat transfer coe�cient accounting for
the loss to the surroundings.

2.1.2 Temperature dependent properties

The thermal properties for both the �uid phase and solid phase have been implemented
to change as a function of temperature. For the �uid phase, all properties are determined
for air by implementing lookup tables generated in Matlab by calls to the NIST REF-
PROP libraries. The air density is determined as a function of temperature and pressure
while enthalpy, heat capacity, dynamic viscosity, thermal conductivity and the Prandtl
number are determined as a function of temperature only. The only downside to the
implementation of variable properties is that each lookup is time consuming and that
the resolution of the individual lookup tables have a signi�cant impact on the simulation
times. Because of this, the resolution of the tables are as low as possible without it

21



TEPE4-1008 Aalborg University

having an e�ect on the results.

For the solid phase, the heat capacity and conductivity have been implemented as a
function of temperature. Both properties have been experimentally determined at lower
temperatures and extrapolated using general methods by Zanganeh (2014). The conduc-
tivity of the rocks can be determined by the Tikhomirov correlation based on the rock
conductivity at 20◦C λ20 as shown in the following equation (Somerton, 1992):

λ (T ) = λ20 −A (T −B) (λ20 − C) for λ20 < 2 W/m−K (2.8)

where A, B and C are constants with the values A = 0.001, B = 293 and C = 1.38.
This relation �ts the tendency of most kinds of rock where the conductivity of the rock
decreases with higher temperature. λ20 varies for di�erent kinds of rock where an average
of 4 W/m-K is used in this investigation. Figure 2.8 shows the Tikhomirov correlation
for the thermal conductivity for di�erent starting conductivities, λ20. As there is only a
small di�erence in the conductivities in the relevant operating area, a value of 4 W/m-K
for the conductivity i.e. the middle of the range, is thus considered reasonable.

Figure 2.8: The Tikhomirov correla-
tion of the rock thermal conductivity
implemented in the model.

Figure 2.9: The Kelly correlation of
the rock heat capacity implemented in
the model.

The heat capacity of the rocks is based on the Kelly correlation (Kelly, 1960) and is
based on the average of 5 di�erent rock types investigated by Zanganeh (2014). The
Kelly correlation is given by:

cs (T ) = A

(
B + CT +

D

T 2

)
(2.9)

where A, B, C and D are constants with the values A = 705, B = 1, C = 6.14 ·10−4 and
D = 1.93 · 104 determined by Zanganeh (2014). The rock heat capacity has been plotted
in �gure 2.9.

In the Simulink model the Kelly correlation for the speci�c heat capacity of the rocks
is implemented as described in appendix C. This implementation is assumed to be the
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cause of a minor error in the model where the energy balance of the TES based on in-
and out�ows does not exactly match the energy stored in the TES after simulation is
complete. The error is in the range of 1.8% to 4% meaning that up to 4% extra energy is
present at the end of a simulation than where added or removed during simulation. As
the error is less than 4% it is accepted and later validation of the model will be used to
determine the accuracy of the model.

The model has been run with constant thermal properties determined at average tem-
peratures and compared to the variable property model with the implemented lookup
tables and �ts shown above. The TES in this simulation is a cylindrical TES with a
radius of 16 meters and the air mass �ow rate is 50 kg/s. The TES is discharged from
full capacity at 873 K down to 473 K. The results of the implementation of temperature
dependent properties can be seen in �gure 2.10.

Figure 2.10: The heat front throughout the storage at 1, 2, 3 and 4 days for constant
and variable properties.

As can be seen from the �gure the heat front becomes much longer when the temperature
dependent properties are implemented. The main reason for this change is that the heat
capacity of the storage material is greater at higher temperatures with variable proper-
ties. This means that more energy has to be removed with variable thermal properties
implemented compared to the constant properties. Another e�ect of the varying thermal
properties is that the air velocity is now a�ected by the temperature which causes a lower
�ow velocity in the colder regions and a higher velocity in the hotter regions. This a�ects
the �uid-solid phase heat transfer and the pressure loss as these are dependent on the
velocity as described in the next section.
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2.1.3 Fluid-solid phase convection

The �uid-solid phase convection term accounts for the convective heat transfer between
the �uid and the solid phase. The main factor is the convective heat transfer coe�cient
which, in this study, is expressed by the volumetric heat transfer coe�cient hvol which is
given by (Coutier and Farber, 1982):

hvol = 700

(
G

dp

)0.76

(2.10)

where G is the mass �ow rate per cross-sectional area
[
kg/m2-s

]
i.e. a mass �ux, also

called the Core mass velocity, and dp is the average solid particle diameter [m]. This
relation is valid in the range of 100 < Rep < 350, for temperatures above 373 K and for
Biot numbers Bi ∼ 0.1. Furthermore, the relation is only valid for particle diameters of
1.8 cm < dp < 3 cm. In this study, the particle Reynolds number Rep will be less than
100 due to the large cross-sectional area of the TES to the mass �ow ratio. Likewise,
the particle diameter will be simulated at diameters larger than 3 cm. Zanganeh (2014)
compared other relations for the convective heat transfer coe�cient by Pfe�er (1964) and
Alanis et al. (1977) concluding that the impact on the �nal model results were negligible.

The Biot number Bi is de�ned as (Barbour et al., 2015):

Bi =
hvoldp
2λpap

(2.11)

where λp is the thermal conductivity of the solid and ap is the surface areal per volume
of the solid

[
m2/m3

]
. The particle Reynolds number is de�ned as:

Rep =
Gdp
µ

(2.12)

where µ is the �uid dynamic viscosity [Pa s].

The Biot number relates the convective heat transfer of the �uid-solid phase to the
conductive heat transfer inside the solid. If the Biot number is su�ciently small (Bi �
1), the temperature gradient of the solid phase can be neglected in the model. If the
Biot number is not su�ciently small the solid phase will not able to either absorb or
transfer energy to- or from the �uid at the same rate as the convective heat transfer
which is not desirable. TES design parameters a�ecting the Biot number should, thus,
be investigated to keep the Biot number su�ciently small.

2.1.4 Axial conduction and radiation

The axial conduction and radiation describes the energy transfer along the axial direction
based on the temperature gradient in the TES. In this study both, the conduction of the
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solid phase along with the radiation will be taken in to account for the axial displacement
of energy.

The radiation for porous media has been investigated by Smith and Kunii (1960) who
conclude that the temperature limit at which thermal radiation becomes a signi�cant
heat transfer mechanism is mainly for temperatures of 755 K and above. Figure 2.11
shows how rocks at temperatures above 600◦C radiates visible light and electromagnetic
radiation (Zanganeh, 2014).

Figure 2.11: Picture taken of rocks at high temperature in the experimental set-up
by Zanganeh (2014).

The e�ective conduction coe�cient λeff used in this study is based on work conducted by
Yagi and Kunii (1957) and Smith and Kunii (1960). The e�ective conduction coe�cient
takes both the axial conduction of the solid particles and the void fraction into account
along with the axial radiation. The e�ective conductivity is given by:

λeff
λf

= ε

(
1 + β

hrvdp
λf

)
+

β (1− ε)
1

1

φ
+
hrsdp
λf

+
λf
λs

(2.13)

where β is the ratio of the average distance between two neighbouring solid particles
and the diameter of the particles. The minimum and maximum values of this ratio is
β = 0.82 for loosely packed beds and β = 1.0 for a tightly packed bed. Here, an average
value of 0.9 is used as the packing is assumed to be between the two extremes. dp is
the solid particle diameter and γ is the ratio of e�ective length of the solid relating to
thermal conduction to solid particle diameter γ = 2/3. ε is the solid emissivity assumed
to be 0.85. φ is the ratio of the e�ective thickness of the �uid �lm, related to the heat
transfer through the �uid �lm adjacent to the solid particles represented by 5 in �gure
2.12. hrv is the void to void radiative heat transfer coe�cient represented by 3 in �gure
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2.12. hrs is the solid surface to solid surface radiative heat transfer coe�cient represented
by 3 in �gure 2.12 (Yagi and Kunii, 1957). The calculation of φ, hrv and hrs is shown is
shown appendix D.1.

1
2

3

4

5

6

Figure 2.12: Mechanisms of heat transfer in a packed bed. 1, conduction through the
solid particles. 2, conduction through the solid particle interfaces. 3, radiation between
solid particles. 4, radiation from void to void. 5, heat transfer through the �uid �lm
adjacent to the solid particles. 6, �uid-solid phase convection. (Adapted fromSmith
and Kunii (1960)).

Conduction and radiation e�ects

The e�ect of implementing the axial conduction into the model can be seen in �gure
2.13. Here, the model has been run for a TES height of 25 m and a radius of 16 m. The
TES is discharged from 873 K with air at 473 K and a mass �ow rate of 50 kg/s. As it
can be seen the implementation of axial conduction and radiation has a small e�ect on
the results. The inclusion of axial conduction and radiation a�ects the length of the heat
front. As heat is transferred form hotter parts of the TES to the colder parts the heat
front becomes longer and the gradient less steep.

The e�ect of the axial conduction is, however, also related to the air mass �ow rate and
the cross sectional area of the storage. A storage with a large heat capacity and a low
charge or discharge rate will be a�ected to a higher degree as the energy transferred by
the �ow becomes smaller compared to the energy transferred axially by conduction and
radiation.
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Figure 2.13: The heat front throughout the storage at 1, 2, 3 and 4 days with and
without axial conduction.

2.1.5 Thermal losses

The thermal losses to the surroundings are accounted for by introducing a loss term into
equation 2.1. The thermal losses are split into the loss through the lateral walls of the
TES, the roof and the �oor of the TES. These losses are treated in di�erent ways but
are all based on the amount of insulation in the respective section. The amount and
type of insulation used in the model is based on an existing TES pilot plant and a scaled
up version proposed by Zanganeh (2014). The model utilises several di�erent types of
insulation materials with di�erent properties. The insulation materials are chosen based
on materials used for the Ait Baha pilot plant and include Ultra High Performance
Concrete (UHPC), Low density Concrete (LDC) and two types of commercially available
insulation, namely Microtherm® and Foamglas®. Furthermore, a layer of soil of 20 cm
is also used in some simulations as part of the the insulation for the walls and �oor. The
base insulation thickness for the di�erent types of insulation and for the relevant sections
of the TES can be seen in table 2.1.

Layer thickness [m]

UHPC LDC Microtherm® Foamglas® Soil

Roof 0.02 0.7 0.6 0.5 0.0
Wall 0.02 1 0.3 0.5 0.2
Floor 0.02 0.48 0 0.4 0.2

Table 2.1: Insulation layers and thickness used to determine the thermal losses in the
TES (Zanganeh, 2014).
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The thermal conductivity of the �ve di�erent materials used throughout this study is
shown in table 2.2.

Thermal conductivity [W/m-K]

UHPC 2
LDC 0.375

Microtherm® 0.025

Foamglas® 0.05
Soil 0.5

Table 2.2: Thermal conductivities for the di�erent materials used in the TES model
(Zanganeh, 2014).

From table 2.2 it can be observed that Microtherm® and Foamglas® provide the insula-
tion of the TES while the two concrete types are not used strictly for insulation purposes
but are part of the structural integrity of the TES.

Model implementation of thermal losses

The losses through the wall, roof and �oor of the TES are implemented di�erently into
the model. The wall loss applies to all grid layers of the model while the �oor and roof
loss is only present at grid point 0 and grid point N . The �rst grid point, grid point 0,
represents the �oor when the model is in discharge mode and the roof when the model is
in charge mode as illustrated in �gure 2.7. The opposite is true for the Nth grid point.

The wall loss is implemented for all grid points as in equation equation 2.1. The wall
thermal resistance Rwall is further explained in appendix D.2.1

The loss through the roof q̇roof is only considered for the roof grid layer. The loss is
implemented in this cell as an extra term in the �uid phase equation resulting in the
following discretised equations for the roof �uid phase grid point:

εVnρf,n
dhf,n
dt︸ ︷︷ ︸

Fluid enthalpy change

=
[
(εAρfvfhf )n − (εAρfvfhf )n−1

]
︸ ︷︷ ︸

Convection by �ow

+

hvolVn (Ts,n − Tf,n)︸ ︷︷ ︸
�uid-solid phase convection

−
(Tf,n − T∞)

Rwall︸ ︷︷ ︸
loss to surroundings

− q̇roof︸︷︷︸
roof loss

(2.14)

where n = 1 for a charge simulation and n = N for a discharge simulation. The detailed
calculation of q̇roof is described in appendix D.2.2. The loss for the �oor is similarly
shown in the discretised equation of the �uid-phase �oor grid point.
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εVnρf,n
dhf,n
dt︸ ︷︷ ︸

Fluid enthalpy change

=
[
(εAρfvfhf )n − (εAρfvfhf )n−1

]
︸ ︷︷ ︸

Convection by �ow

+

hvolVn (Ts,n − Tf,n)︸ ︷︷ ︸
�uid-solid phase convection

−
(Tf,n − T∞)

Rwall︸ ︷︷ ︸
loss to surroundings

−
(Tf,n − T∞)

Rfloor︸ ︷︷ ︸
�oor loss

(2.15)

where n = N for in a charge simulation and n = 1 for a discharge simulation according
to �gure 2.7 Rfloor is explained in further detail in appendix D.2.3.

2.1.6 Pressure loss

The pressure loss through the TES is of key importance when considering the losses
associated with pumping of air through the rock bed. The pressure loss is calculated
at each grid point in the model utilising the empirical Ergun equation developed for
determining pressure losses through packed beds (Ergun and Orning, 1949):

∆p =
∆xG2

f,n

ρf,ndp

A (1− ε)2

ε3Ψ

µf,n
Gf,ndp︸ ︷︷ ︸

viscous

+B
1− ε
ε3Ψ︸ ︷︷ ︸
kinetic

+ ρfg∆x
∆T

Tf,n︸ ︷︷ ︸
buoyancy

(2.16)

where Ψ is the sphericity of the rocks in the TES, assumed to be 0.6. ∆T is the temper-
ature di�erence across the grid layer and g is the gravitational constant. The equation is
composed of two terms that accounts for the viscous and inertial losses of the �ow. The
Ergun equation is modi�ed with a buoyancy term to account for the pressure loss caused
by the temperature di�erence in the TES as proposed by Andersen (2003). Furthermore,
the Ergun equation is modi�ed with constants A = 217 and B = 1.83 which improves the
accuracy of the pressure loss for randomly shaped particles (Macdonald et al., 1979).

2.2 TES e�ciency

In this section, the energy- (�rst law) and exergy (second law) e�ciencies will be used
to evaluate the performance of a given TES along with the fraction of energy lost to the
surroundings and the fraction of energy used to power the fan that pumps the air through
the TES. These are de�ned in order to calculate the e�ciencies and loss fractions for a
charge-discharge cycle i.e. a simulated charge period followed by a simulated discharge
period.

Exergy is de�ned as the quality of energy or the energy available to do useful work. This
follows from the second law of thermodynamics stating that the quality of some amount
of energy used to drive a process is reduced when work is performed. Thus, the entropy
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increases while the exergy decreases. This is linked to the inherent irreversibilities of all
real processes.

Traditional ways of evaluating e�ciencies are based on energy e�ciency. Being highly
temperature dependent, the Thermal Energy Storage depends not only on the quantity
of energy but also the quality of the energy transferred to and from the storage. Evalu-
ating the TES e�ciency based solely on the energy e�ciency can be misleading because
the �rst law energy e�ciency considers all transferred thermal energy equally. The ex-
ergy e�ciency takes into account the quality and thus the temperature of the thermal
energy when evaluating the TES e�ciency. Because generation of useful steam for power
generation generally requires higher temperatures, the exergy- or second law e�ciency is
a convenient method for e�ciency evaluation and TES comparison when linked with a
traditional energy- or �rst law analysis (Dincer and Rosen, 2010).

Krane (1987) discusses the importance of exergy considerations in relation to Thermal
Energy Storage and concludes that the purpose of a TES is not store energy alone but
exergy i.e. thermodynamic availability. The author also underlines the importance of the
consideration of not only the storage itself but any associated auxiliary equipment such
as charge and discharge cycles.

The energy or First Law e�ciency for a steady state system is often de�ned as (Dincer
and Rosen, 2010):

η =
Energy in product outputs

Energy in inputs
(2.17)

The energy e�ciency describes the total amount of energy extracted by the TES system
in the form of electricity and/or heat.

The exergy or Second Law e�ciency is de�ned as (Dincer and Rosen, 2010):

ψ =
Exergy in product outputs

Exergy in inputs
(2.18)

The exergy e�ciency ψ thus describes the usefulness of the energy extracted from the
TES system in the form of electricity and/or heat.

First law e�ciency

The overall charge-discharge cycle �rst law or energy e�ciency of the TES can be ex-
pressed by re-writing equation 2.17 as (Rezaie et al., 2012)

ηcycle =
Erecovered − Efan,discharge

Einput + Efan,charge
(2.19)

where Erecovered is the amount of energy recovered during the discharge period, given
in equation E.1, and Einput is the energy added to the TES during a charge period.
Efan,charge is the fan power required over the charge period to power the fan based on
the fan power Epump = V̇∆p. This is done assuming that the �ow is incompressible and
taking assuming an electric e�ciency of the fan to be 95%. Efan,discharge is the amount of
thermal energy the TES has to provide for the Rankine-cycle in order for the fan to run
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of the electricity generated by the Rankine-cycle. This means that the thermal e�ciency
of the Rankine-cycle has to be taken into account. From section 3.1.2, an average of 35%
is used.

Due to this de�nition, the required fan power during the discharge period will originate
from the Rankine power cycle and thus lower the discharge e�ciency compared to the
charge period because the electricity required for pumping during the charge period will
be provided by the electrical grid. The equations for Erecovered, Efan,discharge, Einput and
Efan,charge are found in appendix E

Second law e�ciency

The second law or exergy e�ciency is expressed using enthalpies while the overall exergy
e�ciency is expressed in the same manner as the energy e�ciency(Rezaie et al., 2012)

ψcycle =
Exrecovered − Exfan,discharge
Exinput + Exfan,charge

(2.20)

where Exinput is the exergy input during a charge period and Exrecovered is the exergy re-
covered during a discharge period. Exfan,discharge and Exfan,charge is the exergy required
during discharge and charge respectively and is subject to the same assumptions made for
equation 2.19. The equations for Exinput, Exrecovered, Exfan,discharge and Exfan,charge
can be found in appendix E.

Loss fractions

The energy lost to the surroundings and the energy used to drive the fan during the
charge and discharge periods is measured relative to the amount of energy added to the
system over a charge-discharge cycle. The fraction of energy used to drive the fan ffan
is calculated as (Zanganeh, 2014):

ffan =
Efan,charge + Efan,discharge

Erecovered
(2.21)

The loss fraction of the thermal loss through the TES surfaces is calculated as (Zanganeh,
2014):

fthermal =
EFloor loss,cycle + Ewall loss,cycle + Eroof loss,cycle

Erecovered
(2.22)

where EFloor loss,cycle, Ewall loss,cycle and Eroof loss,cycle are the thermal losses through the
�oor, wall and roof of the TES respectively.

2.3 Model validation

In this section the model will be validated in two di�erent ways: Firstly, a grid inde-
pendence study is carried out in order to ensure that the resolution of the discretised
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TES domain is high enough to prevent the grid resolution to have an e�ect on the model
results. Secondly, the model will be compared to simulations performed by Zanganeh
(2014) to determine if the model performs similarly to the theory on which it is based.

2.3.1 Grid independence study

In order to determine number of grid points necessary for a grid independent solution,
the model has been run at 100, 200, 400 and 800 grid points for a cylindrical TES with
a height of 26 meters and a radius of 16 meters based on the up-scaled 7.2 GWh conical
TES as presented by Zanganeh (2014). The simulation is carried out for a fully charged
TES at 873 K that is discharged using air at an inlet temperature of 473 K and a mass
�ow rate of 133 kg/s. The simulation is run for 2 days at which point the air temperature
at the outlet begins to decrease under these conditions. The loss to the surroundings
has been omitted in this simulation as the convection of the �ow is the major property
that a�ects the amount of grid points needed. Figure 2.14 shows the results of the four
di�erent numbers of grid points at 0.5, 1, 1.5 and 2 days of discharge.

Figure 2.14: The heat front throughout the storage at 0.5, 1, 1.5 and 2 days for 100,
200, 400 and 800 grid points.

As can be seen from �gure 2.14, the overall di�erence in number of grid points is not
signi�cant. The di�erence between 800 and 400 grid points is almost negligible and 400
grid points provides su�cient accuracy for further studies. Furthermore, computation
times are signi�cantly lower at 400 grid points compared to 800 grid points. In the
following section, results generated by the developed model will be compared to model
results obtained by Zanganeh (2014) from a model similarly based on 400 grid points.

32



2.3. Model validation Chapter 2. HT-TES

2.3.2 Validation

In order to validate the developed model, the results are compared to results obtained by
Zanganeh (2014). In order to do this, one of the studies conducted by Zanganeh (2014)
is replicated. As the model is originally created for a CSP plant, the TES is used to
store energy every day during the sunny hours and discharged during the night. For this,
Zanganeh (2014) conducted a study where in the model is cycled through 30 days with
8 hours of charging followed by 16 hours of discharging. This means that the model will
have to simulate 30 continuous days in alternating charge and discharge mode. Because
even small di�erences in the modelling results will accumulate over longer simulation
times, the chosen case is ideal for model validation.

Figure 2.15: Result of the cyclic model over 30 days from the simulation conducted
with the model build for this study and data from Zanganeh (2014).

The model is run with parameters similar to those of the up-scaled, conical 7.2 GWh
TES investigated by Zanganeh (2014) with a height of 25 meters, a bottom radius of 16
meters and a top radius of 20 meters. The TES is charged from 423 K to 923 K with an
air �ow rate of 133 kg/s and discharged with air at 423 K with an air �ow rate of 66 kg/s.
The insulation materials used in the simulation are identical to the TES investigated by
Zanganeh (2014). The insulation is composed of four di�erent materials and the walls
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the roof and the �oor insulation thicknesses are modelled as as listed in 2.1.

Figure 2.15 shows the results at charge-discharge cycles 1, 10, 20 and 30 as results from
identical points are provided by Zanganeh (2014).

The comparison reveals that the charge behaviour of the two models deviate slightly. The
discharge behaviours do, however, �t well when plotted side by side. One explanation of
the deviations could be partly explained by errors in the capturing of data from Zanganeh
(2014), which has been performed manually from plots using data capturing software to
obtain data points for validation and might, therefore, be prone to some uncertainties.

From the model result comparisons, it was observed that the heat front gradient of the
modelled TES after each charge cycle is steeper compared to the original model developed
by Zanganeh (2014). The following discharge cycle, though, seems to capture the same
heat distribution as the original model. A reason for the di�erence in the models could
be explained by an error in the implementation of the speci�c heat capacity of the rocks.
Despite this, 30 consecutive runs of the model does not seem to result in any accumulative
error. Overall, the di�erences between the models are reasonably small and as the �nal
outlet temperatures are identical within a small margin as described above, the model is
considered validated for further studies of the TES behaviour.

2.4 TES model conclusion

This concludes the description of the TES model. The model is based on the original
packed bed Schumann model and modi�ed to address several assumptions of the original
Schumann model. The implementation of temperature dependent properties causes the
largest di�erence compared to constant thermal properties for the �uid and solid phases
while the implementation of axial conduction and radiation have a minor e�ect on the
heat front. Both the temperature dependent thermal properties and the conduction and
radiation do, however, contribute to creating a longer heat front with a smaller gradient
that will have a negative e�ect on the overall TES performance. The model has been
validated using data obtained from a similar model developed by Zanganeh (2014) for 30
thermal cycles. The model is considered validated despite small deviations in the charge
cycle temperature pro�les of the compared models.
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The auxiliary system in this investigation covers the discharge cycle of the TES as well as
the steam Rankine cycle that produces power from heat delivered by the discharge cycle.
The auxiliary system is highlighted in �gure 3.1. The connection between the charge
cycle and the steam Rankine cycle is the charge air boiler used for steam generation.
The pressure loss trough this boiler is a key factor in determining the overall e�ciency
of the combined TES system e�ciency.

The total heat exchanger area must be known in order to determine the pressure loss.
This, in turn, along with the Rankine cycle power output, is then used to determine
the overall TES system e�ciency. Two steam Rankine cycle (SRC) con�gurations are
modelled in this investigation: a single- and a dual pressure con�guration. A brief
parametric study of the single pressure cycle is conducted to investigate the general
tendencies of parameters such as the thermal e�ciency and shaft work of the cycle.
The general Rankine cycle model inputs and constraints are presented for later cycle
optimisation.

Charge 
cycle

Rankine cycle

Discharge 
cycle

TES

Figure 3.1: The TES system with the relevant parts of the auxiliary system highlighted
in red.

The modelling of the discharge cycle is presented next, which covers the calculation of
the pressure loss across the boiler. The pressure loss is investigated as a function of
the number of boiler tubes, for various tube con�gurations i.e. pitch ratios as well as
for varying dimensions of the boiler casing. For evaluation of the investigated boiler
con�gurations, the e�ciency index is utilised to account for the ratio of heat transfer to
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pressure loss through the boiler, the two most prominent properties of heat exchanger
performance. The treatment of charge and discharge air fans will be limited to practical
considerations in the end of this report and, thus, modelling of these is not considered
beyond calculation of the necessary pumping power.

Note that the charge cycle is not treated in detail in this investigation. Instead, the
charge e�ciency of the electrical heater is set to 100% assuming that all the electrical
energy is converted to useful heat. The fan e�ciencies for both the charge and discharge
air cycles are set to 95%.

3.1 Steam Rankine cycle

The Steam Rankine cycle (SRC) is currently one of the most common power cycles for
electricity generation. It works on the principle of condensation and evaporation of water.
Depending the operating pressure the cycle can work in the sub-critical-, supercritical-
and ultra super-critical range with cycle pressures ranging from approximately 50 bar to
above 300 bar(Burmeister & Wain, 2016). The system consists of four general compo-
nents: a feed water pump, a boiler, a steam turbine and a condenser. In a real system,
several other components such as valves and steam drums will also be present.

In the following, modelling, parametric studies and optimisation of a simple Single Pres-
sure (SP) and a Dual Pressure (DP) Rankine cycle is presented.

From �gure 3.4 and 3.2, the operation of the general single pressure Rankine cycle can
be described by from the following points:

� Point 1 to point 2 describes an adiabatic compression by the feed water pump to the
operational pressure. The points are located relatively close because the isobaric
lines are closely spaced due to the incompressibility of a sub-cooled liquid.

� Point 2 to 3 describes an, ideally, isobaric heating of the water to the saturation
temperature at the speci�c pressure.

� Point 3 to 4 describes isothermal and, ideally, isobaric evaporation of the water
until a saturated state is reached in point 4.

� From point 4 to 5, the steam undergoes super heating under isobaric conditions.

� From point 5 to 6, the steam undergoes adiabatic expansion down to the condenser
pressure, in most practical cases reaching a point below the saturation curve. In the
process, the energy is extracted and converted to mechanical energy in the steam
turbine.

� From point 6 to 1, the saturated vapour is condensed under essentially isobaric and
isothermal conditions and the cycle repeats.
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Figure 3.2: A T-s diagram for a simple single pressure steam rankine cycle.

3.1.1 Rankine cycle modelling

The Rankine cycles are modelled using Engineering Equation Solver based on general
equations for energy- and mass balances. The heat exchanger areas are treated as free
parameters and can be treated as the inputs to the boiler pressure loss model developed
in section 3.2.

Energy balances for each component are found from a combination of thermophysical
properties such as temperature, pressure and enthalpies. The general heat balances for
the Rankine cycle components are de�ned according to:

Q̇ = ṁ ·∆h (3.1)

where ṁ is the mass �ow rate of the relevant stream and ∆h is the di�erence in enthalpies
for the in- and output of the relevant component. The EES model calculates the heat
exchanger areas based on the amount of heat extracted as well as the set logarithmic
temperature di�erences:

Q̇ = UA∆TLMTD (3.2)

where U is the overall heat transfer coe�cients chosen based on typical values the re-
spective heat exchangers, A is the heat transfer areas. TLMTD is the logarithmic mean
temperature di�erence which, for a counter-current heat exchanger, is de�ned as:
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TLMTD =
(Thot,in − Tcold,out)− (Thot,out − Tcold,in)

ln

(
(Thot,in−Tcold,out)
(Thot,out−Tcold,in)

) (3.3)

The heat that can be extracted from the discharge air is governed by the charge air
mass �ow and temperature, pinch temperatures in the heat exchangers and the desired
steam pressure and temperature. The desired steam temperature must not exceed the
saturation pressure for the desired steam pressure. The mass �ow of steam generated
is governed by the desired steam pressure for the turbine with lower pressures yielding
more steam at a lower quality.

The pump work is calculated as:

Wpump = ∆p · V̇ · ηpump (3.4)

where ∆p is the total pressure di�erence across the pump, V̇ is the volumetric �ow rate
and ηpump is the pump e�ciency which is assumed to be 0.8.

The isentropic steam turbine e�ciency is described by the following equation:

ηs =
h1 − h2a
h1 − h2s

(3.5)

where the enthalpies correspond to �gure 3.3 and ηs is the turbine e�ciency assumed to
be 0.8. The equation is used to determine the entropy at the turbine exit in order to
determine the actual turbine work.

P1

P2

Isentropic 
expansion

Actual 
expansion

h

h2

s1=s2s s2a

h2s

s

Wa

Ws

h1

Figure 3.3: The ideal, isentropic expansion in a steam turbine and the real actual,
irreversible expansion process.

The thermal energy e�ciency or �rst law e�ciency of the steam Rankine cycle is de�ned
as the ratio of work extracted by the steam turbine to the heat absorbed by the heat
exchangers:

ηth =
Wnet

Qin
=
Wturb −Wpump

Qin
(3.6)
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The exergy- or second law e�ciency of the steam Rankine cycle is de�ned as the ratio of
the reversible (Carnot) e�ciency of the cycle to the thermal e�ciency as follows (Cengel
and Boles, 2015):

ψ =
ηrev
ηth

(3.7)

The general reversible or Carnot e�ciency is de�ned as:

ηrev =
Tcond,in
Tcharge,in

(3.8)

where Tcond,in is the cooling water temperature in the condenser, the heat sink, and
Tcharge,in is the charge air temperature i.e. the inlet temperature to the boiler, the heat
source. The exergy e�ciency thus describes the ratio of thermodynamic potential which
is utilised by the power cycle.

The steam turbine is dependent on a constant condenser pressure as well as inlet pa-
rameters such as the desired inlet steam pressure and temperature as well as the turbine
e�ciencies. In the current models, pressure loss on both the tube and shell side of the
heat exchangers are neglected for simplicity.

There are several adjustable parameters to increase the turbine work. Some of these
include:

� Desired steam temperature and pressure, Tsteam and Psteam.

� Condenser temperature and pressure, Tcond and Pcond. These parameters are gov-
erned by the available cooling options at the installation site of the plant.

� Charge air temperature and mass �ow rate, Tcharge and ṁcharge.

� The pinch temperatures between the charge air stream and steam, Tpinch.

Two basic con�gurations of the steam Rankine cycle are modelled in this investigation: a
Single Pressure- and a Dual Pressure steam Rankine cycle as presented in the following.

3.1.2 Single pressure steam Rankine cycle

The single pressure Rankine cycle is the simplest steam power cycle and is modelled in
order to investigate the tendencies and e�ects of adjusting parameters such as the cycle
pressure. In practice, a real steam Rankine cycle for electricity production produces
steam at several pressure levels fed to individual turbine stages. The cycle pressure
governs the saturation temperature of the cycle and thus has a critical role in controlling
the average heat transfer to the cycle.
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Figure 3.4: A Single Pressure steam rankine cycle.

To investigate the general behaviour of the Singe Pressure cycle including the behaviour
of the turbine shaft workWshaft, the heat exchanger areas Atot and the thermal e�ciency
ηth, these are plotted as a function of the cycle pressure.

The shaft work as a function of the cycle pressure can be seen in �gure 3.5. It can be
observed that the shaft work increases rapidly up to a cycle pressure of approximately
50 bar where after the increase in turbine shaft work diminishes for pressures up to
approximately 150 bar. Past this cycle pressure, the shaft work increases rapidly again
as the cycle pressure approaches critical conditions of 220 bar. The increase in shaft
work, though, comes at the cost of a large increase in the heat exchanger areas. This
is illustrated in �gure 3.7 which shows the shaft work to heat exchanger area ratio as
a function of the cycle pressure. Although pressure losses are neglected in the SRC
modelling, the pressure loss will increase as a function of the heat exchanger areas at the
air and steam sides. As a consequence, the pressure loss in a real system on the steam
side of the heat exchangers will require more pumping work to reach the desired steam
pressures leading to a decrease in the overall Rankine system e�ciency. The pressure loss
on the air side of the heat exchangers will, similarly, have a direct e�ect on the required
pumping work of the charge air fans for the thermal energy storage lowering the overall
TES e�ciency even further.

The Rankine cycle thermal e�ciency can be seen in �gure 3.6. It can be observed that
the thermal Rankine cycle e�ciency increases as a function of the cycle pressure. Past
approximately 100 bar, the gains in thermal e�ciency diminishes with increasing cycle
pressures.

In �gure 3.7, the turbine shaft work to the total heat exchanger area can be seen as a
function of the cycle pressure. Since the overall TES system e�ciency depends on the
pumping work to overcome the pressure loss through the steam Rankine cycle boiler on
the air side as well as the produced work by the Rankine cycle, this relationship is a con-
venient way to express the coupled storage and Rankine cycle performance. It becomes
clear that an optimum for this relationship exists near a cycle pressure of approximately
40 bar. This will be covered in greater detail in section 5.

The total absorbed heat Q to the total heat exchanger area A can be seen in �gure
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Figure 3.5: The turbine shaft work as
a function of the cycle pressure.

Figure 3.6: The thermal e�ciency as
a function of the cycle pressure.

Figure 3.7: The ratio of shaft work
to the total heat exchanger area as a
function of the cycle pressure.

Figure 3.8: The ratio of total ab-
sorbed heat to the total heat exchanger
area as a function of the cycle pressure.

3.8. When approaching the critical value of the cycle pressure, a sharp decrease in the
absorbed heat-to-area ratio can be observed as the heat exchanger area increases.

3.1.3 Dual pressure steam Rankine cycle

The dual pressure steam Rankine cycle is divided into a low pressure (LP) and a high
pressure (HP) cycle with a dual stage steam turbine, one for each cycle. The dual pressure
steam Rankine cycle is illustrated in �gure 3.9.
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Figure 3.9: Dual pressure Rankine cycle.

The general tendencies are similar to those observed for the single pressure cycle and,
thus, plots are not shown for this cycle.

The dual pressure SRC has the potential of a higher power output and higher exer-
gic e�ciency than the single pressure cycle due to its ability to utilise heat of a lower
temperature and thus lower quality.

The potential advantage of the dual pressure cycle lies in the increase in the average
temperature at which heat is being transferred from the air stream compared to the
single pressure system by utilising the lower quality heat in the low pressure cycle.

3.1.4 Steam Rankine cycle optimisation

The general goal of a Rankine cycle optimisation is to maximise temperature at which
heat is absorbed in the cycle and minimising the temperature at which is rejected from
the cycle in the condenser. In this way, the the amount of heat available for useful work
will be maximised.

Utilising the in-built optimisation function min/max in EES, the optimum cycle pressure
in relation to selected parameters can be found. This in-built function uses utilises the
Golden section method for one free variable and the Conjugate gradient method for two
or more free variables.

The single pressure cycle is optimised using one free parameter, the cycle pressure, while
the dual pressure cycle is optimised for two free parameters, the HP and LP cycle pres-
sures.

The parameters for which the cycles are optimised include:

� The thermal e�ciency of the Rankine cycle ηth.

� The total shaft work Wtot.

� The heat exchanger area in relation to shaft work Wshaft/Atot.
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The General input parameters to the models as well as optimisation constraints are
shown below in table 3.1. The discharge air properties are based on values obtained
from modelling of the TES in section 4.1 for a discharge rate of 100 MW and 200 MW
respectively, which will be covered in separate optimisation cases.

Discharge air properties Value

Temperature, in 873 K
Temperature, out 373 K and 473 K
Mass �ow rate 221.2 kg/s and 442.4 kg/s

General cycle properties

Condenser water inlet temperature [K] 381
Condenser water outlet temperature[K] 388
Condenser pressure [bar] 0.03
Evaporator and pre-heater pinch temperatures [K] 10
Turbine and pump e�ciencies [-] 0.8

General cycle constraints

Maximum super heating temperature* [K] 813
Maximum steam pressure* [bar] 140
Turbine exit moisture content [-] (Haywood, 1975) 0.85

Additional DP cycle constraints

LP superheat temperature 2 K above Tsat,LP
Minimum LP cycle pressure Psat at Tout + 40K

(≈ 3.6 bar at Tout = 373 K)
(≈ 33 bar at Tout = 473 K)

Overall heat transfer coe�cients

Super heater [W/m2-K] 72
Evaporator [W/m2-K] 80
Economiser [W/m2-K] 34
Condenser [W/m2-K] 3000

Table 3.1: Resulting parameters from the Dual Pressure Rankine cycle optimisation.
*Based on Siemens 65 MW ST-400 steam turbine (Siemens AG, 2014).

The results and conclusions obtained from the optimisation can be found in section 5.

3.2 Heat exchanger dimensions

In order to determine the pressure loss across the heat exchanger, the overall dimensions
and tube arrangement must be determined. This is done by calculating the amount of
tube rows and number of tubes per row based on the heat exchanger casing width.

The boiler tubes used for in this investigation are helically welded serrated �n tubes from
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ESCOA (1979) as traditionally used in heat recovery boilers, air heaters etc that can be
seen 3.10.

The dimensions of the �nned tubes and other variables and constants associated with the
�nned tubes can be found in appendix F and the tubes are arranged as shown in �gure
3.11. By assuming a square casing/channel with a certain width to height ratio and
varying transverse pitches, the number of tubes per row are determined. The number of
rows in the longitudinal direction needed to reach the desired surface area, determined
by the Rankine-cycle model, is then calculated based on dimensions of the channel and
the pitches of the boiler tubes.

Figure 3.10: The serrated �n tube
used for the heat exchanger.

P
t

Pl

Flow

1 2Nr

Figure 3.11: Arrangement of the
tubes in the heat exchanger (Adapted
from ESCOA (1979)).

3.2.1 E�ciency index

In order to choose a optimal heat exchanger layout that accounts for both the pressure
loss and the heat transfer, the e�ciency index is calculated for a range of channel widths
and transverse tube pitches. The e�ciency index is a measure of the heat transfer
e�ciency and the static pressure recovery and is calculated as the ratio of the average
Nusselt number to the pressure loss coe�cient by (Lu et al., 2013):

E�ciency Index =
Nu

Kg
(3.9)

where Kg is the pressure loss coe�cient and Nu is the average Nusselt number. The
average Nusselt number Nu is given by:

Nuhe =
heffdo
λair

(3.10)
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where he� is the e�ective heat transfer coe�cient for the heat exchanger [ W/m2-K ]
which is based on empirical relations described in appendix F.1.1 (ESCOA, 1979). do is
the tube outer diameter [m] and λair is the thermal conductivity on the air side of the
tubes [W/m-K]. The pressure loss coe�cient Kg is given by:

Kg =
∆p

1/2ρairv2air
(3.11)

where the numerator ∆p describes the static pressure di�erence across the heat ex-
changer, which based on empirical relations as described in F.1.2. The denominator
describes the dynamic pressure based on ρair, the air density outside the tubes and vair,
the air mean velocity in the �ow channel.

The results of the heat exchanger parametric study are presented in section 5.1.
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4. TES Parametric study

In this chapter, the behaviour of the TES will be examined by conducting a parametric
study. The developed TES model will be subjected to di�erent operating conditions by
varying selected parameters. By doing this, the governing parameters for the overall
TES e�ciency can be identi�ed based on characteristics such as pressure- and thermal
losses of the TES. In this parametric study, only the TES parameters are treated. This
means that the auxiliary system is not taken into account other than the pump power
needed to charge and discharge the TES. A parametric study of the auxiliary system is
presented in a later section. The overall pressure loss of the TES does not include the
Rankine cycle heat exchanger pressure loss, as this will be examined in a later section.

The TES parametric study will include an investigation on the following parameters:

� Storage shape: Existing thermal energy storages like the pilot plant in Ait Baha
are conically shaped. The model is used to compare the conical shape of the already
existing TES to a simpler cylindrical shape to investigate the di�erence in the TES
characteristics.

� Rock diameter: The diameter of the rocks a�ects the shape of the heat front and
the pressure loss though the TES.

� Charge-discharge rate: The air �ow rate through the TES determines how fast
the TES can be charged or discharged but also a�ects the pressure loss through
the TES.

� Insulation thickness: A larger thickness of the insulation material reduces the
thermal losses but increases the cost of a thermal energy storage. Large scale
storages will bene�t from a high volume to surface ratio which might diminish the
bene�ts of large amounts of insulation.

� TES dimensions: Stiesdal (2016b) suggests a long, horizontal TES that will
increase the available capacity of the TES compared to shorter, vertical storages
with the same volume. This will, however, have a negative e�ect on the TES
pressure loss and, thus, the overall e�ciency.
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The dimensions of the 175,000 m3 TES used in the parametric study can be seen in �gure
4.1 and it illustrates the 25 m high TES with a diameter of almors 100 m.

175,000 m3
25 m

98.38 m

Figure 4.1: Illustration of the dimensions of a TES with a volume of 175,000 m3.

4.1 Conical and cylindrical TES

The existing TES in Ait Baha, Morocco, and Biasca, Switzerland, are both conical in
shape due to the bene�t of higher structural support allowing for thermal expansion of
the storage material. Besides this bene�t, the conical shape have a positive e�ect on
many other of the TES parameters. As the heat is stored in the upper part of the TES,
the conical TES will have a larger volume to surface ratio in the hotter regions of the
TES which reduces the the thermal losses to the surroundings.

Another bene�t of the conical structure is the inherent compensation for the higher air
velocities in the hot upper region of the TES with the larger cross sectional area in this
region. This e�ectively reduces the pressure loss in this part of the TES. In the lower
part of the conical TES the cross-sectional area is smaller compared to a cylindrical TES
while the temperature is correspondingly lower in this region. This results in a lower air
velocity than in the upper parts of the TES. The e�ects of the conical shape versus a
simple cylindrical shape on the heat distribution, pressure loss and heat loss are examined
in this section.

The detailed parameters used in the model for the study of the conical and cylindrical
TES are shown in table 4.1.
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Geometric parameters
Volume

[
m3
]

175,000
Shape Cone Cylinder
Top radius [m] 49.19 47.2
Bottom radius [m] 45.19 47.2
Height [m] 25

Charge parameters
ṁair [kg/s] 221.2
Charge temperature [K] 873
Thermal charge rate [MWth] 100
Charge time [days] 7.48

Discharge parameters
ṁair [kg/s] 221.2
Discharge temperature [K] 473
Thermal discharge rate [MWth] 100
Discharge time [days] 7.48

Table 4.1: Parameters for the four di�erent TES con�gurations used to compare a
conical TES to a cylindrical TES.

The model is simulated from an initial state with the TES discharged to 25% capacity.
This state is shown in �gure 4.2 for both the conical and the cylindrical TES. From the
�gure it can be seen that the heat front in the conical TES is steeper than the heat front
in the cylindrical TES. This small di�erence occurs because more energy is stored in
the upper part of the conical TES volume compared to the cylindrical TES wherein the
energy is distributed further down in the TES.

Figure 4.2: Initial capacity of 25% for the conical TES (red line) and the cylindrical
TES (blue line) that is used as basis for all simulations in the parametric study.
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Form the initial state the charge phase will be simulated followed by the discharge phase.
The charge and discharge parameters in table 4.1 correspond to 50% of the TES capacity
being added through charge or removed through discharge i.e. the TES will be charged
from 25% capacity to 75% capacity and discharged back to 25% capacity during a full
charge/discharge cycle. When the cycle is complete, the cycle e�ciencies and loss frac-
tions can then be determined. Before this can be performed, though, the temperature
pro�les and losses during simulation will be examined in greater detail.

Conical and cylindrical TES temperature- and energy distribution

Figure 4.3 shows both the temperature pro�le after the charge phase and after the dis-
charge phase. The di�erence between the conical and the cylindrical TES is not signi�-
cant. The heat fronts after the charge phase are almost identical although the cylindrical
heat front reaches deeper into the TES as the cylindrical shape cannot store the same
amount of energy in the upper part of the TES.

Figure 4.3: Heat front of the conical and cylindrical TES after the charge and discharge
periods.

The heat fronts after the discharge phases are similar to the heat fronts of the initial
state although the temperature of both are now lower at the top than at the initial state
as shown in �gure 4.2. This happens as conduction and radiation transports the thermal
energy downwards (axially) during the charge/discharge cycle, e�ectively lowering the
temperature in the hotter parts of the TES.

Figure 4.4 shows how the energy in the TES is distributed per meter down through the
TES. From this is can be observed how the conical TES stores more energy in the upper
parts compared to the cylindrical TES.
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Figure 4.4: Distribution of thermal energy in the conical and cylindrical TES after
the charge and discharge periods.

This di�erence in the energy distribution between the two shapes is the main reason that
the thermal losses are lower for the conical TES compared to the cylindrical TES.

Thermal losses

The rate of heat loss through the �oor, walls and roof of the conical and cylindrical TES
are shown in �gure 4.5 for the complete charge-discharge cycle. The loss increases as
the overall temperature of the storage increases during the charge period and decreases
again during the discharge period causing the spike in the curves in �gure 4.5. As the
temperature at the �oor and roof remains almost constant during the charge-discharge
cycle, the change in the loss across the cycle is due to the wall loss.

Figure 4.5: Thermal loss rate over the entire charge-discharge cycle.
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The thermal losses through the �oor, walls and the roof for the conical TES can be
seen in �gure 4.6. The �oor and roof can be seen to have similar thermal losses, caused
by the �oor being less insulated but kept at a lower temperature with the roof being
better insulated but having a higher temperature. The drop in the roof thermal losses
are attributed to the drop in the roof temperature at the end of the discharge cycle
as described above. The small increase in the thermal �oor losses is due to a small
temperature increase at �oor in the end of the charge phase as the capacity increases
towards 75%.

Figure 4.6: Thermal losses through
�oor, roof and wall of the conical TES.

Figure 4.7: Thermal losses through
�oor, roof and wall of the cylindrical
TES.

The �oor losses of the cylindrical TES are greater compared to the roof losses because the
surface of the roof and the �oor are identical in the cylindrical TES, and even though the
temperature at the �oor is much lower than at the roof, the smaller amount of insulation
of the �oor results in a higher overall heat loss.

Pressure losses

The total pressure loss through the TES is also a�ected by the shape as the velocity
decreases due to the greater cross-sectional area in the top region of the conical TES.
Here, a high temperature means that the velocity of the air �ow increases due to low air
density. Likewise, the velocity in the lower part of the conical TES increases compared to
the cylindrical TES due to a smaller cross sectional area. However, the air �ow velocity in
this region is also lower due to a lower temperature and higher air density. The pressure
loss for the conical and cylindrical TES are compared in �gure 4.8. The conical TES can
be seen to have a lower pressure loss compared to the cylindrical TES.
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Figure 4.8: Pressure loss through the
conical and cylindrical TES over the
entire charge-discharge cycle.

Figure 4.9: Required thermal power
needed to drive the fan across the entire
charge-discharge cycle.

Figure 4.9 shows the power used by the fan during the charge-discharge cycle. During
charge, the fan is powered by electricity from the grid and is accounted for in the same
manner as the heat input to the TES during the charge period. This means that the
electricity is converted to heat at 100% e�ciency. The cost of running the fan during
charging is, however, subject to a fan e�ciency of 95%.

During discharge, the fan is driven by the on-site Rankine-cycle assumed to have an
e�ciency of 35%. This means that the amount of stored heat needed to drive the fan is
not only subject to the assumed 95% fan e�ciency but also the assumed 35% Rankine
cycle e�ciency i.e. the thermal power needed to drive the fan during discharge is much
higher than for the charge cycle. Compared to the thermal losses, the fan loss for the
charge cycle is therefore much smaller, at around 20-30 kW, compared to the thermal
losses in the range of approximately 310 to 350 kW. For the discharge phase, the fan
losses are, however, in the range of approximately 70 to 95 kW; a substantial increase
and about one third of the thermal losses.

Conclusion

Overall, the di�erences between a conical and a cylindrical TES of this scale are rather
small. The conical TES does perform slightly better, as expected, having lower overall
thermal losses and a lower pressure loss, which subsequently requires less fan power. The
di�erences are, however, small: as it can be seen from table 4.2, the di�erences in the loss
fractions are negligible. Furthermore, the loss fractions are very low meaning that the
losses compared to the amount of energy recovered from the TES are below 1% for both
the conical and the cylindrical TES. This can also be seen from the e�ciencies, where
the di�erences are also considered negligible.
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Cone Cylinder

Loss fraction
fthermal [%] 0.70 0.71
ffan [%] 0.12 0.12

E�ciencies
ηcycle [%] 98.52 98.54
ψcycle [%] 98.30 97.34

Table 4.2: Overall loss fractions and e�ciencies for the conical and cylindrical TES

From this analysis it can be concluded that the TES will not bene�t noticeably from the
cylindrical shape compared to a conical shape as the losses are simply to small to a�ect
the �nal performance and e�ciencies. From a structural standpoint, the TES should still
be constructed as a conical TES. All further analysis of the TES in this report will still
utilise the conical TES.

4.2 Rock diameter

In this section, the e�ect of using rocks with di�erent diameters as storage material
in the TES will be investigated. The rock diameter has an e�ect on the volumetric
heat transfer coe�cient which causes the heat transfer to become less e�ective for larger
rock diameters. This, in turn, means that the air must travel further through the TES
before it is cooled or heated to the rock temperature, thus, lengthening the heat front.
Additionally, the rock size also has an e�ect on the pressure loss through the TES, with
smaller diameter rock yielding higher heat transfer performance but also higher pressure
loss.

For this study, the conical 175,000 m2 TES performance will be evaluated for rock diam-
eters from 1 to 9 cm in �ve intervals. Again, a full charge-discharge cycle will be used,
this time at 100 MWth rate for both the charge- and discharge cycle. The duration of
the charge- and discharge cycle is maintained so that, in total, 50% of the total TES
capacity is charged and discharged as described in section 4.1. As in the earlier studies,
the initial condition for the TES is a 25% starting capacity with the temperature pro�le
shown in �gure 4.2. The detailed model parameters can be seen in table 4.3:

Variable parameter
Rock diameter [cm] [1 3 5 7 9]

Charge parameters Discharge parameters
ṁair [kg/s] 221.2 ṁair [kg/s] 221.2
Charge temperature [K] 873 Discharge temperature [K] 473
Charge rate [MWth] 100 Discharge rate [MWth] 100
Charge time [days] 7.48 Discharge time [days] 7.48

Table 4.3: Rock diameters and cycle parameters used in the study of the rock diameter
and its e�ect on TES performance.
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Temperature distribution

Figure 4.10 shows the heat front of the TES after a single charge period. The graph shows
that the smaller rock diameter of 1 cm causes the length of the heat front to decrease by
some degree compared to the larger diameters. The e�ect of this is, however, not very
signi�cant although it could possibly provide a longer discharge period before the outlet
temperature of the TES is a�ected.

Figure 4.10: Heat front after the charge period for di�erent rock diameters.

Figure 4.11: Heat front after the discharge phase for di�erent rock diameters.
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The heat front at the end of the discharge period is shown in �gure 4.11. The outlet
temperature of the TES can be seen to vary depending on the rock diameter. It can be
observed that the temperature drops o� earlier for larger rock diameters. This will a�ect
the length of the period in which the TES can be operated without experiencing a drop
in the discharge temperature i.e. for low storage capacities.

Figure 4.12 shows the outlet temperature at the roof at the end of the discharge period
for the di�erent rock diameters. From this is can be seen that a rock diameter of 9
cm causes the TES discharge temperature to drop below 870 K after approximately 100
hours of discharge while rocks with a diameter of 1 cm reaches 870 K after 140 hours,
40 hours later. The smaller rocks do, however, introduce a higher pressure loss across
the TES. This means that the size of the rocks cannot be reduced very much without it
having a signi�cant negative e�ect on the fan power required to pump air through the
TES.

Figure 4.12: Outlet temperature at the roof of the TES at the end of the full charge-
discharge cycle.

Figure 4.13 shows the fan power required to pump air at di�erent rock diameters along
with the pressure drop as a function of the rock diameter over a charge-discharge cycle.
As the �gure shows, the pressure loss does not increase linearly: at a rock diameter of
1 cm, the required fan power is almost 4 times higher than for a rock diameter of 3 cm.
The di�erence between a rock diameter of 3 and 5 cm is not as signi�cant. Nonetheless,
twice as much power is required to circulate the air through the TES when moving from
a rock diameter of 5 cm to 3 cm. At larger rock diameters, the di�erence in pressure loss
becomes even smaller.
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Figure 4.13: Fan power and pressure loss over the entire charge-discharge cycle for
di�erent rock diameters.

The increase in rock diameter also increases the Biot number as the distance from the
surface to the center of the rocks increases while the conductivity remains constant. This
a�ects the ability of the rocks to absorb and deliver heat from and to the air during the
charge and discharge phase respectively. The model does not take this delay into account.
An excessively high Biot number would, though, make the heat front even longer which
is undesirable. Therefore, Biot numbers much higher than 0.1 will cause the accuracy of
model results to decrease and compromise the model validity.

Figure 4.14 shows the maximum Biot number observed during simulation as a function
of rock diameter. It can be seen that rock diameters above 5 cm should be avoided at
the present charge-discharge rate of 100 MW. Lowering the charge-discharge rates lowers
the air velocity and would not only decrease the Biot number but also the pressure loss
and thus enabling the use of a smaller rock diameter.

Figure 4.14: Maximum Biot num-
ber observed during the full charge-
discharge cycle at the di�erent rock di-
ameters.

Figure 4.15: Fan loss fraction during
the full charge-discharge cycle at the
di�erent rock diameters.

57



TEPE4-1008 Aalborg University

Rock diameter conclusion

Overall, based on the Biot number, it can be concluded that the maximum rock diameter
at a 100 MW charge-discharge rate should not exceed 5 cm. A rock diameter of 1 cm
would allow the TES to be discharged at a lower capacity without lowering the outlet
temperature but would also cause a signi�cantly higher pressure loss compared to a rock
diameter of 3 cm. Based on this, a rock diameter of 3 cm is chosen as this would also
allow for greater charge-discharge rate without increasing the Biot number. Furthermore,
the e�ciencies achieved for the di�erent simulations at the 5 rock diameters can be seen
in table 4.4: From this it can be seen that the e�ciency is only a�ected to a small degree
the change in the rock diameter. The main cause for the change in e�ciencies is the
outlet temperature that e�ectively reduces the amount of energy recovered at the end of
the discharge-period. The exergy e�ciency su�ers the largest penalty as a function of
the drop in temperature as the energy quality of the recovered air is reduced by the lower
temperature. This however only occurs during the later parts of the discharge period
and the e�ect on the exergy e�ciency is still minimal.

Rock diameter [cm] 1 3 5 7 9

ηcycle [%] 98.54 98.52 98.25 97.97 97.69
ψcycle [%] 98.20 98.27 97.96 97.62 97.29

Table 4.4: Energy and exergy e�ciencies for the TES for 5 di�erent rock diameters.

4.3 Charge-Discharge rate

In this section the charge-discharge rate is investigated in order to determine the increase
in pressure loss as the air �ow rate is increased. The TES will be charged from an initial
capacity of 25% up to 75% and again discharged to 25% as the previous study. This
means that, at faster charge rates, the pressure loss may be higher although the duration
of the charge-discharge cycle will also be shorter thus decreasing the thermal losses. The
charge-discharge rate is varied from 100 MWth to 500 MWth which corresponds to air
mass �ow rates of 221.2 kg/s to 1106 kg/s and core mass �ow rates of 0.034 kg/s-m2 to
0.17 kg/s-m2 which corresponds to the limit speci�ed in the grid independence study.

The charge-discharge parameters can be seen in table 4.5. These are scaled so that
the amount of energy added through charge period and removed during the discharge
period is maintained at 50% of the TES capacity. For this study the rock diameter is
kept at 3 cm as determined in the previous study while the charge- and discharge inlet
temperatures remain at 873 K and 473 respectively.

Charge-discharge rate [MWth] 100 200 300 400 500

ṁair [kg/s] 221.2 442.4 663.5 884.7 1106
Charge time [days] 7.48 5.61 3.74 2.81 1.50

Table 4.5: Parameters used in the study of the charge-discharge rate.
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The fan loss fraction as a function of varying charge-discharge rates can be seen in �gure
4.16. It can be observed that the fan loss fraction steadily increases as the air �ow rate
is increased up to a total loss fraction of 3% at 500 MWth. Figure 4.17 shows that
the combined thermal loss through the TES surfaces during the charge-discharge cycle
is dictated by the time it takes to charge and discharge the TES, but is not otherwise
a�ected by the charge-discharge rate.

Figure 4.16: Fan loss fraction at in-
creasing charge-discharge rates.

Figure 4.17: Thermal loss fraction at
increasing charge-discharge rates.

Figure 4.18 shows how the Biot number is a�ected by the increasing charge-discharge
rate. From this is can be seen that about 250 MWth would be the maximum allowable
rate as higher �ows would imply that the rocks could not transfer the heat as fast as the
�uid-solid convection would be able to remove it.

Figure 4.18: Maximum Biot number observed during the full cycle as a function of
the charge-discharge rates.

Based on the observations above, it is concluded that the charge-discharge rate should
be kept below 250 MWth for a TES of this size. The e�ciencies for this analysis are
shown in table 4.6:
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Charge-discharge rate [MWth] 100 200 300 400 500

ηcycle [%] 98.52 98.54 98.07 97.31 96.31
ψcycle [%] 98.27 98.14 97.36 96.16 94.62

Table 4.6: E�ciencies of the TES at di�erent charge-discharge rates.

4.4 Insulation thickness

In this study, the amount of insulation material is varied in order to determine how the
amount of insulation in the TES roof, wall and �oor a�ects the overall heat loss during
a complete charge-discharge cycle. The cycle is de�ned similarly to the previous studies
for 100 MWth charge-discharge rate. The insulation thickness is varied using the initial
thickness of insulation of the two main insulation materials as the maximum value as
shown in table 4.7. The insulation thickness is then decreased during simulation by
multiplying the thickness by a factor less with a value less than one. The simulation is
repeated 5 times for factors of fins = [0.1 0.25 0.4 0.6 0.8]. The simulation results are
compared to each other and to the default insulations thickness.

Insulation thickness [m]

Microtherm® Foamglass®

Roof 0.6 0.5
Wall 0.6 0.5
Floor 0.0 0.4

Table 4.7: Initial insulation thickness for the TES roof, walls and �oor.

Figure 4.19 shows the combined thermal losses through the �oor, wall and roof of the
TES. It can be observed that the e�ect of reducing the insulation thickness increases
the thermal losses. As the thickness approaches the initial value, however, diminishing
returns are shown at fins = 0.6 to fins = 0.8 compared to the e�ect of an increase from
fins = 0.4 to fins = 0.6.
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Figure 4.19: Magnitude of thermal losses at the varied insulation thickness.

Figure 4.20 shows the outlet temperature at the end of the discharge phase. It can be
observed that the outlet temperature is not a�ected signi�cantly by the decrease from
80% of the initial insulation thickness to 60%. It can be concluded that increasing the
insulation thickness above 60% of the original thickness does not signi�cantly increase
the discharge temperature.

Figure 4.20: The TES outlet temperature at the end of the discharge phase illustrating
the temperature drop caused by the amount of insulation.
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Figures 4.21 and 4.22 shows the accumulated thermal losses during the charge-discharge
cycle and the corresponding loss fractions. These include the values for the initial in-
sulation tickness represented by fins = 1. Again, larger insulation thicknesses do not
reduce the fraction of thermal energy lost to the surroundings by a signi�cant amount.
It should be noted that the losses through the roof account for the highest fraction of
the total losses. From a practical point of view, this would also be the easiest place to
additional insulation, should it be required.

Figure 4.21: Total amount of en-
ergy lost to the surroundings over the
charge-discharge cycle.

Figure 4.22: Fraction of heat lost to
the surroundings in relation to the total
amount of energy added to the TES.

Table 4.8 shows the e�ciencies at the varying insulation thicknesses. It can be seen that
the di�erence in e�ciencies between 10% and 100% of the initial insulation thicknesses is
0.73% percent points for the energy e�ciency and 0.66% for the exergy e�ciency. With
this in mind it and taking the thermal loss fraction into account it would be feasible to
reduce the amount of insulation by 20 to 40% without signi�cant impact on the TES
performance and keeping the thermal loss fraction below 1%.

Insulation thickness factor f ins [-] 0.1 0.25 0.4 0.6 0.8 1

ηcycle [%] 97.79 98.10 98.26 98.38 98.46 98.52
ψcycle [%] 97.61 97.89 98.03 98.84 98.22 98.27

Table 4.8: E�ciencies of the TES for varying insulation factors.

4.5 TES diameter to length ratio

Author Stiesdal (2016b) suggests that a long narrow TES geometry that would have the
bene�cial characteristic of a steep heat front in relation to the TES length, allowing for
longer discharge periods at a constant temperatures avoiding the drop o� in temperature
as observed in �gure 4.12 for rock diameter.

The developed model is, however, not suited for this kind of analysis since the grid
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independence study shown in section 2.3.1 concluded that a grid layer height of 6.25
cm was required to properly determine the length of the heat front. When using the
model to study a longer TES, the model will over-estimate the length of the heat front.
The important parameter for this study is, however, the pressure loss and besides the
temperature in the TES a�ecting the air velocity di�erently than expected the pressure
loss can still be evaluated to some degree.

Because the temperature throughout the storage is not constant, the velocity of the
charge air will equally vary depending on the temperature. The increased velocity will
again a�ect the pressure loss throughout the storage and thus, for longer storages, the
e�ect of this will become more prominent. Despite this, the pressure loss can still be
evaluated to some degree using the current model.

Stiesdal (2016b) proposes a 250 m long storage that have the input and output in the
same end of the TES installation. This leads to a horseshoe design similar to that shown
in �gure 1.11 with a minimum TES length of 500 m. The model has been run at �ve
intervals gradually increasing the length of the TES from 25 m to 500 m while keeping
the volume constant at 175,000 m3 and the performance will be evaluated based on the
maximum observed Biot number and the fan loss fraction.

The Biot number is shown in �gure 4.23 and it can be seen that the increased velocity
in the TES causes the Biot number to increase beyond 0.1 at a length just above 50 m.
The pressure loss is, however, greatly a�ected as the length and the velocity of the air
increases.

Figure 4.23: Maximum observed
Biot number during the full charge-
discharge cycle simulation.

Figure 4.24: Fan loss fraction over
the full charge-discharge cycle simula-
tion.

This results in a signi�cant increase in the fan losses as seen in �gure 4.24. The fraction
of equivalent thermal energy required to drive the fan exceeds the actual energy recovered
from the TES by a factor of 4 at a length of 500 m. Stiesdal (2016b) proposes a segmen-
tation of the TES in to smaller insulated sections that can be discharged individually in
order to circumvent the high pressure loss. This will, however, increase the complexity
of the TES installation and this set-up is not considered further in this study.
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It is concluded that a TES in a vertical orientation with a height of 25 m is the optimal
value for a TES of this size. From a practical point of view, problems with ground water
levels in Denmark will most likely be encountered for depths of 25 m, posing challenges
for the construction of the storage (Miljøstyrelsen, 2017).

64



5. Combined TES and power cycle

The performance of the steam Rankine cycle as well as the pressure loss through the
boiler are key parameters for determining the overall e�ciency of the TES. This section
will cover simulations of the 175,000 m3 conical TES including parameters from the
auxiliary system i.e. the steam Rankine-cycle and the boiler.

Firstly, two discharge rates of the TES are de�ned. Using the resulting discharge air
�ow and temperature as inputs to the Rankine cycle model, optimisations of selected
parameters are performed to determine properties of the steam Rankine cycles such as
the e�ciencies, the total heat exchanger area and optimum operating pressures. The
heat exchanger area is then used as a basis for the design of the heat exchanger/boiler.
Based on the selected heat exchanger design, the pressure loss across the heat exchanger
can be determined. The e�ciency of the Rankine-cycle and the pressure loss across the
heat exchanger can then be implemented into the TES model and used to determine the
fan power required to overcome the pressure loss of the TES and the heat exchanger
keeping in mind that the power to drive the fan must originate from the steam Rankine
cycle.

The parameters of the conical 175,000 m3 TES are based on the previous parametric
study. The resulting TES has a cylindrical shape and contains rocks with a diameter
of 3 cm. The TES is discharged at air mass �ow rates of 221.2 kg/s and 442.4 kg/s
equivalent to 100 or 200 MWth discharge rates as discussed in the parametric study.
The actual discharge rate will depends on the Rankine-cycle model, where the minimum
outlet temperature is treated as a constraint.

Cycle performance comparison

For this optimisation, the models for the two investigated steam Rankine cycles are run
for two cases for charge rates of 100 MW and 200 MW from the TES corresponding to
mass �ows of 221.2 [kg/s] and 442.4 [kg/s] respectively.

Two values for the minimum outlet temperature of boiler were also investigated i.e. a
temperature of 373 and 473 K respectively. Initial optimisations conclude that, for the
chosen constraints for the dual pressure SRC, an outlet temperature of 473 K was not
realistic. Because the saturation temperature in of the cycle depends greatly on the
cycle pressure, a minimum LP cycle pressure of approximately 33 bar was necessary for
an outlet temperature of 473 K based on the corresponding saturation temperature and
a temperature di�erence ∆T across the pre-heater of 40 K to ensure that enough heat
was available for pre-heating. As a consequence of the minimum requirement for the LP
pressure, the steam quality out of the LP cycle turbine would move below the constraint
of a steam quality of 0.85. Due to this consideration, a boiler outlet temperature of 473
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K is not considered further.

The four chosen cases for optimisation are summarised in the table below:

Cycle type Charge rates Boiler outlet temperature

Single Pressure 100 MW (221.2 kg/s) 373 K
200 MW (442.4 kg/s)

Dual Pressure 100 MW (221.2 kg/s) 373 K
200 MW (442.4 kg/s)

Table 5.1: Summarised cases with selected charge rates and outlet temperature.

The optimisation for both the SP and DP cycles has been carried out for three parameters:
maximisation of the total turbine shaft power Wshaft, maximisation of the net thermal
e�ciency ηth and maximisation of the ratio of total generated turbine shaft power to the
total boiler heat exchanger area Wshaft/Atot.

The turbine shaft work to the total boiler heat exchanger area ratio Wshaft/Atot can be
seen in �gure 5.1 and 5.2 for the single- and dual pressure SRC respectively. The value of
this ratio is shown for the three previously mentioned optimisation parameters Wshaft,
ηth and Wshaft/Atot. This means that, naturally, the value of the Wshaft/Atot ratio will
be largest for the optimisation run for which it has been optimised.

It can be observed that, for the SP cycle, the work-to-area ratio in �gure 5.1, the shaft
work in �gure 5.5 as well as the thermal e�ciency in �gure 5.3, are all constant for both
discharge rates of 100 and 200 MW. This is due to the fact that the maximum shaft work
for the single pressure cycle was obtained at the highest allowable pressure of 140 bar for
all cases. The highest obtained work-to-area ratio for the SP cycle is 983 W/m2.

For the DP cycle in �gure 5.2, it can be observed the work-to-area ratio varies slightly
between the investigated discharge rates due to a change in the LP cycle pressure between
optimisations. The highest obtained work-to-area ratio for the DP cycle is 831 W/m2,
which is approximately 15% lower than the SP cycle.

Figure 5.1: The SP Rankine cycle
shaft work to area ratio.

Figure 5.2: The DP Rankine cycle
shaft work to area ratio.
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The thermal e�ciency can be seen in �gure 5.3 and 5.4 for the single- and dual pressure
cycles respectively. Again, the thermal e�ciency for the SP cycle remains constant
for both discharge rates as previously mentioned and is approximately the same when
optimised for both the shaft power and thermal e�ciency with a value of 0.36. This is
due to the fact that the thermal e�ciency is a function of the produced shaft power. The
SP thermal e�ciency is slightly lower when optimised for the work-to-area ratio with a
value of 0.32 due to a smaller turbine shaft power.

The dual pressure thermal e�ciency can be observed to vary slightly between charge
rates with a value of approximately 0.35 when optimised for both the thermal e�ciency
and the shaft power. A slightly lower e�ciency of 0.32 is obtained when optimised for
the work to area ratio.

Figure 5.3: The SP Rankine cycle
thermal e�ciency.
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Figure 5.4: The DP Rankine cycle
thermal e�ciency.

Figure 5.5: The SP Rankine cycle
shaft work.

Figure 5.6: The DP Rankine cycle
shaft work.

The total turbine shaft work can be seen in �gure 5.5 and 5.6 for the single- and dual
pressure cycles respectively. The shaft work for both cycles can be seen to approximately
double between cycles of 100 and 200 MW charge rates. The highest turbine shaft work
for the SP cycle was 39.07 MW for 100 MW discharge rate and 78.22 MW for 200 MW
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charge rate. In comparison, the DP cycle obtained a maximum shaft work of 40.3 MW
for 100 MW discharge rate and 80.21 MW for 200 MW discharge rates. This yields a
3.1% lower shaft work of the SP cycle for 100 MW charge rate and a 2.5% lower shaft
work for 200 MW charge rate when compared to the DP cycle. When comparing the
total heat exchanger areas of the SP and DP cycles when optimised for maximum shaft
work, the total DP heat exchanger area is 21.3% higher than the SP area for 100 MW
discharge charge rate and 30.1% higher for 200 MW discharge rate.

When optimised for maximum turbine shaft work, the DP cycle was capable of producing
40.3 MW while the SP cycle produced 39.07 for a 100 MW TES discharge rate, slightly
higher shaft work than the SP cycle but at the expense of a signi�cant increase in the
total heat exchanger areas. When optimised for maximum work-to-area ratio, the SP
cycle was capable of producing 983 W/m2 while the DP cycle produced 831 W/m2 for a
100 MW TES discharge rate, approximately 15% less than the SP cycle. Optimisation
of the thermal e�ciencies revealed that both cycles displayed similar performance with
a thermal e�ciency of approximately 0.36 for a 100 MW TES discharge rate. The
LP turbine exit quality was found to be the limiting factor in the DP SRC with the
chosen superheating temperature in the LP cycle, the minimum outlet temperature of
the boiler of 100◦C a�ecting the minimum LP cycle saturation pressure and the chosen
pinch temperatures.

Compared to the single pressure cycle performance, it can be concluded that, at the
current outlet temperature constraints, a dual pressure cycle performs only marginally
better than a simple single pressure system. For the current constraints, a di�erent
type of cycle, for example a reheat cycle, could possibly perform better for the current
constraints and improve the moisture levels at the LP turbine outlet. The turbine must
be dimensioned to the discharge rate of the storage because the pressures and maximum
allowable steam mass �ow rates must remain within the speci�ed ranges.

Because a high shaft work and a low pressure loss through the boiler are both key factors
for determining the overall TES system e�ciency, the work-to-area ratio is chosen as the
most reasonable optimisation parameter. The key results and di�erences between the SP
and DP steam Rankine cycles when optimised for maximum work-to-area ratio for 100
and 200 MW discharge rates can be seen in table 5.2.
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Optimised parameters (100 MW) SP DP

PHP [bar] 37.74 31.9
PLP [bar] - 3.6
Atot

[
m2
]

37448 44055
Wshaft [MW] 36.81 36.57
Wshaft/Atot [W/m2] 983 831
Wel for ηel = 0.96 [MWel] 35.34 35.11
ηth [-] 0.3232 0.3181
ηex [-] 0.4767 0.4692

Optimised parameters (200 MW) SP DP

PHP [bar] 37.74 30.89
PLP [bar] - 3.61
Atot

[
m2
]

74964 87579
Wshaft [MW] 73.68 72.99
Wshaft/Atot [W/m2] 982.9 833.3
Wel for ηel = 0.96 [MWel] 70.73 70.07
ηth [-] 0.3232 0.3174
ηex [-] 0.4767 0.4681

Table 5.2: Summarised values for the chosen optimisation parameter Wshaft/Atot.

Additional properties and results for the SP and DP steam Rankine cycles optimised for
a maximum work-to-area ratio can be found in appendix G.

Considering the increased complexity of a dual pressure SRC compared to the simple sin-
gle pressure SRC as well as limited gains in shaft power for the DP system for the chosen
constraints, the single pressure SRC is concluded to be superior in this investigation.
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5.1 Heat exchanger design

The heat exchanger is designed based on the maximum allowable pressure loss that can
be introduced to the system during a discharge. The e�ect of the pressure loss on the
fan loss fraction can be seen for a air mass �ow rate of 221.2 kg/s, corresponding 115
MWth discharge rate in �gure 5.7 and for 442.4 kg/s or 230 MWth in �gure 5.8. The
charge rate is based on an average boiler outlet temperature of 413 K as found during
SRC optimisation in section 5. These �gures shows that the pressure loss in the heat
exchanger should be kept below a certain point to prevent the fan from using excessive
amounts of power.

Figure 5.7: The thermal loss through
the �oor walls and roof during the
charge-discharge cycle for the conical
TES.

Figure 5.8: The thermal loss through
the �oor walls and roof during the
charge-discharge cycle for the cylindri-
cal TES.

This puts some restrictions on how the heat exchanger should be designed. If a desired
maximum fan loss fraction is set to 1%, the pressure loss through the heat exchanger
must be kept about 1 kPa. Any higher and the fan loss fraction will increase with about
1% per 1 kPa increase in pressure loss. The thermal losses in the TES is about 0.7% to
1% for comparison. Based on this, a maximum desired pressure loss of 1 kPa is chosen.

Based on the e�ciency index for the heat exchanger described in section 3.2, the dimen-
sions of the heat exchanger are determined. Figures 5.9 and 5.10 show how the e�ciency
index is a�ected at air �ow rates of 221.2 and 442.4 kg/s with the heat exchanger sur-
face areas determined in the table 5.2. As it can be seen, a transverse tube pitch of 10
cm yields the highest e�ciency index in both cases while the channel width only has a
small e�ect. This happens because the e�ective heat transfer coe�cient bene�ts from
the smaller transverse pitch and is greatly reduced at a higher transverse pitch. The
increase in the e�ciency index at higher channel widths is caused by the lower pressure
loss caused by the channel width. A transverse pitch of 10 cm is therefore used in the
heat exchanger.
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Figure 5.9: E�ciency index for an
air �ow rate of 221.2 kg/s at increasing
channel width and transverse pitch.

Figure 5.10: E�ciency index for a
air �ow rate of 442.4 kg/s at increasing
channel width and transverse pitch.

At a pressure loss of 1 kPa, the heat exchanger channel would be 9 x 9 m and the heat
exchanger would be 3.5 m long at a mass �ow rate of 221.2 kg/s and a surface area of
37,448 m2. Likewise, for a mass �ow rate 442.4 kg/s and a surface area of 74,964 m2,
the heat exchanger would need to have a channel that is 12 x 12 m while being 3 meters
long

These dimensions of the heat exchangers result in some complications. The large width
of the heat exchanger is impractical when considering the support of the tube rows.
Furthermore, the air needs to be properly distributed by an expanding duct across the
heat exchanger. To avoid �ow stall in the expanding duct, �ow correction devices such as
guide vanes may be required. In order to keep this as simple as possible, it is determined
that a discharge mass �ow rate of 221.2 kg/s should be used in the �nal TES system.
This will mean that the smaller Rankine system is used. This TES system will be able
to produce 35.34 MWel during discharge.

5.2 TES system performance

With the properties for the Rankine-cycle that directly a�ect TES performance deter-
mined, the overall performance of the system will be evaluated. This will result in the
actual capacity and e�ciencies for the combined TES system. Based on the earlier re-
sults, the �nal system will be designed to have a charge rate of 230 MWth as this does
not a�ect the fan losses much compared to the discharge fan losses. Additionally, it
may be desirable to charge the TES over a shorter period of time to take advantage of
�uctuating energy sources, if these are available to do so. The discharge rate is set to
115 MWth in order to keep the fan losses low and restrain the demands for the heat
exchanger dimensions from having a large width to length ratio. This will result in a
TES that is able to charge at 230 MWth corresponding to 230 MWel plus the minor fan
consumption at about 20-30 kWel while being able to supply 35.34 MWel to the grid for
a 115 MWth TES discharge rate.
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In the following sections, the actual available capacity of the TES will be discussed along
with the charge and discharge times that can be expected for the system.

5.2.1 TES capacity

The TES capacity has up until now been de�ned by the volume speci�c heat capacity
and the temperature di�erence between the highest TES temperature and the lowest
temperature that the TES is discharged to. This would yield a TES with a maximum
temperature of 873 K and a minimum discharge temperature of 413 K to have a capacity
of 41.29 GWhth. In a real application, the amount of available energy will be greatly
reduced because of the nature of the heat front. The total amount of energy in the TES
is limited by the allowable outlet temperature during charge and discharge.

During charging, an outlet temperature that is much higher than the default minimum
temperature of the TES will be undesirable. The fan energy used to pump the air through
the TES will be subject to the lower density caused by the increased air temperature
and the fan itself might not be able to operate at higher temperatures than the design
temperature. Based on the Rankine-cycle, the lower TES temperature, and thus the fan
default operating temperature, is set to 413 K. If the TES was to be charged to full
capacity, the fan would have to endure 873 K which would not be practical. A possible
solution to this could be to install a rotary heat exchanger that could cool the air before
the fan and heat it up again afterward the air has been compressed.

During discharge of the TES, the same problem occurs. In this case, the constraints
for the maximum super heating temperature for Rankine-cycle poses the limit meaning
that the temperature should not move below 873 K. While it would be possible to run
at a partial load, the temperature of the TES would drop quickly and the process would
become ine�ective. A possible solution to this could be the implementation of a Brayton
gas cycle operating at higher air temperatures.

An additional simulation has been run for which the maximum charge temperature at
the �oor outlet is allowed to increase to 10 K above 413 K. The same limit is set for
the roof outlet during discharge and it is allowed to decrease 10 K below the 873 K.
The di�erence between these two states can be seen in �gure 5.11. A discharge curve
can be seen up to 10 K below 873 K at the roof outlet. This curve is denounced as the
initial state. From this initial condition, the TES has been charged until the �oor outlet
reaches 10 K above 413 K after 77.4 hours at 230 MWth. The di�erence between these
two curves illustrate how much energy it is possible to add to the TES without increasing
the outlet temperature beyond 423 K.
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Figure 5.11: Temperature pro�le at maximum allowable charge and discharge.

This illustrates that a large part of the TES cannot be heated to 873 K at a maximum
charge level. At a maximum discharge level, an large part of the TES cannot be cooled
to 413 K. The heat fronts are expressed as energy stored per meter of storage as seen
in �gure 5.12. This corresponds to the amount of energy being stored at the maximum
charge to be 76.0% of the 41.29 GWhth. The energy stored at the initial state is 35.5%
of the 41.29 GWhth

Figure 5.12: Energy distribution at maximum allowable charge and discharge levels.

If energy stored at the maximum charge level is used as the maximum amount of energy
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in the TES and the energy stored at the maximum discharge level is used as the minimum
amount of energy stored by the TES, the total capacity of the TES becomes 16.7 GWhth
i.e. 40.5% of the before de�ned 41.29 GWhth. This essentially means that 59.5% of the
storage volume of rocks in the TES are not utilised corresponding to a volume of 104,144
m3 out of the total 175,000 m3.

This is, in part, caused by the relatively short length of the TES. With a height of 25 m,
the pressure loss is kept low. This, in turn, also causes the heat front to cover a longer part
of the TES resulting in the tendency as seen above. This e�ect is, furthermore, increased
over time with conduction and radiation slowly causing the heat to move downwards in
the TES. This means that the heat front will continually increase in length. Over many
charge-discharge cycles, this will cause the gap between the charged and discharged heat
front to be decrease in size e�ectively decreasing the useful storage volume. This is
further explained in appendix H where the model has been run for many consecutive
charge/discharge cycles.

5.2.2 TES charge and discharge times

Figure 5.13 shows the temperature at the �oor outlet for the charge period to the max-
imum charge state described above. As previously stated, the charge time is 77.4 hours
before the temperature reaches 10 K above 413 K. The curve shows that temperature
begins to increase at the �oor outlet after 50 hours of charging, but only increases be-
yond 414 K after 60 hours. At this point, however, the temperature begins to increase
rapidly. If charging is continued after 77.4 hours, the temperature at the �oor outlet
would increase rapidly.

Figure 5.13: Temperature at the �oor outlet during charge of the TES.

Figure 5.14 shows the temperature at the roof outlet over a discharge period following
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the charge period in �gure 5.13. This discharge period takes place over 154.8 hours,
twice the time of the charge period, at a rate of 115 MWth, half the rate of the charge
period. This shows that the temperature will decrease below the before mentioned 10
K limit for a discharge roof outlet temperature of 873 K. This is mainly due the axial
conduction and radiation as previously mentioned. This implies that, during discharge,
a lower amount of energy can be extracted than was added to the TES during charge if
the discharge limit is set to 10 K below the maximum temperature of 873 K.

Figure 5.14: Temperature at the roof outlet during discharge of the TES.

From �gure 5.14 it can be seen that the TES can be discharged for approximately 100
hours at an approximately constant temperature. Over the following 20 hours, the tem-
perature drops to 869 K. Past this point, the temperature drops rapidly and at 140 hours,
the temperature reaches 863 K. At this temperature, the discharge should be stopped to
avoid further decrease in the temperature.
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5.2.3 TES e�ciency

During the charge-discharge cycle it is only possible to charge the TES for a period of 77.4
hours. Similarly, a following discharge period cannot exceed 140 hours if the temperature
is to be kept from decreasing to much. The e�ciencies and loss fractions for the TES for
this particular charge/discharge cycle are shown in table 5.3 that also contains the data
for the discharge of 154 hours to illustrate the e�ect of a decrease in the temperature.

Cycle e�ciencies ηcycle [%] ψcycle [%]

154 hour discharge 98.52 98.11
140 hour discharge 88.92 88.62

Cycle loss fractions ffan [%] froof [%] fwall [%] ffloor [%]

154 hour discharge 0.91 0.17 0.11 0.12
140 hour discharge 0.92 0.18 0.11 0.13

Table 5.3: E�ciencies and loss fractions for the charge/discharge cycle performed at
with a discharge period of 154 hours and 140 hours.

The e�ciencies in table 5.3 show that the 154 hour discharge period is very e�ective as
it recovers 16.6210 GWhth of the 16.7179 GWhth added during the charge cycle. The
exergy e�ciency is not a�ected much due to the discharge temperature only decreasing
in the last hours. This means that, overall, the recovered exergy is still high compared
to the exergy added to the system.

The 140 hour discharge period only recovers 15.0014 GWhth, which is the main reason for
the large di�erence between the two discharge periods. This shows that the e�ciency of a
full cycle is limited by the amount of energy that can be recovered before the temperature
drops due to the heat front increasing in length over the time period of the cycle.

The e�ciency of the 140 hour discharge period may be lower due to the lengthening of
the heat front caused by the axial conduction. This causes the energy to be stored in the
lower parts of the TES at a lower temperature.

5.3 Discussion

In this chapter the combined performance of the TES and the discharge cycle has been
investigated. The TES can operate at very high e�ciencies in terms of energy and exergy.
The main issue concerns the elongation of the heat front longer over time thus limiting
the amount of energy that can be withdrawn at the maximum outlet temperature during
discharge. This also leads to a poor volume e�ciency where most of the TES volume
cannot be utilised during continuous operation and cycling.

In the study above, the TES was charged to a maximum capacity and discharged im-
mediately after. In a real scenario the cycling will depend greatly on energy availability,
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energy prices and the demand. The storage will, most likely, be charged when excess
electricity is available and discharged when electricity is demanded. This means that
the TES will not always be charged to full capacity or discharged to minimum capacity.
Furthermore, the TES will undergo storage periods where the energy with no charging
or discharging taking place. This will, over time, cause the heat front to become even
longer due to conduction and radiation meaning that the temperature at the roof of the
TES during a storage period will decrease. Thermal losses to sorroundings during storage
periods will also play a role in a practical scenario.

Charging the TES will increase the roof temperature to the maximum again but the
slope of the heat front will still be a�ected and the possible discharge time at maximum
temperature will, thus, be decreased.

The charge period also puts a limit on how much the TES can be charged. As shown
earlier, the TES cannot be charged to full capacity as the outlet temperature of the TES
directly a�ects the power required to drive the fan.

One possible way to prevent the fan e�ciency from being a�ected by the temperature of
the hot discharge air could be to cool the air from the �oor outlet of the TES before it
reaches the fan. A rotary heat exchanger could be implemented into the charge cycle as
shown in �gure 5.15.

Electric 
heater

Charge 
fan

Rotary heat 
exchanger

TES

Figure 5.15: Charge cycle modi�ed with a rotary heat exchanger.

As seen from the �gure, the rotary heat exchanger would allow for the fan to operate
at a lower temperature with the heat being extracted from the air before the fan and
added once again downstream of the fan. By doing so, the TES could be charged to
a higher capacity, which will increase the outlet temperature of the charge air. In this
way, the heat is recycled back in to the TES without a�ecting the fan operation and
overall TES e�ciency to a noticeable degree. The rotary heat exchanger will, however,
introduce an additional pressure loss. Despite this, the fan will be cost less to operate
during the charge period since the required power does not have to be subtracted from
the power generated by the Rankine-cycle. The rotary heat exchanger will, furthermore,
be bypassed as long as the �oor temperature of the TES is not increased during the
charge period and will, thus, only be used for the last boost in capacity.
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The cost of charging the TES to full capacity from the point at which the �oor tempera-
ture begins to increase beyond the minimum TES temperature will be higher because of
the pressure loss introduced by the rotary heat exchanger. Despite this, the implementa-
tion of a heat exchanger in the charge cycle could possibly allow for a better utilisation
of the TES volume and increase storage capacity from around 40% of the theoretical
maximum to about 65% in the best case.

A possible solution for increasing the actual TES capacity would be to split the TES
into several smaller or compartments sections. These would be insulated from each other
thus reducing the e�ect of axial conduction and radiation making it possible to maintain
a steeper heat front for longer a longer time period. Another solution for maintaining a
constant discharge temperature for extended discharge periods is to introduce a mixed
storage utilising solids like rocks and an encapsuled phase change material in the top
part of the storage as suggested by Zanganeh (2014).

The main limitation of the TES as presented in this study is the limitation in the amount
of high temperature energy that can be provided for extended periods of time which
limits the e�ective capacity of the TES. This can possibly be improved by increasing the
TES volume for the relevant storage application or by implementing the improvements
as previously discussed. It can be concluded that the energy- and exergy e�ciencies
of complete charge/discharge cycles are generally very high proving that the TES can
e�ectively store energy as heat with a high return ratio and at high temperatures.

The investigated dual pressure SRC was found to be limited the constraints for the low
pressure cycle due to requirements for the minimum boiler outlet temperature. Other
power cycles such as the re-heat and Brayton gas cycles may have a potential to produce
even more power for the given constraints provided that the temperature of the discharge
air can be raised to the required levels for optimum cycle performance.
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6. Conclusion

The objective of this study has been to investigate the behaviour of a packed bed, High
Temperature Thermal Energy Storage (HT-TES) in conjunction with an auxiliary system
consisting of a charge cycle, a discharge cycle and a power generating Steam Rankine
cycle. The investigated conical storage had a volume of 175,000 m3, a height of 25 m
and a lid and bottom radius of 49.19 m and 45.19 m respectively. Rocks were utilised as
a solid storage medium with air as a secondary heat transfer medium.

A dynamic model of the Thermal Energy Storage was created resembling a modi�ed
version of the original Schumann model for packed beds. The model incorporates tem-
perature dependent properties for both the �uid- and solid phases. It treats heat transfer
by forced convection and contains terms accounting for axial transport of energy by con-
duction and radiation. The pressure loss through the TES has been modelled using a
modi�ed version of the Ergun equation. The model was solved using the method of lines
and the ode15s solver in Simulink. A grid independence study concluded that 400 grid
points were required to obtain a satisfactory accuracy of the heat front length in the TES.
The model was validated using results obtained by Zanganeh (2014) for a simulation of
30 charge/discharge cycles over 30 days.

A parametric study was carried out, investigating the e�ect of selected parameters on
the performance of the TES. Two general shapes of the storage were investigated. It was
concluded that the di�erence between a conical and a cylindrical TES were negligible in
terms of internal heat distribution and thermal losses.

The diameter of the solid particle storage material was investigated. It was determined
that rocks with a diameter of 1 cm caused an unacceptably high pressure loss while rocks
with diameters above 5 cm yielded an unreasonably high Biot number. Therefore, a rock
diameter of 3 cm was chosen for the TES.

The e�ect of varying the charge/discharge rate was investigated. It was concluded that
the TES should not be charged or discharged at a rate higher than 553 kg/s as this would
increase the Biot number beyond the acceptable limit.

The e�ect of varying the thickness of the insulation material on the walls, �oor and roof
of the storage was investigated. It was determined that the initial insulation thicknesses,
up to 0.6 m, could be reduced by as much as 40% without increasing the thermal losses
beyond 1% of the energy recovered during the discharge phase.

The length of the TES was investigated for a cylindrical storage with a constant radius
in relation to the Biot number and the pressure loss through the storage. It can be
concluded that a height of 25 m is the maximum allowable for the TES.
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It was concluded that both the energy- and exergy e�ciencies obtained from the para-
metric study for all but the extreme cases, remained above 98%.

Rankine cycle models were developed for a single- and a dual pressure steam Rankine
cycle as a part of the auxiliary system utilising Engineering Equation Solver. For the
Rankine cycle optimisation, the ratio of the turbine shaft work to the total heat exchanger
area was chosen as the most applicable optimisation parameter due to the close coherence
of this parameter with the total TES performance.

Optimisation of the modelled single- and dual pressure steam Rankine cycles conclude
that, when optimised for the maximum turbine shaft work to heat exchanger area ratio
for the current constraints, the two cycles had similar electrical power outputs. For
a discharge air mass �ow rate of 221.2 kg/s, the single pressure cycle produced 35.34
MWel with a shaft work to heat exchanger area ratio of 983 W/m2. Based on the
chosen optimisation parameter and system complexity, the single pressure steam Rankine
cycle is considered superior to the dual pressure cycle for the relevant constraints. Both
cycles investigated operated of thermal e�ciencies of approximately 0.32. The maximum
pressure loss introduced to the system by the Rankine cycle boiler was limited 1 kPa.
Based on this, a maximum air mass �ow rate of 221.2 kg/s during discharge was chosen
to comply with this.

A realistic thermal capacity for the 175,000 m3 TES was estimated at 16.7 GWhth
i.e. 40.5% of the theoretical capacity of the rocks by volume. This was based on an inlet
discharge temperature to the storage of 413 K, based on the modelled outlet temperature
of the Rankine cycle boiler, and an outlet discharge temperature from the storage of 873
K. This means that 104,144 m3 of the total volume of 175.000 m3 could not be e�ectively
utilised to store useful energy due to the nature of the heat front.

The charge time at a rate of 230 MWth was found to be 77.4 hours or 3.2 days while
the discharge time was determined to be 140 hours or 5.8 days at a discharge rate of 115
MWth. It was concluded that, for this particular case, the cycle energy e�ciency was
88.92 if the temperature of the TES outlet should not be decreased beyond 863 K.
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7. Future work

This chapter is dedicated to the presentation of possible future studies based on this
thesis. These subjects are related to model improvements, system investigations and
optimisation parameters.

The increasing complexity of the model implemented in Simulink have caused the ini-
tialisation time of Simulink to become longer than the actual simulation time. If the
Simulink model is to be improved upon by adding additional terms, the initialisation
time will further increase. Furthermore, with all features implemented, 400 grid points
is the limit of the Simulink model. Simulating the TES in a con�guration that requires
600 or 800 grid points is not feasible. The model of the TES could be converted from
Simulink to another program, possibly a standard Matlab script, to improve calculation
time and accuracy.

In this thesis, the overall TES e�ciency has been based on charge/discharge cycles that
utilise a large part of the TES capacity. The TES e�ciency should be determined in a
more realistic scenario. The actual charge period could be based on an analysis of when
excess electricity generally is available and in what quantities. Likewise, an analysis of
the general demand for electricity would be needed to determine actual discharge periods.
These analyses would also be required to investigate the economy of operating a TES
and for which the capacity of the TES should be designed.

While the cycle e�ciency of the TES is high, the volume that can be utilised for actual
storage is low. This means that a large amount of the volume in the TES is essentially
not utilised for useful energy storage.

Some ways to increase the capacity of the TES were discussed in section 5.3 and include:

� Splitting the TES into several smaller sections that are individually insulated to
avoid the e�ects of axial conduction and radiation

� Implementation of an encapsulated phase change material at the top of the TES
that would ensure constant outlet temperature for extended time periods

� Charging the of the entire TES storage volume to 873 K. This will, however, require
that the fan is protected as the air begins to heat up in the charge cycle when the
bottom of the TES heats up.

The thermal e�ciency of the single pressure Rankine cycle used in this study reached 32%
when optimised for shaft work over heat exchanger area. Other types of power cycles
should be investigated to determine if the e�ciency could be improved even further.
Such power cycles could include a Rankine cycle with reheat and a Brayton gas cycle as
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discussed in section 5.3.
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A. Schumann's model

The basic, one dimensional Schumann model was developed in 1929 and describes the
transient heat transfer by the convection of �uid and the heat transfer between he �uid
and solid phases (Schumann, 1929). The Schumann model is based on the several as-
sumptions (Ismail and Jr., 1991): The properties of the �uid and solid phase are constant
and independent of temperature, the �ow is steady and incompressible, no axial or radial
heat conduction or radiation and lastly, the Biot number is assumed to be below 0.1
meaning that no internal temperature gradient in the solid particles.

The equation for the �uid phase can be written as:

εV ρfcp,f︸ ︷︷ ︸
Fluid phase capacity

(
dTf
dt

+ vf
dTf
dx

)
= hvolV (Ts − Tf )︸ ︷︷ ︸

�uid-solid phase convection

−UwallAwall (Tf − T∞)︸ ︷︷ ︸
loss to surroundings

(A.1)

The equation for the solid phase is written as:

(1− ε)V ρscp,s︸ ︷︷ ︸
Solid phase capacity

dTs
dt

= − hvolV (Ts − Tf )︸ ︷︷ ︸
�uid-solid phase convection

(A.2)

Equation A.1 shows how the capacity of the �uid is taken into account in relation to time
and also axial distance in terms of �uid velocity. The equations also incorporate a �uid-
solid phase convection term that accounts for the transfer of energy in either direction.
This is the only heat transfer between the two phases that the Schumann model takes
into account based on the volumetric heat transfer coe�cient in this instance. Finally, a
term describing the losses to the surroundings is implemented, based on the overall heat
transfer through the walls and the wall area.

Equation A.2 is more simple than equation A.1 and accounts for the transient temper-
ature change of the solid phase in relation to the solid phase energy capacity and the
energy transferred from- or to the solid phase from the �uid phase through convection.

The model developed in this study is based on the Schumann model but incorporates
terms and modi�cations that improves the accuracy of the model.
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B. Model solver

The model described in chapter 2.1 is implemented in Matlab Simulink and solved using
the build in ode15s solver. The model has thus been discretised in the axial direction
and solved using the method of lines. This appendix describes how the individual grid
point model block determines the radius at the inlet and at the outlet of the grid point
along with a detailed description of how the individual model blocks are constructed.

B.1 Geometrical calculations

As the TES can be simulated as a conical tank and in two directions depending on
the �ow direction, some geometrical calculations must be de�ned. The height of the
individual grid layer is de�ned by the total TES height divided by the number of grid
points ∆x = HTES/N . A grid layer in a conical TES will have di�erent inlet and outlet
radii and they are calculated for the charge phase as:

Rout,charge = Rroof − (Rroof −Rfloor)
n

N
(B.1)

Rin,charge = Rroof − (Rroof −Rfloor)
n− 1

N
(B.2)

and for the discharge phase in reverse order the radii are calculated as:

Rout,discharge = Rfloor + (Rroof −Rfloor)
n

N
(B.3)

Rin,discharge = Rfloor + (Rroof −Rfloor)
n− 1

N
(B.4)

With the height and radii de�ned, the cross-sectional in- and outlet areas along with the
Grid layer volume can be obtained.
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B.2 Grid point model structure

Each grid point or layer calculates the temperature of the �uid and solid phases contained
in the volume associated with the grid point or layer. Figure B.1 gives a detailed overview
of the model structure in Simulink. Generally, the model calculates 3 parameters: the
energy of the 2 phases and the pressure loss across the grid layer. All geometrical cal-
culation are based on the grid point number as this determines the location in the TES
and the subsequent radius. All the model blocks require the geometrical data for the
grid point.

The thermal properties of the �uid is determined through property lookup tables and
require the temperature of the �uid at both the inlet and the outlet of the grid point and
in some cases also the pressure at the grid point.

The �uid enthalpy change is calculated based, primarily, on the convection by �ow, which
requires the enthalpy for the inlet and the outlet of the grid layer, and the �uid-solid
phase convection that relies on the temperature of the �uid and solid phases.

The loss to the surroundings is based on the internal temperature of the �uid phase at
the grid point and is determined based on the amount of insulation in the wall and the
ambient temperature. Furthermore, the �rst and last grid points also have to take the
�oor or the roof into account depending on the model orientation.

The solid phase internal energy required is mainly based on the �uid-solid phase con-
vection and the axial conduction and radiation. The axial conduction and radiation
calculation requires the solid-phase temperatures of both the adjacent cells to determine
the gradient. Furthermore, the temperature of the �uid-phase is used along with the
solid-phase temperatures to determine the e�ective conduction coe�cient.

The pressure loss is calculated based on the thermal properties and the geometrical values
for the cell. The pressure of the individual cells is based on the outlet pressure of the
TES where each grid point adds the change in the pressure to the grid point pressure.
The outlet pressure will be either atmospheric pressure or atmospheric pressure plus the
pressure loss of the heat exchanger.
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Fluid-solid phase 
convection

Fluid thermal
properties

Axial conduction 
and radiation

Loss to 
souroundings

Pressure loss

Solid phase 
internal energy

Fluid  enthalpy 
change

Ts,n

Tf,n

pn

Geometric 
calculations

n-1
n

Vn, rin, rout, Ain, Aout

Tf,n-1

pn+1

Ts,n-1 ,Ts,n+1

Convection by 
flow

hf,n

hf,n-1

Thermal storage model

Figure B.1: Detailed block diagram of the over all structure of the individual grid
point.
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C. Temperature dependent heat capacity

The Simulink model determines the internal energy of the rocks based on the speci�c
heat capacity of the rocks. Initially, the internal energy needs to be determined based on
an initial temperature that often consists of a heat front at a speci�c shape and location
in the TES depending on how it has been generated. us,n,ini is determined by:

us,n,ini = (1− ε)Vs,nρscs,n (Ts,n) (Tmax − Tmin) (C.1)

where cs,n (Ts,n) is the rock speci�c heat capacity at the initial temperature but nor-
malised to a scale between 0 and the maximum value of cs,n at Tmax in the TES. This
causes the initial amount of energy to be zero if Ts,n is equal to the minimum TES tem-
perature Tmin. Likewise, if Ts,n = Tmax, then us,n,ini will be the maximum amount of
energy that can be stored at the current grid point as the temperature cannot increase
beyond Tmax. The scaling compared to the original Kelly correlation is shown in �gure
C.1.

Figure C.1: Scaling of the speci�c rock heat capacity for the Simulink model.

The internal energy of the rocks is determined in the Simulink model by using us,ini as
the initial condition.

us,n =

∫ tfinal

t=0
(q̇cond − q̇conv) dt (C.2)

The temperature for the grid point is then calculated as Ts,n (cs,n) which is the inverse
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of cs,n (Ts,n) where cs,n is still normalised to a scale between 0 and the maximum value
of cs,n. cs,n is determined by:

cs,n =
us

(1− ε)Vs,nρs,n (Tmax − Tmin)
(C.3)

The implementation of the speci�c heat capacity of the rocks in Simulink in this manner
is assumed to be the main cause of an error in the model. The sum of energies added
to the TES, based on the inlet and outlet �ows along with the thermal losses, do not
match the amount of energy stored in the TES when calculating the energy in the TES
based on the �nal temperature after the simulation is complete. The di�erence between
the stored energy and the energy added or removed from the system is in the order of
1.8% to 4% for the majority of the simulations in this study. This means that up to
4% extra energy is present in the TES when calculation the energy content based on the
TES temperature compared to the energy that is added or removed from the TES during
simulation.
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D. Thermal transport phenomena in the
TES

This appendix describes the additional equations and methods used to determine the
e�ective conduction coe�cient λeff and the losses associated with the TES surfaces and
the insulation.

D.1 Axial conduction and Radiation

Equation 2.13 in section 2.1.4 describes the e�ective axial conduction and radiation
coe�cient. This equation is based on the void-to-void radiative heat transfer coe�cient
hrv and the solid surface to solid surface radiative heat transfer coe�cient hrs along with
φ, the ratio of the e�ective thickness of the �uid �lm adjacent to the surface of two
particles to the particle diameter.

The void-to-void radiative heat transfer coe�cient hrv is given by:

hrv =
0.1952

1 +
ε

2 (1− ε)
1− εs
εs

(
Tf
100

)3

(D.1)

hrs, the solid surface to solid surface radiative heat transfer coe�cient, is given by (Yagi
and Kunii, 1957):

hrs = 0.1952

(
εs

2− εs

)(
Ts
100

)3

(D.2)

The ratio of the e�ective thickness of the �uid �lm adjacent to the surface of two particles
to the particle diameter φ is de�ned as:

φ = φ2 + (φ1 − φ2)
ε− ε2
ε1 − ε2

(D.3)

where ε1 and ε2 represent minimum and maximum possible void fractions respectively
with ε1 = 0.26 for a tightly packed bed and ε2 = 0.476 for a loosely packed bed. These
are illustrated in �gure D.1.
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It is important to note that the unit of hrv and hrs in the reference is given in kcal/m
2-hr-K

which results in a multiplication factor of 1.162 in order to convert to W/m2-K.

φi =
1

2

κ− 1

κ
sin2θi

ln (κ− (κ− 1) cosθi)−
κ− 1

κ
(1− cosθi)

2

3

1

κ
(D.4)

where κ = λs/λf and sin2θi = 1/ni. Here, ni is the number of contact points of a
semi-spherical surface of a particle. For a loosely packed bed, n1 = 1.5 and for a tightly
packed bed, n1 = 4

√
3.

A. B.

Figure D.1: A. Tightly backed particles with ε1 = 0.26. B. Loosely packed particles
with ε2 = 0.476. Adapted from (Yagi and Kunii, 1957)

D.2 Thermal losses

The calculations of the thermal losses through the roof, wall and �oor described in section
2.1.5 are presented in the following sections.

D.2.1 Thermal losses through walls

The thermal loss through the lateral walls of the storage will be calculated based on
inside convection, conduction and radiation to the roof internal surface along with the
roof insulation. The overall heat transfer coe�cient for the lateral wall is thus expressed
as (Cengel et al., 2012):

Rwall =
1

hintAc,int
+

n∑
j=0

ln (rj+1/rj)

λjAc,j
(D.5)

The internal heat transfer coe�cient consists of the heat transfer coe�cient for the in-
ternal convection as well as the internal radiation and conduction:

hint = hconv + hrad−cond (D.6)

where hconv covers the convective heat transfer to the wall inside the TES and is calcu-
lated by the following equation (Beek, 1962):
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Nu =
hconvdp
λf

(D.7)

with:
Nu =

(
3.22Re1/3p Pr1/3 + 0.117Re0.8p Pr0.4

)
(D.8)

Here, Rep = Gdp/µ for a packed bed. hrad−cond accounts for both the conductive heat
transfer along with the radiative heat transfer and is similar to the expressions in equa-
tions 2.13 to D.3 and is based on (Ofuchi and Kunii, 1965):

1

hrad−conddp/λf
=

1

λ0w/λf
− 0.5

λeff/λf
(D.9)

where λeff/λf is similar to equation 2.13 and λ
0
w/λf is determined by (Ofuchi and Kunii,

1965):

λ0w
λf

= ε

(
2 +

hrvdp
λf

)
1− ε

1

φ
+
hrsdp
λf

+
1

3

λf
λs

(D.10)

D.2.2 Roof thermal loss

The losses through the roof of the TES q̇roof are determined by the energy balance
described in the following equation:

q̇roof = q̇cond = q̇conv (D.11)

where q̇cond is the conduction through the roof isolation material and q̇conv the convection
of the ambient air. The conduction and convection to the roof is given by the following
equations:

q̇cond =
Tf − Tsurface

Rroof
(D.12)

Rroof =
1

Aroof

n∑
j=1

tj
λj

(D.13)

q̇conv = hextAroof (Tsurface − T∞) (D.14)

The external heat transfer coe�cient hext is given by (Cengel et al., 2012):

hext =
Nuλamb

Lstorage
(D.15)
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where Nu is the Nusselt number for a �ow over a �at plate de�ned as (Cengel et al.,
2012):

NuLaminar = 0.664Re0.5ambPr
1/3 for Re < 5 · 105 (D.16)

NuTurbulent = 0.037Re0.8ambPr
1/3 for Re > 5 · 105 (D.17)

where Reamb = ρambLstoragevwind/µ for the ambient air at an averaged wind speed.

Equation D.11 contains only one unknown, Tsurface, in the expressions for q̇cond and q̇conv.
These are solved in Simulink using an algebraic constraint that determines Tsurface based
on the condition q̇cond − q̇conv = 0.

D.2.3 Floor thermal loss

The losses through the bottom �oor of the TES is modelled in a similar way to the walls
with:

Rfloor =
n∑

j=0

tj
λjAfloor

(D.18)

The only di�erence is that the convection term is not included for the �oor loss.
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E. Energy and exergy calculations

This appendix covers the various calculations of energy accumulated in the TES, the
energy input and recovered energy related to e�ciencies and loss fractions discussed in
section 2.2.

E.1 Energy

The amount of energy transferred to the TES during a charge period is given by:

Einput =

tcharge∑
t=0

ṁ
(
htf,out − htf,in

)
∆t (E.1)

Likewise, the amount of energy recovered from the TES during a discharge period is
given by:

Erecovered =

tdischarge∑
t=0

ṁ
(
htf,in − htf,out

)
∆t (E.2)

The energy accumulated in the TES during a simulation is calculated by:

Eaccumulated =
N∑

n=1

(1− ε) ρsVncs
(
T
tfinal
n − Tinitial

)
(E.3)

The amount of energy used to power the fan during a charge period is calculated with:

Efan,charge =

tcharging∑
t=0

∆ptṁt∆t

ρfηfan
(E.4)

The amount of energy used to power the fan during a discharge period also has to take
the Rankine-cycle e�ciency into consideration as thermal energy from the TES used to
run the Rankine-cycle is used to power the fan during discharge given by:

Efan,discharge =

tdischarge∑
t=0

∆ptṁt∆t

ρfηfanηRankine
(E.5)
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E.2 Exergy

The exergy input to the system is over the charge period is calculated by:

Exinput =

tcharging∑
t=0

ṁ [(hh,in − hf,out)− T0 (sf,in − sf,out)] ∆t (E.6)

where T0 is the reference temperature of the entropy, in this case 298 K, and sf,in and
sf,out is the entropy at the roof and �oor during charge respectively. The exergy recovered
from the TES over the charge period is given by:

Exrecovered =

tdischarging∑
t=0

ṁ [(hh,out − hf,in)− T0 (sf,out − sf,in)] ∆t (E.7)

The exergy used to run the fan during discharge Exfan,discharge is calculated by:

Exfan,discharge = ffan,dischargeExrecovered (E.8)

where ffan,discharge is the fraction of the total amount of energy recovered during the
discharge period used to run the fan. The total exergy accumulated in the TES is
calculatrd by:

Exaccumulated =
N∑

n=1

[
(1− ε)Vnρscs,n

(
T
tfinal
n − T0

)
− T0 · ln

(
T
tfinal
n

T0

)]
(E.9)
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F. Heat exchanger design parameters

The �nned tube used for the design of the heat exchanger in this study is shown in �gure
3.10 in section 3.2.

d
o

lh

l f

t w

Figure F.1: Cross-section of the �nned tube (Adapted from ESCOA (1979)).

The geometrical parameters of the �nned tube can be seen in �gureF.1.

The values of the tube parameters can be seen in table F.1 and have been measured on
the sample shown in �gure 3.10 or calculated based on the measured values.

Finned Tube parameters
Parameter Variable Value

Tube outer diameter do 0.038 m
Tube wall thickness tw 0.004 m
Fin height lf 0.016 m
Fin base height lh 0.005 m
Fin width ws 0.005 m
�n Thickness tf 0.001 m
Spacing between �ns sf 0.005 m
Longitudinal pitch Pl 0.080 m

Table F.1: Geometrical values of the �nned tubes measured as shown in �gure F.1.

F.1 Heat exchanger design equations

This section covers the additional equations used to calculate the heat transfer coe�-
cient and the pressure loss for the heat exchanger. The Reynolds number used in the
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calculations for the heat exchanger is de�ned as:

Rehe =
Gdo
µair

(F.1)

where G is the mass �ux given by: G = ṁ/An

F.1.1 Heat transfer coe�cient calculations

The heat transfer coe�cients are determined mainly by the �ow properties and the area
of the �nned tube available for heat transfer. The e�ective heat transfer coe�cient on
the air side can be determined by:

he = ho
EAfo +Apo

Ao
(F.2)

where Afo is the �n surface area per unit length of the �nned tube. Apo is the prime
surface area of the �nned tube. Ao is the total surface area of the �nned tube. E is the
�n e�ciency de�ned as E = 0.61. ho is the average air side heat transfer coe�cient and
is given by:

ho =
1

1

hc + hr
+Rfo

(F.3)

where hr is the average air side radiation heat transfer coe�cient and Rfo is the thermal
resistance caused by fouling. Fouling, although, is omitted in the model as the secondary
heat transfer medium is assumed to be clean air. hc is the average air side convection
heat transfer coe�cient that can be determined by:

hc = jGcp

(
λp

cp,airµair

)0.67

(F.4)

where j is the Colburn j-factor given by the following equation:

j = C1 · C3 · C5

(
df
do

)0.5(Tf,he,avg
Tfin,avg

)0.25

(F.5)

where C1, C3 and C5 are dimensionless corrections to the j-factor in respect to the
Reynolds number, the �n geometry, and the tube row layout respectively given by equa-
tions F.10 ,F.11 and F.12. df and do is the outer tube �n diameter and the outer tube
diameter respectively while Tfin,avg and Tf,he,avg is the average �n temperature and the
average outside temperature respectively. The average outside temperature is based on
the air inlet and outlet temperature of the heat exchanger given by:
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Tf,he,avg =
Tf,he,in + Tf,he,out

2
(F.6)

Likewise the internal tube �ow average temperature Tw/s,avg is given by:

Tw/s,avg =
Tw/s,in + Tw/s,out

2
(F.7)

The average �n temperature Tfin,avg and average tube wall temperature Tw,avg are given
in the following equations:

Tfin,avg = Tw/s,avg + 0.3
(
Tf,he,avg − Tw/s,avg

)
(F.8)

Twall,avg = Tw/s,avg + 0.1
(
Tf,he,avg − Tw/s,avg

)
(F.9)

The Reynolds number correction to the j-factor is given by:

C1 = 0.25Re−0.25 (F.10)

The geometry correction to the j-factor is given by:

C3 = 0.35 + 0.5e−0.35 (lf/sf ) (F.11)

The non-equilateral and row correction to the j-factor is given by:

C5 = 1.1−
(

0.75− 1.5 ∗ e−0.70 ∗Nr
)
e−2 (Pl/Pt) (F.12)

F.1.2 Heat exchanger pressure loss calculations

The pressure loss of the air stream is based on the number of tube rows in the �ow
direction and the mass �ow rate per unit area in the narrowest cross section through the
heat exchanger. The pressure loss can be determined by:

∆p = (ff + a)
G2 ∗Nr

0.5ρavg
(F.13)

where f is the Fanning friction factor [-] and a is the pressure drop acceleration loss term
[-]. Nr is the number of tube rows in the direction of �ow and ρavg is the average air
density in the air stream.

The Fanning friction factor used to calculate the pressure loss is given by:
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ff = C2 · C4 · C6

(
df
do

)
(F.14)

The pressure drop acceleration loss term is given by

a =
1 + β2

4Nr
ρavg

(
1

ρout
− 1

ρin

)
(F.15)

The contraction factor is given by:

β2 = (An/Ad)2 (F.16)

The Reynolds number correction to the f-factor is given by:

C2 = 0.07 + 8.0Re−0.45 (F.17)

The geometry correction to the f-factor is given by:

C4 = 0.08 (0.15Pt/do)
−1.1 (lf/sf )0.20 (F.18)

The non-equilateral and row correction to f-factor is given by:

C6 = 1.6−
(

0.75− 1.5 ∗ e−0.7 ∗Nr
)
e−0.2 (Pl/Pt) (F.19)
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G. Additional SRC model results

Figure G.1: Additional model results for the SP SRC optimised for Wshaft/Atot and
100 MW discharge rate.

Figure G.2: Additional model results for the DP SRC optimised for Wshaft/Atot and
100 MW discharge rate.
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Figure G.3: Additional model results for the SP SRC optimised for Wshaft/Atot and
100 MW discharge rate.

Figure G.4: Additional model results for the DP SRC optimised for Wshaft/Atot and
200 MW discharge rate.
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H. Cyclic TES behaviour

In this appendix, the sloping of the heat front in the TES is examined over continuous
charge/discharge cycles. The model has been run in a continuous charge/discharge cycle
from an initial state of completely discharged at a TES temperature of 413 K. This is
followed by 60 charge/discharge cycles consisting of a 77.4 hour period at 230 MWth

charge followed by a 154.8 hour discharge period at 115 MWth. The result can be seen
in �gure H.1. This shows how the heat fronts develops over time. As it can be seen, the
heat front begins to stabilise after 30 cycles and only negligible change can be observed
from 40 cycles and beyond. Due to this, cycles above cycle 40 are not shown.

Figure H.1: Energy distribution at maximum allowable charge and discharge.

This illustrates that, if charged and discharged continuously at equivalent rates, the TES
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behaviour will stop changing between cycles. The capacity of the TES after 40 cycles,
following the same method as described above, where the capacity is determined by the
di�erence between charge and discharge, is 17.3 GWhth which is the same as found for
the case in section 5.2.1. The charge and discharge times at cycle 40 are described in the
following section.

H.1 Charging and discharging times

At the 230 MW charge rate it will take 77.4 hours or 3.2 days to charge the TES to the
capacity described above. The temperature at the �oor outlet during charge is shown
during this time in �gure H.2. From this, it can be seen that, after 40 hours of charge
at 230 MWth, the temperature begins to increase. After after 60 hours the temperature
surpasses 415 K. From there, it increases rapidly to 479 K after 77.4 hours.

Figure H.2: Temperature at the �oor outlet during charge of the TES.

Likewise, for the 115 MW discharge period, the temperature at the roof outlet is shown.
The discharge period takes 6.4 days to complete or 154.8 hours. As it can be seen, the
temperature begins to drop after only 80 hours and drops below the before mentioned
10 K di�erence after approximately 120 hours. After 120 hours, the temperature drops
rapidly as the TES is depleted.

110



H.1. Charging and discharging times Appendix H. Cyclic TES behaviour

Figure H.3: Temperature at the roof outlet during discharge of the TES.

The increase in �oor outlet temperature during charge and the decrease in roof outlet
temperature during discharge, makes it necessary to stop the charge and discharge earlier.
This means that the capacity of the TES will be reduced if the TES is continuously
charged/discharged over long periods. This is, however, not a realistic operation of
this type of TES as the storage will be charged when excess electricity is available and
discharged when electricity is in demand.
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