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Abstract:

The exponential increase of the data traf-
fic in the next years and the limitations
of the wireless spectrum shared by multi-
users have challenged the design of the com-
ing 5G radio access technology. In the
last decade, multiple-input multiple-output
(MIMO) systems have become one of the
key technologies offering a higher spectral
efficiency. Nevertheless, the advantages
provided by MIMO systems come to the
detriment of an increase in the cost to de-
ploy multiple antennas and also in the re-
ceiver complexity. Thus, a pre-equalization
stage called precoding is applied at the
transmitter in order to improve the cov-
erage and range of the network in fad-
ing environments. This thesis investigates
performance aspects of such MIMO chan-
nel matrix precoding techniques. On the
one hand, a digital communication system
testbed based on USRP radio hardware
is implemented by means of the software
defined radio (SDR) LabVIEW. On the
other hand, the effective potential of pre-
coding techniques in boosting the network
throughput is addressed in a real world sce-
nario testbed. Our results reveal that the
spatial diversity provided by multiple an-
tennas is exploited by precoding and thus
achieving higher channel capacity.
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Preface

It has been already nine years since I initiated my university education on telecommunication
engineering. From the defined five years degree, I decided to make a detour to universities
abroad with the purpose of enriching my cultural and academic background. During these
adventures, I acquired wide knowledge in the communications, electronics and computer sci-
ence fields. Nevertheless, this experience has revealed to me that the more I studied different
subjects the less I retained everything I learned.

On account of that, I resolved to culminate my degree with this 8 months thesis work
in pursuance of reviewing the mobile communication systems that drew my attention at the
begging of this long journey.

The idea for the development of this project came due to the intensive research being
done to designing the 5G mobile broadband generation. As the simulations and tests require
preparation time, it was determined to employ a new software defined radio (SDR) known as
LabVIEW (LV) which was proven to offer design flexibility, fast development and a friendly
graphical user interface. Therefore, the implementation of a real-world scenario testbed by
means of the SDR based on the USRP radio hardwares gave us the opportunity to test some
of the techniques that enhanced the channel capacity.

This thesis is written and presented in a sequential structure according to the devel-
opment process. First, we describe the software implementation of a digital transmission
system, starting from the transmitter, then the channel and finally the receiver. All the
designs are implemented exclusively with LV. Similarly, the performance results are com-
puted within the SDR. The LV diagrams illustrated in our Figures at the main body of this
project are designed by the author. On the other hand, additional modules and scripts that
are secondary or obtained from external sources are presented in the appendixes. Regarding
the testbed scenario, we provide in this work with the configuration basics of the USRPs in
order to set up a 2x2 MIMO system. We depict our indoor scenario and we show our nodes
location for our different realization scenarios. The results of our simulations and real-world
testbed are presented and discussed at the end.

We conclude our thesis work by confirming that the techniques employed in our testbed
boost the network throughput. Furthermore, we agree that the SDR LV grants with develop-
ment tools to simulating most of the blocks present in our mobile communications. We note
that only the precoding is analyzed in the testbed while there are more available techniques
that achieve also capacity gains and higher performances.

ix
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Chapter 1

Introduction

1.1 Motivation
From the first communication device to the brand new smartphones we have increased expo-
nentially the complexity of the communications techniques and particularly the amount of
information sent and received. Furthermore, the number of mobile users has grown deriving
to bandwidth limitations, among others. Therefore, in order to cope with these issues we
aim to increase mainly the efficiency and capacity through the successive generations of our
cellular communications systems.

The dramatic increase of users data traffic in the next decade [1][2] requires the design
and implementation of advanced techniques for the coming cellular generation 5G which is
going to cope with these needs after 2020. But before the transition to the fifth generation it
is of significant importance to test the performance of these novel techniques. For example,
the latency, the power consumption and spectral efficiency are some of the key factors of
the next cellular generation [2]. Apart from the simulated tests, mobile services providers
strongly rely on real world testbed scenarios, where relevant features can be obtained.

The difficulty in simulating the real world network topology makes experimental tri-
als a fundamental source of information for the performance analysis. For instance, as the
propagation model limits the simulation assumptions by acquiring experimental data from
practical scenarios we are able to validate our hypothesis [3]. It is for this reason that testbed
networks are essential to proof the effectiveness of the novel techniques that will boost the
network throughput.

Currently, a software platform called ASGARD is being used for experimentation at Aal-
borg University. It provides implementation of cognitive radio communication systems over
Software Defined Radio (SDR) equipment. Moreover, it easies the configuration of multi-
layered communication systems and its platform architecture is component based. However,
the use of a new software called LabVIEW (LV) is foreseen for future testbed scenarios. By
way of its component libraries and graphical development environment, LV provides com-
prehensive tools to configure our workbench in easy steps. Furthermore, it supports a wide
reconfigurable hardware compatibility that can be used to build any measurement or control
application in less time.

1



2 Chapter 1. Introduction

LabVIEW has been developed by National Instruments (NI) who also offers hardware so-
lutions for rapid prototyping of high-performance wireless communication systems. In point
of fact, Universal Software Radio Peripherals (USRP) are used for the ASGARD testbeds.
In this project, the NI USRP N200 (see Appendix B) are used with the LV communication
system design for the testbed on a real-world scenario.

1.2 Background
Mobile communications systems have evolved in the last decades to cope with the growth
of data traffic. While years ago users owned one mobile device, nowadays communication
devices such as smartphones, tablets and laptops are concentrated in small areas and demand
a high wireless data traffic. Therefore, a significant effort is being put forth on the definition
of the 5th Generation of cellular systems to cope with this demand.

According to the Cisco global mobile data traffic forecast for 2018 [4], the evolution of
the data traffic within the next five years reveals a dramatic impact on the cellular networks.
For example, the estimated data traffic growth is presented on the Figure 1.1. As we can
see, nearly an 11-fold increase over 2013 is predicted and the mobile data traffic will reach
the amount of 15.9 Exabytes by 2018.

Figure 1.1: Cisco Forecats 15.9 Exabytes per Month of Mobile Data Traffic by 2018.

Although the 4G-LTE network is being used by more devices every day increasing the
data traffic capacity, it is clear that we need to develop the next cellular generation with
advanced techniques able to support the predicted exponential data increase.
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We outline some more relevant facts that are foreseen in the next years:

• The number of mobile-connected devices will exceed the world’s population by 2014.

• Smartphones will reach 66 percent of mobile data traffic, while tables 15 percent.

• 4G traffic usage will be over the half of the total mobile traffic.

• The mobile data traffic will surpass 15 exabytes by 2018, six times higher than the
traffic by 2014.

• The mobile network connection speeds will increase 2-fold by 2018.

The major trends that contribute to the growth of mobile data traffic are outlined as
follows:

• Smarter Mobile Devices leading the market.

• Emerging of Wearable Devices.

• The Dominance of Video Applications.

• Bandwidth Consumption by Device.

• Assessing Mobile Traffic/Offload by Access Type (2G, 3G and 4G).

• The Adoption of IPv6 – Emerging Protocol.

• Definition of Mobile “Prime Time” – Peak vs. Average Usage.

These expectations among other predictions suppose a challenge for the upcoming mobile
generations. Therefore, a big effort is being done in research to cope with this traffic demand
and design more efficient communication techniques. As we see in the Figure 1.2, the num-
ber of wireless devices is increasing and it is the main cause to the global mobile traffic growth.

Figure 1.2: Global Mobile Devices and Connections Growth.
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Tablets are the most remarkable growth, followed by machine-to-machine connections
(M2M), both increasing nearly six fold from 2013 to 2018. Every year the market is being
updated with new devices with more capabilities and intelligence. These smart equipment
have a wide field of application (e.g. automotive industry, medical applications, manufac-
turing sectors, et al). Although these trends have global influence, some regions are more
sensitive to these changes than others. As we show in the Table 1.3, the leading countries
to the transition to smart devices are North America and Western Europe with over a 90
percent and 80 percent of expansion respectively by 2018.

Figure 1.3: Regional Share of Smart Devices and Connections (Percent of the Regional Total).

If we compare the growth of traffic with the transition to the smart devices in the follow-
ing years, we identify that on average smart devices generate higher traffic than a non-smart
device. Moreover, we observe that by 2018 smart traffic is going to raise from 88 percent of
the total global mobile traffic to 96 percent. Another important factor on these contribu-
tions is the evolution from lower-generation networks connectivity (2G) to higher-generation
networks connectivity (3G, 3.5G, and 4G-LTE). In other words, faster and more intelligent
networks lead to advanced multimedia applications that increase dramatically the data traffic
rate.

As mentioned before, 4G-LTE will be slowly adopted by more smart devices in the fol-
lowing years. We illustrate this generation transition in the Figure 1.4. All in all, 4G will
be an important factor for the improvement of the network performance, due to its higher
bandwidth, lower latency and increased security.
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Figure 1.4: Global Mobile Devices and Connections by 2G, 3G, and 4G.

In spite of that, we need to think what will happen beyond 4G. It is expected that the
fifth mobile generation will be introduced by 2020 and cope with the traffic demands until
2030. Therefore, it is necessary to design and develop advanced and novel techniques that
will surpass the capabilities of the 4G and at the same time, compete in equally conditions
with the continuous evolution of the devices technology for ten years.

Currently, there are two main approaches to cope with this necessity. One is focused in
the improvement of the cellular base station (BS) capacity. This is achieved with massive
multiple input multiple output (MIMO) arrays of antennas. The other approach is targeted
on local area networks, where the user equipment (UE) connection is coordinated by local
indoor access points (AP). These AP through time division and interference mitigation tech-
niques grant wireless connectivity to a higher number of users avoiding coexistence issues in
the wireless network. On the same way, this also helps to reduce the capacity demands on
the BS.

Right now, novel 5G techniques for local networks are being tested on simulations and
real-world scenarios. We summarize from the related work the major enhancements of these
techniques on the network performance in the following paragraphs. First of all, we review
the most significant key performance indicators of 5G. Finally, we present some of the ad-
vanced designs and techniques that improve the network’s performance.
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As described in more detail in [2], mobile broadband systems will have to become more
capable of meeting the demands mentioned before. For achieving this goal, the relevant key
requirements and their significance are illustrated in the Figure 1.5.

Figure 1.5: Relevant key requirements for B4G.

As shown, the most important design targets are the cost per bit and the system scal-
ability to heterogeneous deployment scenarios. A target factor is also the energy efficiency
that allow us to increase the battery life of the users’ equipment. This factor has an influence
in the operational expenses and consequently to the cost per bit. In order to meet some of
these requirements, there are several key enablers which are beneficial for local areas. For
example, a low latency frame structure allows minimum round trip times (RTT) from the
current LTE-Advanced system of 10ms to a desired 0.1 - 1ms for 5G designs. Thus, the frame
structure is the critical element that affects the latency which has a direct influence with the
buffers size. Therefore, a new frame structure design leads to cost savings and low latency [5].

Moreover, we boost the throughput reducing the overhead by decreasing the cyclic prefix
(CP) length, for instance. However, optimizations for latency and efficiency are conflicting
and thus it is necessary to provide more versatility to adapt the system to different de-
ployment scenarios [6]. Another enabler technique is the interference mitigation. Inter-cell
interference in dense cells scenarios can be managed with frequency reuse techniques [7] and
Interference Rejection Combining (IRC) advanced receivers which elevate the data rate in
interference limited conditions [8]. Further interference coordination solutions are found in
related work on real-world deployment conditions [9].

As LTE/LTE-Advanced is optimized for wide area environments, 5G is designed to opti-
mize local areas. Hence, it is feasible to maximize the similarities between uplink (UL) and
downlink (DL) and as a result similar multiple access schemes could be used in both direc-
tions, simplifying the design and hardware implementation of the system. Because of that,
Time Division Duplex (TDD) mode gains relevance for 5G air interface designs providing
more capacity and efficiency locally.
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To sum up, the most significant 5G design key indicators for small cells [6] are the
following:

• Peak data rate in the order of 10 Gbps.

• Round Trip Time (RTT) around 0.1 – 1ms.

• Spectral efficiency ∼x2 better than 4G.

• Low power consumption of both access point and terminals.

• Efficient support of Machine Type Communication (MTC).

• Flexible spectrum usage.

• Self-optimization of ultra-dense deployment of access points.

• Support of multi-hop.

• Simple and low cost design.

1.3 Objectives
We present in this paper a software defined radio designed with LabVIEW and adapted for
the NI USRP hardware, see Appendix B. We aim to realize a testbed within a real-world
indoor scenario. The purpose is to address the effective potential of promising 5G techniques
in boosting the network throughput.

On the one hand, we design and implement a complete wireless digital communication
system on LabVIEW. The transmitter design comprehends from the bits generation to the
OFDM symbols and frame transmission. Then, the USRP performs the up-conversion from
digital data to analog signal and the transmission through the air over the channel. The
USRP at the receiver down-convert the signal and the digital frames are processed in the
LV receiver modules. These modules by means of transmitted symbol pilots estimate the
channel. Moreover, we target to develop a reconfigurable testbed which will allow us to adapt
our communication system for further novel techniques currently in development.

On the other hand, we build a USRP network in a real-world scenario where we em-
ploy some of the 5G techniques, particularly precoding schemes for MIMO scenarios. We
aim to obtain experimental measurements that proof our theoretical assumptions on the
improvement of the network performance. Basically, we focus on local area networks where
the performance of space diversity techniques such as codebook based precoding matrices is
analyzed.

The main features of these novel techniques of the fifth mobile generation allow us to
cope with the data traffic demands in the next decade. Furthermore, we look forward to
meeting the 5G key indicator requirements implementing these techniques and testing them
over a real-world deployment scenario.

Apart from the proof-of-concept goal, this project provides a transition from the current
software platform ASGARD to LabVIEW, which allow us to design a communication system
in an easier graphical way and adaptable to different scenarios and hardware equipment.
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We present the main goals of this project along these lines:

• Design and implementation of a complete SISO digital communication system with
LabVIEW.

• Enhancement of the LV design from SISO to SIMO and MIMO.

• Integration of the LV SDR with the USRP radio hardware.

• Realization of a 2x2 MIMO real-world testbed scenario.

• Verification and validation of the precoding techniques potential in boosting the net-
work throughput.

One of the main reasons and motivation for the transition from ASGARD to LabVIEW
is because of the NI USRP equipment configuration simplicity, that allows us to build a
test environment with two USRP in parallel obtaining a MIMO system. Moreover, the SDR
consist of the equivalent modules of a real communications system but more flexible to dif-
ferent parameters configurations and features. Hence, we aim to design and implement the
essential communication modules to simulate a wireless digital transmission-reception sys-
tem. Furthermore, we adapt it with the USRP radio hardware within a real-world indoor
testbed scenario.

To summarize, this project aims to give an insight into the performance of some of the
5G novel techniques that may be part of the next mobile broadband generation after the
4G-LTE Advanced. The software defined radio using LV and the USRP hardware are the
basis of the performance testbed.

1.4 Guidelines
This report is structured as follow:

Chapter 1 Introduction. We describe the motivation of this project. Following, we overview
the background scenario and we present the objectives.

Chapter 2 Literature Review. In this chapter, we start outlining the theory that encloses
the concepts related to a basic digital communication system. First, we examine the
main communications system blocks of a wireless communication channel. Second,
we define the main performance measurements implemented for the validation of the
simulations. Then, in the next sections we address the theory behind the modules
and techniques implemented in LV such as source and channel coding, convolutional
codes, modulation schemes and multi-carrier system fundamentals. Afterwards, we
target the wireless channel presenting the models and its characteristics. Moreover,
we present channel estimation techniques over inter-symbol interference environments.
We follow by describing the diversity techniques employed in multi-antenna systems
such as maximal ratio combining and channel precoding. The last section of this
chapter summarizes the main characteristics of the current 4G-LTE mobile broadband,
as a reference point for the design of the 5G generation.

Chapter 3 LabVIEW Design. First of all, we describe the software implementation of a SISO
system, its model, performance analyzers and graphical user interface. Secondly, we
enhance the implementation for a SIMO system. Then, we adapt our LabVIEW
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software design to the USRP radio hardware, being able to transmit and receive data.
Finally, we realize further LV implementations for a 2x2 MIMO system using our
USRPs.

Chapter 4 SDR and USRP Real-World Scenario Testbed. First, we describe the 2x2
MIMO real-world tesbed scenario using the USRPs. Then, we determine the testbed
USRP configuration parameters and its performance analysis.

Chapter 5 Results. We provide the performance measurement results of the simulations, in
particular the BER vs. SNR for the SISO and SIMO channels. Then, we present
the performance results of the MIMO USRP testbed. Finally, we expose the results
obtained boosting the network throughput by exploiting the MIMO diversity using
precoding techniques.

Chapter 6 Discussion. In this chapter, we discuss and interpret the results presented in the
previous chapter. Furthermore, we address some software and hardware development
factors that influenced the system performance and determined the tesbed configura-
tion.

Chapter 7 Conclusion. We describe the main findings of this project, its significance and limi-
tations. Moreover, we review our project goals and refer them to the results obtained.

Appendix A 120 Years of Radio Communication Engineering. We briefly review 120 years
of evolution of the radio communications, from its origins the telegraph to the digital
era and smart-phones.

Appendix B Software Defined Radio and USRP Radio Hardware. We present the National
Instruments USRPs Data-sheet and we describe its capabilities using the software
defined radio.

Appendix C LabVIEW Additional Implementations. We present some additional LabVIEW
modules that are part from the SDR. We follow the same structure as in Chapter 3.

Appendix D Additional Simulation Features. We introduce in this appendix some extended
features implemented in LV and the MATLAB scripts employed for the throughput
calculation using the precoding matrices and the estimated channel from our real world
scenario testbed.
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Chapter 2

Digital Communications
Systems

In spite of the excellent literature resources available about wireless communication systems,
the author of this project prefers to briefly review the radio fundamentals and the theory of
the basic modules of a digital transmission system. In the first section we present the modules
from the transmitter and received part, besides the channel model. Then, we examine the
main characteristics of current techniques and designs employed in digital communications
systems in almost every device and station.

2.1 Elements of a Digital Communication System
In this section, we describe the components needed to generate a basic digital communication
system. We present sequentially the system block from the transmitter to the receiver. The
goal of a digital communication is to send bits in the most efficient and fastest way possible
between two distant points, using a channel medium, in our case the air. Furthermore, the
original bits have to be recovered without bit errors or keeping them as less as possible.

Before a signal is called a digital signal or even thinking on processing a signal into a
digital communication system, we must perform the process of conversion of an analog signal
into an appropriate form in the digital domain. Analog-to-digital conversion is a very basic
process which is implemented in the input stages of a digital communication system. Many
of the signals that derive from the physical world are inherently analog in nature. Hence, if
we aim to transmit these signals digitally, it is evident that it is necessary to convert these
analog signals to digital ones. While doing so, we must ensure that within the conversion
process we do not introduce inaccuracies or at least not beyond a limit, so that the quality
of the produced signal somewhere in the receiver is always satisfactory.

After the conversion, comes the point of signal representation, or to be more precise the
signal sampling. We use an approximate method called quantification and after it we repre-
sent the quantized versions in some different ways (coding), such as Pulse Code Modulation
(PCM), Differential PCM and Linear Predicting Code (LPC).

11
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In this project, because we design a digital system we will not describe these coding steps
in the quantization process. We directly assume our information source as a digital signal,
namely stream of bits. The topic of baseband transmission is elemental for understanding
the concept of signal shaping, digital modulation, digital reception and other related topics.

Inter-symbol interference is a limitation which is found in many occasions when we try to
send pulses. The signal duration in time domain increases when we reduce the bandwidth of
the signal. That means that if we transmit in a high bitrate, the transmission bandwidth is
limited and if the pulses are not designed properly, there is the possibility that a single pulse
interferences the ones next to it and consequently the performance of the communication
system decreases.

Digital modulation and demodulation translate the signal from one frequency band (base-
band) to another high frequency band, intermediate frequency (IF), or even to an actual
transmission bandwidth called Radio Frequency (RF) bandwidth. A digital communication
system is an information processing system whose objective is to send the information of
a transmission user and ensure that it is delivered without distortions and errors to the
designated destination. However, errors are inevitable and by source coding we are able to
correct most of them and also protect our information against distortions mainly caused by
the additive channel noise, interferences or fading.

In overview, the communication link is composed by the transmitter unit, the channel
and the receiver unit. We depict in Figure 2.1 this basic structure.

Figure 2.1: Basic communication system principle.

We assume for our channel model a wireless communication through the air. The two
units consist of several blocks or subsystems and their design depend on the characteristics
of the physical channel.

In Figure 2.2 we illustrate in more detail a representative example of the block diagram of
a complete digital communication system, where AMU is the antenna matching unit module
and fI and fLO are the intermediate frequency and the local oscillator frequency, respectively.
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Figure 2.2: Block diagram of a communication system.
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2.1.1 Transmitter
Starting with the transmitter design, the first block that we find in the system is the signal or
message source. As explained before, the signal in our context is an electrical representation
of a physical manifestation. For instance, the human speech after conversion to an electrical
signal using a transducer (microphone).

We name it message source because it has something of interest that we want to trans-
mit from the transmitter to the receiver. In order to design the communication system, we
must consider as important the features of the electrical output signal. Such features are the
bandwidth, power and the statistical characteristics, which are stationary that means that
they do not change on time [10].

If the signal is analog in nature, the next module is considered the sampling, quantization
and associated coding for a better representation format. Otherwise, if it is digital, then this
module only formats the signal in order to send it more conveniently. Moreover, this module
is a pre-processing unit that gives as an output a digital signal which conserves its initial
statistic features and whose bandwidth depends on the sampling rate. We define this output
signal as the information bearing sequence.

The Figure 2.3 shows the block diagram of the above mentioned units, known as the
information source.

Figure 2.3: Information source Block.

Now, the next two units process the information bearing sequence in several ways. The
first one has to know the properties of its predecessor blocks and the signal source. The
second unit takes into account the properties of the coming transmission modules. Hence, it
prepares the information in the best way for the subsequent blocks before the signal reaches
the receiver. We depict them in the Figure 2.4, which represents the information processing
block.
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Figure 2.4: Information processing Block.

If the sampling rate is high, between two consecutive samples the difference on magnitude
is small. That means that exists a strong correlation between near points, obviously due to
the continuous nature of analog signals. Hence, high sampling rates produce a discrete signal
whose values are correlated with their neighbor ones. Considering this fact, as example for an
eight bits representation at the quantization block we assure that two consecutive samples
differ in only the two or three less significant bits (LSB). In these cases, it is possible to
process our information bearing sequence, namely source encoding or data compression, in
such a way that we transmit less bits for representing the same information [11].

That procedure has two important consequences. First of all, the source coding tech-
nique has to be known by the transmitter and the receiver, because this process has to be
reverted at the receiver in order to obtain the original bit stream. Secondly, if our input
signal has a defined bit rate (e.g. Rb), due to this source coding the output signal will
present a different bit rate (e.g. Rb’) which is lower than the input signal, (Rb’<Rb). We
say then that the purpose of this block is meaningful because the effective bit rate is reduced
and consequently the bandwidth too. That benefits easing the complexity of the successive
blocks and also shortest the message into elementary symbols, which are limited in number
while transmitting them in real communication systems.

In order to preserve the quality of the information, we have to assure that the source
coding block does not produce any distortions to the input signal that the receiver could not
reverse. In practice there are two major schemes for this method of reducing the bit rate,
source coding. One technique allows some level of signal quality degradation. The other one
does not allow any losses.

The second unit of the information processing blocks is know as channel encoder or
channel coding. It tries to prevent some of the problems that may occur in the channel,
which is discrete and not related to the channel medium. In other words, the channel coding
safeguards the information bearing sequence against any possible distortion or error that
may take place during the transmission. It usually introduces additional redundancy in the
binary information sequence that is used while decoding in order to avoid some of the effects
of noise and interference during the transmission. Thus, the redundancy increases the fidelity
of the received signal and the reliability of the received data. This is possible because of the
removed redundancy at the source encoder has no correlation to the controlled redundancy
added at the channel encoder, which is defined.
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The next block, especially important for wireless communications, is the baseband pulse
shaping unit. Its output are analog pulses but it does not have a correspondence to a digital-
to-analog converter. In fact, we allocate this block within the digital modulation unit which
follows. We illustrate in Figure 2.5 how a digital signal represented by ‘0’ and ‘1’ is pulse
shaped into an analog pulse which bears the same information with less bandwidth compared
to the input signal.

Figure 2.5: Pulse shaping.

Our information bearing sequence has low frequency components and consequently is
considered a baseband signal. On the other hand, the carrier modulator unit employs a
carrier of intermediate frequency (IF) of sinusoidal nature in order to shift the baseband
signal. As explained in the evolution of wireless communications in the Appendix A, while
translating low frequency signal to a higher frequency we are able to successfully transmit a
signal via radio.

The baseband pulse shaping unit and the carrier modulator unit form the digital mod-
ulator block. The output of this block is an analog continuous-wave bandpass signal, so it
converts the input binary stream into a waveform sequence suitable for transmission over the
channel. Its bandwidth depends on the type of modulation used and it is centered at the IF.
That means that the digital modulator block is a narrow-band modulator.

The next block is conceptually a frequency translator or frequency up-converter block.
This unit requires another input defined as FLO (local oscillator frequency), which is a high
frequency carrier. The up-converter conceals the idea of a simple translation among the
frequency axes to the actual frequency band which has been allocated for the purpose of
transmission. As output we still obtain a narrow bandpass signal. In fact, it is narrower in
comparison to the center frequency. However, this signal is not suited for direct transmission,
mainly because its low power. Therefore, in order to get a high power signal we implement
a block whose major function is the amplification of the signal. As a result, the signal is
boosted in power obtaining a narrow band signal much stronger in terms of power.

Before the transmission of the signal through the antenna, we must match the output
impedances of the power amplifier and the load of the antenna. That is realized at the
next stage unit called antenna matching unit (AMU). Without this unit, the power amplifier
gets damaged because of the power not transmitted which is dissipated within the amplifier
mostly by heat. Hence, the AMU ensures that most of the power is transmitted to the
channel medium through the antenna or transmitting point.
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The figure 2.6 shows the above mentioned blocks which form the last units of the trans-
mitter in our case example of communications system.

Figure 2.6: Modulation and Radio Channel transmitter Blocks.

2.1.2 Channel
The physical channel in a wireless system is the air and it is considered as the free space, al-
though small particles, as for example dust, distort the signal. On the other hand, telephony
channels may employ as physical medium wire lines, optical fiber cables and radio [12]. This
scenario is represented in Figure 2.7. Whatever the medium, the signal travels losing some
strength and being randomly corrupted until it is finally captured by the received antenna.

Figure 2.7: Local area networks (LAN), metropolitan area networks (MAN), and wide area net-
works (WAN) interconnected through several telecommunication links [12].
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The wireless channel specially adds significant amount of noise during the process of
transmission. We define by propagation channel the free space link between antennas, and
by radio channel when we consider the antennas. Then, the attenuation of the signal, re-
ferred to as fading, occurs within the propagation channel and the additive thermal noise is
added at the received antenna, within the radio channel. It is for these reasons, that a good
communication system design is able to counteract these effects so as to obtain a faithful
estimate of the transmitted signal.

2.1.3 Receiver
The receiver in a communications system has basically the same units as the transmitter
but with the purpose of reversing the transmitter transformations, detecting and recovering
the original bit stream. Moreover, additional features and units are implemented in order to
correct bit errors caused by the radio channel.

We expect to receive at the receiver antenna a RF analog signal with low power and
narrow band. However, the received signal may contain other interfering signals which come
from other transmitters. In other words, the complexity of the receiver relies on its capacity
to detect any signal and to select the desired one, diminishing the interference from the others.

This inconvenience is mostly solved by the design in the transmitter part, where our de-
sired signal is centered in a defined frequency which is also known by the receiver. Then, the
receiver filters the adjacent frequencies avoiding detection errors. There are also other inter-
ference rejection techniques and modulations that protect the information against distortions
and errors caused by other signals and even by the desired signal due to multi-propagation
paths.

As we mentioned before, the receiver is a frequency selective device which covers in a
reverse way the same steps performed by the transmitter units. Therefore, the first three
units that process the RF signal are the antenna, the AMU and the amplifier, as depicted in
the Figure 2.8 at the end of this section.

The received signal is a very weak signal and it goes through the matching unit which
also performs a bandpass filtering. After the suppression of the undesired signals at other
frequencies, our signal is still weak and we need to amplify it in order to obtain the required
levels of signal power for the subsequent processing blocks. Thus, the next unit is the low
noise amplifier named like this because it should be designed in order to not generate much
noise. Otherwise, our signal would be amplified but also more noise would be added by this
unit. After these units we obtain a moderated amplified bandpass signal. We down-convert
it in the so called unit using the same or similar local oscillator frequency (FLO) from the
transmitter. As a result, our weak IF signal with some background noise is finally boosted
at the IF amplifier unit.

Recalling the diagram, the two units that follows form part of the digital demodulator.
The first one is the carrier demodulator, which translate the signal to a baseband frequency
component. The second unit is the detector. The digital demodulator processes the transmit-
ted waveform distorted by the channel, and estimates the data transmitted symbols. Then,
the output of the digital demodulator is passed to the channel decoder, which delivers the
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decoded signal to the last unit, the source decoder or information sink. The channel decoder
task is to recover the transmitted original information sequence using the same rule as the
encoder using the redundancy contained in the received data. Finally, the source decoder
obtains the message sink that is understandable to the recipient. The end signal is an ap-
proximation of the original one, and its difference is a measure of the distortion introduced
during the transmission. The complete block diagram is represented in the Figure 2.8.

Figure 2.8: Block diagram of the receiver.

We point out that this is an elemental communication system representation, and not
all of them have to have the same units or blocks. For instance, in many systems the source
coding and decoding may not be there, or the initial analog-to-digital process it is not needed
as in this case for a digital communication system perspective.

2.2 System Performance Measures

The concepts of Signal-to-Noise Ratio (SNR), Bit Error Rate (BER) and Probability of Error
(Pe) justify the purpose of this section, which provides several measures of performance
related to a communication system.

2.2.1 Signal-to-Noise Ratio (SNR)
This is the most common performance characteristic of a digital communication system and
it is often measured at the receiver’s output. It serves as indicator of the overall fidelity
(quality) of the system. As its name suggests, it compares the level of our signal to the level
of the background noise, defined as the ratio of signal power to the noise power, expressed
in decibel (dB).
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The mathematical expresion of SNR is

SNR = 10 log10
Average signal power

Noise signal power
(dB). (2.1)

The ratio of the modulated energy per information bit to the noise spectral density is

SNR = Modulated energy per bit

Noise spectral density
= Eb
N0

(dB). (2.2)

2.2.2 Probability of Error
Let us consider the example of two signal waveforms s1(t) and s2(t), antipodals s1(t) =
−s2(t), of non-zero values within the interval 0 6 t 6 Tb and zero elsewhere, pulse energy of
εb and geometrical representation of s1 = √εb, s2 = −√εb.

Then, let us assume that s1(t) was transmitted and the received signal form is

r = s1 + n =
√
εb + n (2.3)

where n represents the additive Gaussian noise component, which has a mean and vari-
ance σ2

n = 1
2N0. Moreover, the two conditional probability density functions of r for the

decision rule based on geometric threshold zero are

p(r|s1) = 1√
πN0

exp−(r−√εb)2/N0 (2.4)

p(r|s2) = 1√
πN0

exp−(r+√εb)2/N0 . (2.5)

The probability error if s1(t) was transmitted is the probability that r < 0, i.e.,

p(r|s1) =
∫ 0

−∞
p(r|s1) dr

= 1√
πN0

∫ 0

−∞
exp

[
−

(r −√εb)2

N0

]
dr

= 1√
2π

∫ −√2εb/N0

−∞
e−r

2/2 dr

= 1√
2π

∫ ∞
√

2εb/N0

e−r
2/2 dr

= Q

(√
2εb
N0

)
(2.6)

where Q(x) is the Q-function. Assuming that s1(t) and s2(t) are equally likely to be
transmitted, the average probability of error is

pb = 1
2p(r|s1) + 1

2p(r|s2) = Q

(√
2εb
N0

)
. (2.7)
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We usually call εb/N0 the signal-to-noise ratio per bit as defined in 2.2.
Next, for binary orthogonal signals and following the same steps before we obtain the

average probability for binary orthogonal signals as

pb = Q

(√
εb
N0

)
= Q(√γb), (2.8)

where γb is the SNR per bit.

We observe that orthogonal signals increase an energy factor of two in contrast to an-
tipodal signals. Hence, since 10 log10 2 = 3dB we realize that orthogonal signals are 3 dB
poorer than antipodal signals, shown in Figure 2.9 [11].

Figure 2.9: Error probability for binary antipodal and binary orthogonal signaling [11].

For M -ary orthogonal signals, we observe that the SNR is expressed in terms of symbol,
εs/N0. However, with M = 2k, each symbol M conveys k bits of information, and hence
εs = kεb. We refer to the bibliography [11] for a more detailed mathematical description.
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2.2.3 Bit Error Rate (BER)
This performance criterion is the most revealing about the system behavior. It is computed
dividing the detected bits that are incorrect by the total number of bits sent. The wireless
communications functionality is usually described using plots between BER vs. SNR. The
worst-case scenario presents a maximum value BER of 0.5 (50%) for a channel where the
noise dominates.

For instance, in the case of a QPSK modulation and AWGN channel, the BER as a
function of the εb/N0 is given by:

BER = 1
2 erfc(

√
εb/N0) (2.9)

where erfc is the complementary error function [13].

The packet error rate (PER) or block error rate (BLER) is the number of incorrect data
packets received in relation to the total sent. In this case, a packet or block is considered as
error if at least one bit within is incorrect.

2.2.4 Probability Distribution Function (PDF) and Cumulative Dis-
tribution Function (CDF)

The probability and stochastic processes are the backbone of the communications systems
[11] [14]. Therefore, we summarize in the following paragraphs some useful expressions
that are related to our system design, such as the Gaussian, Rayleigh or Rice distributions.
These distribution functions are present on the fading profiles in the wireless channel models.

We understand by PDF a function that describes the likelihood for a random variable
to take on a given value. It is non-negative everywhere and the complete area under the
function has maximum value of one. On the other hand, the CDF describes the probability
that a random variable with a given PDF has a value less than or equal to x. It gives the
area under the PDF from minus infinity to x.

Gaussian distribution (normal distribution) Its PDF for a real-valued random
variable is

p(x) = 1√
2πσ

e−(x−mx)2/2σ2
, x ∈ < (2.10)

where mx is the mean and σ2 is the variance.

The CDF is

F (x) = 1
2 + 1

2erf
(
x−mx√

2σ

)
(2.11)
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The Figures 2.10 and 2.11 represent both PDF and CDF of a gaussian-distributed random
variable.

Figure 2.10: Gaussian Probability distribution
function, (µ) mean and (σ2) variance [Source
Wikipedia].

Figure 2.11: Gaussian Cumulative distribution
function, (µ) mean and (σ2) variance [Source
Wikipedia].

Rayleigh distribution The equation 2.12 and 2.13 are respectively the PDF and CDF
of a Rayleigh distribution which models mostly the statistics of radio signals such as cellular
radio.

pR(x) = x

σ2 e
−x2/2σ2

, x > 0 (2.12)

FR(x) = 1− e−x
2/2σ2

, x > 0 (2.13)

Figures 2.12 and 2.13 show their representation for a different values of σ.

Figure 2.12: Rayleigh Probability distribution
function, (σ) variance [Source Wikipedia].

Figure 2.13: Rayleigh Cumulative distribution
function, (σ) variance [Source Wikipedia].

Since the Rayleigh fading channel is the most commonly used in digital communications
system analyses for wireless environments, a detailed mathematical description of the PDF
and CDF for fading applications is found in "Digital Communication over Fading Channels"
[15].
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2.3 Source and Channel Coding
We compress the data of a binary source in order to transmit the same message with less
bits, increasing the bit rate of the system. We call this method source coding and it reduces
the binary data redundancy.

By grouping the binary information sequence into symbols (e.g. x1, x2, x3, x4...) we as-
sign to the symbols a code word which increases the efficiency, see table 2.1. Furthermore,
the encoding method used do not introduce distortion since the encoding of symbols or block
of symbols into code words is unique. There are coding algorithms such as Huffman Coding
that guarantees an optimum coding, namely the use of the minimum bits for representing the
source symbols. Moreover, symbols that occurs frequently are assigned to short codewords,
whereas longer codewords are used for symbols with low probability [10]. If our source is
analog then techniques such as Pulse Code Modulation (PCM), Differential Pulse Code Mod-
ulation (DPCM) or Delta Modulation (DM) are used [11].

Symbol Code Word
x1 0
x2 01
x3 10
x4 100

Table 2.1: Example of source symbols encoded into code words.

On the other hand, channel coding is used to introduce controlled redundancy which al-
lows a more reliable transmission ensuring error detection and/or correction at the receiver.
The channel coding applied depends on the required transmission quality. In wireless chan-
nels the problems associated to fading and interference affect the performance of the system
and therefore by coding we achieve the highest possible rates. Particularly, for OFDM sys-
tems the coding is implemented in time and frequency domain.

If we take into account the operating mode of the demodulator and the decoder, the
receiver performs hard-detection if the input signal at the decoder is strictly derived from
the data. If the demodulator derives statistics to the decoder, which uses it for a better esti-
mation of the transmitted signal, the receiver performs soft-decoding. Figure 2.14 represents
the block diagram of a communication system using channel coding techniques [12].
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Figure 2.14: Block diagram of a transmission system employing channel coding.

2.4 Block and Convolutional Codes
When a source generates a data stream and inputs it to the channel encoder, the result is a
code stream. For the generation of the code, we note that the data stream is segmented into
pieces called data words and by the same way the code stream is segmented into code words.
Then for a block code (n, k), the data words contain k bits and the code words n bits. We
also define as code the collection of code words, while encoder is the correspondence between
data words and code words.

Finally, we say that a (n, k) code is a block code when the same k bits in the data
stream corresponds to the same n code word bits. Furthermore, each data word is encoded
independently of the other data words. But when there exist a dependence between data
words we call it tree code. A tree code splits the data stream into segments named data
frames. Tree codes with a special memory and linearity structure are called convolutional
codes.

2.4.1 Linear Block Codes
A class of linear block code are the Parity-check codes, which adds to a sequence of k bits one
additional bit at the end (last position). In this way, if an error occurred in the transmission
and the parity of this bit has changed, the decoder detects it. Figure 2.15 shows the block
diagram of a parity-check encoder [12].
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Figure 2.15: Block diagram of a the encoder for a parity-check code.

Other examples of linear block codes are the Hamming Codes, the Hadamard Codes and
the Golay Codes [11]. Higher symbol alphabets are used in block codes in particular the
widely used Reed-Solomon code. This code is effective against burst errors. Another tech-
nique for burst errors is the interleaving which reorders the bits following a pattern and the
inverse process is done at the de-interlaver in the receiver.

2.4.2 Convolutional Codes
The deep difference of convolutional codes from block codes resides in their structure, analy-
sis and design tools. In contrast to block codes, the convolutional generates an output which
depends on previous states or messages. Then a block code is interpreted as a particular
case of convolutional code (n, k,N), with the constraint length N = 1. We depict in figure
2.16 an example of convolutional encoder [12].

Figure 2.16: General block diagram of a convolutional encoder in serial form for a (n, k,N) code.
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A shift register of length N − 1 feeds the input of the encoder continually. The decoding
is easy which makes convolutional codes efficient. Since a convolutional code is described
by a state diagram, the Viterbi algorithm is a sequence estimation technique which solves
problems such as finding the shortest path and it has desirable computation properties. Let
us note that finding the route or path on the trellis diagram is equivalent to the estimation of
the message sequence at the decoder [10]. Thus, this recurrent process in which the results
obtained previously are used in the next time instants make the algorithm computationally
efficient.

2.5 Modulation Schemes
We classify the types of modulation techniques according to the carrier attribute, such as
amplitude, phase, or frequency that is being modulated, the number of levels and the degree
of the receiver to detect the unknown carrier phase. Although there are many combinations
possible, we present in this section the ones most popular for wireless channels with additive
white Gaussian noise (AWGN).

2.5.1 Quaternary Phase-shift keying (QPSK)
This modulation scheme shifts the phase of a carrier signal in function of the source symbols.
Let us consider a sequence of K symbols represented by the signal

vk(t) = <
{
K−1∑
k=0

ejφks(t− kT )ej2πf0t

}
, 0 ≤ t < KT (2.14)

where each discrete phase φk takes values in the set{
2π
M

(i− 1) + Φ
}M
i=1

(2.15)

with Φ an arbitrary constant phase and M the number of mapping symbols.

Assuming now s(t) to be a rectangular pulse of amplitude A and duration T uT (t), we
write

vk(t) = A

K−1∑
k=0

uT (t− kT )cos(2πf0t+ φk) (2.16)

= I(t)cos(2πf0t)−Q(t)sin(2πf0t) (2.17)

where we define the in-phase and quadrature components respectively as follows

I(t) , A

K−1∑
k=0

cos(φk)uT (t− kT ) (2.18)

Q(t) , A

K−1∑
k=0

sin(φk)uT (t− kT ). (2.19)
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For a quaternary phase-shift keying scheme (Q-PSK) [12], we depict its geometrical rep-
resentation in Figure 2.17, the modulator in Figure 2.18 and demodulator in Figure 2.19.

Figure 2.17: Geometrical representation of Gray-mapped QPSK signal.

Figure 2.18: Quaternary PSK modulator.
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Figure 2.19: Quaternary PSK demodulator.

In order to evaluate the performance of a QPSK modulation over an AWGN channel,
Figure 2.20 represents the theoretical error probability as a function of the Signal-to-Noise
ratio (SNR) for different values of M .

Figure 2.20: Probability of symbol error for a PSK signal [11].
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2.5.2 Quadrature amplitude modulation (QAM)
For this modulation scheme the source symbols not only determine the phase of the carrier
signal, but also the amplitude. Hence, the equation is written following the QPSK steps as

vk(t) = <
{
K−1∑
k=0

Ake
jφks(t− kT )ej2πf0t

}
, 0 ≤ t < KT (2.20)

and s(t) = uT (t) then

= A

K−1∑
k=0
{Icos(2πf0t)−Qsin(2πf0t)}uT (t− kT ) (2.21)

Two signals are said to be in quadrature when they are 90 degrees apart in phase. By
convention, the in-phase component is the cosine wave and the quadrature component the
sine wave.

There are several QAM families depending on the number of constellation symbols or
possible transmitted waveforms (M), as Figure 2.21 shows.

Figure 2.21: M -QAM modulation constellations for M = 4, 16, 64 in respective order.

The digital information is used to control the I and Q values, which are added together
with its respective in quadrature phase. That is the basic implementation of a digital QAM
modulator, illustrated in Figure 2.22.

Figure 2.22: Block diagram of a QAM modulator.
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The inverse process is done to demodulate the signal and obtain the I/Q components,
see Figure 2.23.

Figure 2.23: Block diagram of a QAM demodulator.

In communications systems the allowable power is determined by the maximum value
of the signal at the input of the amplifier without saturating it, also called maximum peak
power. These limitations are decisive in order to find the best modulation that ensures the
lowest error probability if the signal is transmitted over an AWGN channel [10]. Another
decisive factor is the sensitivity of the receiver performance.

We represent in the Figure 2.24 the theoretical error probability ofM -QAM modulations
over a AWNG channel.

Figure 2.24: Probability of symbol error for a QAM signal [11].

From Figure 2.20 and Figure 2.24 we observe that QAM is more power efficient in com-
parison to PSK, however the PSK modulation preserves constant its envelope, which means
that the constellation points are equidistant to the origin.
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2.6 Multi-Carrier System Fundamentals

Among many digital transmission techniques, the Frequency Division Multiplexing (FDM)
method splits the spectrum into completely separated individual subcarriers. That allow
us to transmit data over separate carrier signals. The individual subcarriers have narrow
bandwidth (BW), but the complete signal have a broad bandwidth.

The advantages of multi-carrier modulations are specially associated to wireless channels,
where the fading caused by multipath propagation has a strong effect on the transmitted sig-
nal. Therefore, narrow BW subcarriers offer more immunity and robustness to interferences.
However, the signal bandwidth can be very large if the number of subcarriers to be sent
are high. A solution for that is to use Orthogonal Frequency Division Multiplexing (OFDM)
modulation.

2.6.1 OFDM
As a derivation of the FDM systems, the OFDM modulation splits the spectrum into densely
spaced subcarriers with overlapping spectra. The reason for that is the mutual orthogonality
between the time-domain waveforms which are generated using a Fast Fourier Transform
(FFT) at the transmitter and receiver. Although the overlapping on spectra, OFDM is
significantly less sensitive to inter-symbol interference, because the set of signals used are
orthogonal with each other. Each symbol occupies a frequency-time window with little dis-
tortion of the waveform.

We show in Figure 2.25 the OFDM signal spectrum, which consist of many bits in parallel.
Let us note that rectangular pulses in the time domain produce sinc-functions in frequency
domain.

Figure 2.25: (Above) signal spectrum transmitted. (Below) signal received over a dispersive,
time-variant channel.
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Let us suppose that C(f) is the frequency response of a band-limited channel with band-
width W . We split W into N = W∆f sub-bands of relatively narrow width ∆f [11]. We
illustrate this subdivision in Figure 2.26.

Figure 2.26: Narrowband subchannels of width ∆f of the channel bandwidth W .

Then, we associate a sinusoidal carrier signal to each subband with the form

sk(t) = cos2πfkt, k = 0, 1, ..., N − 1 (2.22)

where fk is the mid-frequency in the k-th sub-band. We define a symbol rate 1/T to be
equal to the frequency separation ∆f . With orthogonal subcarriers over the symbol interval
T , we define ∫ T

0
cos(2πfkt+ φk)cos(2πfjt+ φj)dt = 0 (2.23)

where fk − fj = n/T , n = 1, 2, ..., N − 1, independent of the phases φk and φj . As a
result, the Equation 2.23 represents OFDM signals, which are modulated for transmitting
our data information.

Through the selection of a large N , the symbol interval of the OFDM system T = NTs
increases, and if it is larger than the time duration of the channel-time dispersion, it reduces
the inter-symbol interference.

The demodulation of the received signal is accomplished by cross-correlators and matched
filters in each subchannel [11]. Therefore, for N subchannels the demodulator requires a
parallel bank of 2N cross-correlators and 2N matched filters. Furthermore, the modulation
process of an OFDM signal is implemented with 2N filters with symbols from a M -QAM
signal constellation. The computation with 2N parallel filters that generate the modulated
signal are done with the discrete Fourier transform (DFT) and its inverse (IDFT). For a
more efficient computational performance, the DFT is implemented with the Fast Fourier
Transform (FFT) algorithm and IDFT with the respective IFFT.
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2.6.2 IFFT and FFT
A simply efficient computational algorithm of a multicarrier communication system is the
fast Fourier transform, whose block diagram is shown in the Figure 2.27.

Figure 2.27: Multicarrier communication system [11].

As described for the frequency division multiplexing modulation (FDM), the data is split
into parts which are multiplied with subcarrier (sinusoidal signals). Then, they are added
together generating the OFDM symbols. This is equivalent to perform the IFFT, which
spares us the individual multipliers, as shown in Figure 2.28.

Figure 2.28: Digital implementation of OFDM system using IFFT.



2.6. Multi-Carrier System Fundamentals 35

That is the key feature of a OFDM communication system. While the OFDM technique
uses multipliers for each sinusoidal subcarrier as shown in equation 2.24, the Fourier trans-
form separates the signal into different frequency sub-channels by multiplying the signals
with a series of sinusoids, see equation 2.25 for the FFT and equation 2.26 for the IFFT.

Let us consider the general representation of an OFDM signal as

OFDM Signal = c(t) =
N−1∑
n=0

sn(t)sin(2πfnt) (2.24)

where s(t) are the symbols mapped to a chosen constellation (QPSK/QAM etc...) and
fn orthogonal frequency subcarriers.

The FFT is represented as

X(k) =
N−1∑
n=0

x(n)sin
(

2πkn
N

)
+ j

N−1∑
n=0

x(n)cos
(

2πkn
N

)
(2.25)

and the IFFT as

x(n) =
N−1∑
k=0

X(k)sin
(

2πkn
N

)
− j

N−1∑
k=0

X(k)cos
(

2πkn
N

)
. (2.26)

Both equations perform the same operation although the FFT performs a conversion
from the time domain to the frequency domain, while the IFFT the inverse process. Since
our OFDM signal c(t) is in the time domain, we use the IFFT in the transmitter which gen-
erates the time-domain OFDM signal. The entire block diagram of a basic OFDM system
for the transmitter and receiver part is illustrated in Figure 2.29.

Figure 2.29: Complete digital OFDM system using Fourier Transform.
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In an OFDM system not all the subcarriers are used for data transmission. Commonly,
some subcarriers are reserved for pilot carriers, used for channel estimation and equalization,
and as guard band (null subcarriers), which eases the requirement on the transmitter front-
end filters.

2.6.3 Cyclic Extension/Prefix (CP)
Apart from the guard band, adding a cyclic prefix (CP) to our OFDM symbols is of great
benefit for wireless communications. First of all, it mitigates the inter-symbol interference
(ISI) problems caused by the delay dispersion generated in the propagation channel. Sec-
ondly, it helps to reduce the inter-carrier interference (ICI) due to the non-orthogonality of
the received signal. Finally, the cyclic prefix convert linear convolution in to a circular con-
volution which eases the detecting process at the receiver. Figure 2.30 illustrates the adding
prefix process for N values of a single OFDM symbol.

Figure 2.30: OFDM symbol with a cyclic prefix of length Ncp.

Since the circular convolution in the time domain translates to multiplication in the
frequency domain, we describe the received signal in the time domain as

r = h~ x (2.27)

where h is the channel impulse response and x the OFDM symbol with cyclic prefix.
Then, in the frequency domain we obtain

R = HX. (2.28)

In order to estimate the received signal R at the receiver, we just have to solve the
equation 2.28. Moreover, the phase and amplitude is equalized using this process, which is
represented as follows

X̂ = R

H
. (2.29)
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We observe that by adding the cyclic prefix to our OFDM symbol and transmitting it
through the channel, we obtain a circular convolution. The ratio of the channel delay spread
to the OFDM symbol duration determines the relative length of the cyclic prefix. At the re-
ceiver, we extract the samples and perform the FFT, which converts our time-domain signal
into the frequency domain. Using the circular convolution properties, we extract our OFDM
signal equalized with reduced ISI and ICI.

2.7 Wireless Channel Characteristics
The channel characteristics of a wireless communication system has an important role regard-
ing the implementation and design of the block components of the receiver. For instance,
a band-limited channel determines the range of applicable carrier frequencies. Moreover,
fluctuations of the amplitude or nonlinearity phase levels imply the necessity of equalization
components at the receiver. Therefore, we present in this section the basic characteristics of
channel models.

The received signal propagated over radio is made up not only from the signal that comes
directly from the transmitter, but also the combination of reflected, diffracted and scattered
copies of the original one. This effect is known as multi-path propagation.

Reflection occurs when the signal hits a surface and part of its energy is absorbed by the
surface and the other one continues until it reaches the receiver antenna. It is possible and
common that the signal has been reflected several times by more than one surface before it
ends at the receiver. When the signal is derived into secondary ones, this phenomenon is
called diffraction. The scattering occurs when rough surfaces spread the signal energy in all
directions providing additional energy at the receiver [16]. We illustrate a typical wireless
propagation scenario in Figure 2.31.

Figure 2.31: Wireless Propagation multi paths [Source: Universiteit Gent].
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In a radio channel where the air is the medium, the direct path between the transmitter
and receiver diminishes the power of the signal by a factor proportional to the square carrier
frequency and square of the distance. This effect which dissipates the power in the free space
is called Path Loss. On the other hand, when the medium includes obstructions the varia-
tions on the signal are random. This behavior is called Shadowing. Figure 2.32 represents
the multipath propagation components between a base station (BS) and mobile unit.

Figure 2.32: Multipath scenario of radio propagation [Source: Intechopen].

Besides multipath propagation, if there is movement of the system the Doppler effect has
also a negative influence on the signal. The movement of the mobile unit causes a frequency
shift of each of the waves. That causes a frequency difference, named Doppler frequency,
between the received signal and the transmitted. This change in frequency is called Doppler
effect or Doppler shift. The measure of the maximum broadening of the spectrum due to the
Doppler shift is called Doppler Spread [14].

Due to the movement and the path distances, the reflected parts arrive with a delay
respect to the original signal. This effect is known as the Delay Spread. The Coherence
Bandwidth quantifies the channel frequency response, which is inversely proportional to the
delay spread.

2.7.1 Fading Channels
The time varying attenuations and delays that degrade the performance of a communica-
tion system define the channel model as Fading Channels. We have review in the previous
paragraph some causes for these effects and its study is essential in order to design the coun-
termeasures against them, such as diversity and coding [15].
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We classify the fading channels in relation to the following definitions [16]:

Fast Fading. Fast fading occurs when the coherence time, which is the time period
wherein two received signals have high amplitude correlation, is smaller than the symbol
duration of the signal.

Slow Fading. When the shift in frequency due to Doppler is insignificant, the channel
impulse response changes slowly. We define this channel as a slow fading channel.

Frequency-Flat. If the channel bandwidth is greater than the signal bandwidth, the
channel is considered a frequency-flat fading channel. The main distortions caused by this
fading are the random variations of the gain and frequency spectrum. That derive into deep
fades and nulls due to the destructive interferences. This model is commonly use for mobile
radio channels.

Frequency-Selective. On the other hand, if the channel bandwidth is smaller than the
signal bandwidth, the channel becomes a frequency-selective fading channel. That leads to
overlapping of the symbols in the time domain, known as ISI.

Rayleigh and Rice Reference fading Models. If there is no direct path between
transmitter and receiver, the flat fading channel is approximated by Rayleigh distribution,
which is essentially the sum of two equal independent orthogonal Gaussian random variables.
On the other hand, when there is a line of sight, the strongest component comes from the
direct path and it fades deeper compared to the multipath components. This behavior is
characteristic of a Ricean distribution [16].

2.8 Channel Estimation and Equalization over Inter-symbol
Interference Channels

A wireless physical channel used for digital transmission cannot be modeled only with a
non-distorting channel with additive white Gaussian noise (AWGN). As we presented in
the previous section, the radio channels are characterized by time and frequency disruptive
effects caused by the transmission medium and the design imperfections of filters and ampli-
fiers of the communication system. Furthermore, multipath propagation channels generate
several secondary signals that reach the receiver and cause echoes. In a flat fading model,
these echoes produce overlaps in the receiver signal, also known as inter-symbol interference.
Thus, it is important that under these conditions the communication system presents some
mechanisms to mitigate these distortions. The part of the receiver that counteracts the ISI
is called equalizer [10].
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The channel characteristics is not always know at the beginning of the transmission or it
can be time variant. Therefore, it is necessary to adapt our equalizer to these variations. In
order to achieve that, the equalizer has to track the changes of the channel characteristics, a
process that is called Channel Estimation. The design of receivers with channel estimation
and adaptive equalization is known as adaptive receivers [15].

While tracking the channel response variations in time, the equalizer can adaptively
compensate the distortions introduced in the signal. The adaptation process of a typical
equalizer is done in two steps. First, the training mode which consist on transmitting a
training sequence known by the transmitter and receiver in order to estimate the channel
characteristics. Second, equalizing mode using the channel characteristics calculated from
the received training sequence, which presents the distortions introduced by the channel. In
the second step, the real data is received and equalized without channel estimation. Then,
every time a training sequence is transmitted, the channel is estimated and the equalizer
adapted.

There is also another approach where pilots, which are similar to training sequences,
are inserted in the data stream at the transmitter. Then, the receiver extracts these pilots
and uses them for channel estimation. These pilots are know for the transmitter and the
receiver. Furthermore, each transmitted data sequence contains pilots which spare the use of
an additional step, as in the training sequence. With this method, estimation is performed
in time while the data is being transmitted simultaneously. There are defined standard pilot
arrangements , which specify which positions in an OFDM symbols are reserved for pilots
and which for data [16].

Figure 2.33 illustrates the pilot arrangements in time-frequency plane, while Figure 2.34
depicts the block diagram of an OFDM system based on pilot channel estimation and equal-
ization.

Figure 2.33: Pilot positioning in time and frequency.
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Figure 2.34: Baseband model of a pilot-based OFDM system.

After the pilot extraction, by using time and frequency interpolation the receiver calcu-
lates the impulse response and frequency response of the entire channel. Then, the equalizer
uses the channel characteristics to compensate the distortions on the data stream and the
equalized data is fed in the detector.

The detection of the original bits is done at the receiver applying coherent or non-coherent
detection. Coherent detection uses reference values as explained with the training sequence
or pilots. Non-coherent detection uses no reference values but differential modulation where
the data information is transmitted in difference of two successive symbols [16]. The receiver
uses two adjacent symbols in frequency or in time to perform the comparison.

2.9 Diversity Techniques
We have seen that the channel model has an important relevance for the communication
system design. The presence of fading on a wireless channel affects the received signal power
and consequently the error probability over an AWGN channel. To mitigate fading, an ef-
fective technique called diversity is used particularly over radio channels.

The idea is to send to the receiver several replicas of the same signal over separate fading
channels. These replicas are affected by the same channel but have independent SNRs. If the
number of replicas is high enough, there exist a high probability that one of these replicas
reaches the channel without a deep fading on its signal power. This multiple transmission
over diversity branches mitigates the fading and assures the minimum SNR required at the
receiver [16].
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The most important techniques are categorized as follows:

Space diversity. Using separate antennas far enough to obtain sufficient decorrelation,
the transmitted signal is received in each of the antennas.

Polarization diversity. This case consist of two cross-polarized antennas in the receiver
that obtain the orthogonal polarized signals transmitted. Due to orthogonality, the receiver
antennas do not need a large physical separation.

Frequency diversity. Different frequency carriers are used simultaneously to send the
same signal. This technique decreases the bandwidth efficiency.

Time diversity. The same signal is transmitted at different times, using time slots sep-
arated by a defined interval. This method introduces large delays which are not suitable for
mobile radio systems.

2.9.1 Spatial Diversity and MIMO
In mobile radio communications, space or spatial diversity increases the capacity and per-
formance of the communication link by adding multiple antennas at the receiver and the
transmitter. This configuration is generally called a multiple-input multiple-output (MIMO)
system and the spatial channel is named MIMO channel. The case where only one antenna
is used at the transmitter and receiver is called single-input single-output (SISO) system,
with its respective SISO channel. We also derive to advanced configurations such as SIMO
or MISO systems.

Figure 2.35 shows a generic MIMO channel model, and Figure 2.36 illustrates a MIMO
OFDM system.

Figure 2.35: MIMO Channel model.
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Figure 2.36: Block diagram of a MIMO OFDM System.

In order to understand the channel capacity improvement of a MIMO system, let us
consider the ideal case of channels mutually orthogonal and without interference between
channels. For a channel model of equal number of transmitter and receiver antennas Nr =
Nt = n the final expression of the channel capacity for a MIMO system is described by

C = nW log
(

1 + P

σ2

)
(2.30)

where W is the channel bandwidth, P the total power of the transmitted signal and σ2

the noise power. The most important deduction of this formula is that the channel capacity
depends linearly on the number n of antennas. This space diversity technique is used for
the design of high capacity systems. However, we presented in equation 2.30 an idealized
case while in practice there is dependence between particular channels and they are not com-
pletely orthogonal.

Although MIMO systems offer a high capacity, its design complexity makes its imple-
mentation difficult. One of these inconveniences is the channel estimation and channel equal-
ization in MIMO-OFDM systems, where its computational complexity is proportional to the
number of antennas.

The channel estimation becomes crucial, since the signal transmitted by the other trans-
mitter acts as interference. One procedure to deal with that is to use pilot tones orthogonal
in time. That means that every time a pilot tone is inserted in a subcarrier, all the other
transmitters do not send anything in that subcarrier [16]. MIMO channel equalization is
implemented by using linear equalizers or decision feedback equalizers. However, they are
computational very complicated and require many calculations. For that reason, another
solution commonly used in modern wireless systems is the multicarrier MIMO transmission.
As the subcarriers remain orthogonal, we equalize them using independent blocks, as we
illustrate in the Figure 2.37 [10].
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Figure 2.37: MIMO-OFDM system with the equalizer.

2.9.2 Maximal Ratio Combining (MRC)
Considering that the receiver is provided with multiples copies of the transmitted signal,
we assume that in the channel these copies experience uncorrelated fading. In this case, the
probability that all the copies fade simultaneously is considerably reduced with respect to the
probability that a single copy experiences a fade. We write this relationship as Pe ∝

1
SNRL

,
where Pe is related to the BER and L the diversity of Lth order.

Being able to transmit or receive multiple signals such as in the SIMO channels, at the
receiver side we reconstruct our original signal by combining the received copies. We combine
them coherently with equal gain (EGC), or we weight the signal copies and then combine
them coherently, which is known as Maximal Ratio Combining (MRC) and achieves the best
SNR.

Let us consider a 1xN SIMO channel with N receiver antennas written as:
y1
y2
.
.
.
yN

 =


h1
h2
.
.
.
hN

x+


n1
n2
.
.
.
nN

 (2.31)

where {y1, y2, ..., yN} are the received signals, {h1, h2, ..., hN} the uncorrelated path chan-
nel, x the transmitted signal and {n1, n2, ..., nN} the independent AWGN. Then, we obtain
our reconstructed signal by following the maximal-ratio-combining (MRC) method written
as:

x̃ = h∗1y1 + h∗2y2 + ...+ h∗NyN
| h1 |2 + | h2 |2 +...+ | hN |2

(2.32)
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which means that the signal received in each antenna is weighted according to its channel
path, such that the combination of all the antennas result in maximal ratio between signal
and noise terms.

In Figure 2.38 we illustrate the receive diversity gain improvement for AWGN channel,
which is the same obtained for the MRC diversity case. We depict in Figure 2.39 the SNR
improvement using MRC, which exploits the receive diversity.
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Figure 2.38: BER for QPSK modulation in AWGN with receive diversity.
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Figure 2.39: SNR improvement with Maximal Ratio Combining (MRC).
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2.9.3 MIMO Channel Precoding Systems
Since the data rate demand is expected to grow exponentially, MIMO techniques have been
adopted for LTE, WiMAX and WLAN in order to cope with this prevision. The main rea-
son, as explained, is its ability to increase the maximum transmission rates. However, it also
produced non desirable effect that deteriorates the transmission quality.

On the one hand, if we consider multiple antennas at the base station (BS) and the user
equipment (UE), we define this scenario as Single-User MIMO system (SU-MIMO). On the
other hand, if we consider multiple antennas at the BS but a single antenna at the UE, but
multiple users, we define this scenario as Multiple-User MIMO (MU-MIMO). In the case of
a SU-MIMO perspective, we exposed that the channel capacity increased with the number
of antennas. However, as our communication link is based on a wireless channel where the
UE is a mobile unit, the key factors for a mobile broadband communication have to take
into account the power and computation limitations of the UE. Therefore, the MU-MIMO
system is categorized as the most expected scenario.

Having multiple users connected to the same station implies a shared BW, time and
transmit power. These factors are decisive for the system performance. Therefore, in order
to enhance this communication link without increasing the receiver complexity, the space di-
versity offered in MIMO systems is exploited to estimate the channel characteristics, namely
channel state information (CSI). Then, the receivers transmit the CSI to the transmitter
(BS), which uses the channel information to pre-equalize the transmitted signal in order to
make it more robust to the channel distortions. This pre-equalizing stage at the transmitter
side is called Precoding.

There exist several precoding techniques depending on the quantity of CSI that the trans-
mitter knows. This CSI at the transmitter depends on the channel estimation capacity of
the receivers and also their ability to transmit it to the BS (feedback). Then, we assume
that the fading channel remains unchanged for a complete frame transmission. Hence, the
transmitter with the channel matrix performs equalizing and interference cancellation. For
example, the Zero-Forcing (ZF) technique set the signal interferences to 0 by applying the
inverse of the channel matrix to the signal.

Another feature of the precoding, is its beamforming ability. It changes the directivity
of the antenna by shaping the channel input and output in order to obtain a more suitable
channel. Figure 2.40 illustrates the beamforming precoding concept.
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Figure 2.40: Beamforming precoding scheme of an usual antenna beam.

Knowing the channel matrix, it is possible using the Single Value Decomposition (SVD)
to decompose it into two matrices. One of the matrices is multiplied at the transmitter with
the signal (data). That process is called precoding. Then, at the receiver side, the other
derived matrix is multiplied by the received signal, namely shapping. As a result, we obtain
an independent channel with increased performance.

To conclude, we justify the benefits of precoding techniques by stating that by means of
modifications of the transmitted signal (precoding) we reduce the performance loss caused
by interference and channel fading. Furthermore, reduces the computation complexity at
the receiver, saving power consumption and implementation cost at the UE. Moreover, the
high computation capabilities of the BS permits to design and implement powerful precoding
techniques at the transmitter side.

We describe in the next subsections a channel estimation methods based on pilots and
also the codebook based precoding technique, which employs a set of precoding matrices and
the channel estimation matrix to boost the network throughput.

MIMO-OFDM Pilot-aided Channel Estimation
At the receivers we use known symbols, called pilots, to estimate the channel. These pilots
are inserted in the transmitter into specific time-frequency positions of our OFDM symbols.
After the channel, the fading distortions can be recognized by comparing the received pilots
with the transmitted ones. We note that transmitter and receiver know the pilots sequence.
Furthermore, they are inserted into the symbol structure following a scheme, such as inter-
leaved, which is called pilot pattern. This pattern has to be know also at the receivers. The
design of the pilots pattern is also important, hence the pilot overhead is preferred low.

As a result, by comparing the transmitted symbols to the receiver over the different
transmission paths of our MIMO system, we are able to characterize the channel and obtain
its estimated matrix, which can be used for precoding.
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Let us present a 2x2 MIMO system, with two transmitters sending pilots symbols over
the fading channel and two receivers processing them in order to estimate the channel. We
deduce that exist four propagation paths, from antenna Tx1 to antenna Rx1 and Rx2 (h11,
h21), and from antenna Tx2 to antenna Rx1 and Rx2 (h12, h22), as we illustrate in Figure
2.41.

Figure 2.41: 2x2 MIMO channel propagation paths diagram.

Then, let us generate two independent pilots pattern P1 and P2. Both share the same
known pilot sequence, such as CAZAC, but are inserted in different subcarriers locations in
such a way that if we add them together we obtain a sequence of interleaved pilots, namely
with zero valued subcarriers between them. We depict the pilots patterns in Figure 2.42.

Figure 2.42: MIMO Interleaved Pilots Pattern.

A 2x2 MIMO transmission is written as:[
y1
y2

]
=
[
h11 h12
h21 h22

] [
x1
x2

]
+
[
n1
n2

]
(2.33)

where y are our received signals, h the channel parameters, n the AWGN and x the trans-
mitted signals.

Then, let us assume that our transmitted signals are the pilots pattern presented above,
such as x1 = P1 and x2 = P2.
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Since the pilots are interleaved in frequency among the subcarriers, we express each
received signal as: [

y1
]

=
[
h11∗p1 + h12∗p2

]
+
[
n1
]

(2.34)

[
y2
]

=
[
h21∗p1 + h22∗p2

]
+
[
n2
]
. (2.35)

Then, by calculating at the received signal y1

p1
and y1

p2
(the same for y2), we obtain the

respective h̃11, h̃12, h̃21, h̃22, which form the estimated channel matrix. we note that these
parameters are calculated only where the pilots P1 and P2 where located in the received
signal (P1+P2), as shown in Figure 2.42. Therefore, we assume that the interleaved channel
estimation is afterwards interpolated in order to obtain the channel parameters for every
subcarrier. We predict that for flat fading channels, the channel remain steady for all the
subcarriers.

To summarize, by using pilot-aided channel estimation we obtain the CSI at the receiver.
Then, selecting a precoding scheme we enhance our transmission performance protecting our
transmitted signal from the channel distortions. For instance, for a frame made of 1 pilots
symbol and 13 data symbols, we obtain the channel matrix from the pilots and assuming that
the channel do not varies within the frame, we can also equalize the signal at the receivers,
sending also a low feedback overhead of the CSI to the transmitter.

Codebook based Precoding
When the channel is unknown there are standard precoding matrices available, such as the
standardized in LTE [17]. These matrices exploit the MIMO diversity boosting the network
throughput. We employed the precoding matrices shown in Table 2.2 for our MIMO real-
world testbed scenario.
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Codebook index
Number of layers
1 2

0 1√
2

1
1

 1√
2

1 0
0 1



1 1√
2

 1
−1

 1
2

1 1
1 −1



2 1√
2

1
j

 1
2

1 1
j −j



3 1√
2

 1
−j

 -

Table 2.2: Codebook based Precoding Matrices

2.10 4G-LTE and Beyond-5G
It is predicted that due to the fast evolution of the technology regarding communication
devices the worldwide subscribers will require high-speed packet access to the network. Fur-
thermore, high-speed data transmission rates, low latency and greater spectral efficiency are
the key elements of the future mobile communication systems.

However, every decade a new mobile standard is proposed and slowly implemented for
the subscriber use. For instance, the most advanced techniques consist on orthogonal uplink
multiple access, MIMO antennas technologies and inter-cell interference mitigation, among
others. But the standard development of a new packet-optimized system referred to as Long-
Term Evolution (LTE) is an aggressive countdown, where researchers and engineers try to
publish their proposals. The standard development phase consist of an extensive evaluation
of the sources and simulations of the proposed technologies, from its performance to its im-
plementation complexity point of view. Finally, only the high-quality proposals and ideas
are integrated into the commercialized standard [18].

We aim in this section to present the main characteristics of the 4G-Advanced LTE mo-
bile communication systems. Then, move to some proposals and ideas for the 5th Generation
(5G). Although most of the design concepts of the 4G standard will still be present on the
5G, the next generation will offer better performance on data-rate transmission, spectral
efficiency and latency. That is necessary to cope with the exponential growth of data traffic
in the coming years [4].
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The Table 2.3 summarizes the related attributes of the LTE system [18].

Bandwidth 1.25-20 MHz

Duplexing FDD, TDD, half-duplex FDD

Mobility 350 km/h

Multiple access
Downlink OFDMA

Uplink SC-FDMA

MIMO
Downlink 2x2, 4x2, 4x4

Uplink 1x2, 1x4

Peak data rate in 20 Mhz
Downlink 173 and 326 Mb/s for 2x2 and 4x4 MIMO, respectively

Uplink 86 Mb/s with 1x2 antenna configuration

Modulation QPSK, 16-QAM and 64-QAM

Channel coding Turbo code

Other techniques
Channel sensitive scheduling, link adaptation,

power control, ICIC and hybrid ARQ

Table 2.3: LTE system attributes.

The radio-interface attributes for 5G are similar to the ones presented in the previous
table. For example, TDD duplexing techniques, MIMO schemes and OFDM modulations
are the basis of the next ambitious mobile broadband generation. Therefore, we present in
this section a review of the current 4G system that will help us to understand the design
requirements for the enhancement of the attributes for the following 5th generation.

Network architecture and protocols
In order to support seamless mobility and advanced QoS mechanism, the LTE system is based
on a flat hierarchical network. This simplified architecture between nodes and user equipment
(UE) offers low-latency connections, reliable data transmission and power savings. In contrast
to the previous generation, in LTE the radio network controller has been suppressed and its
functions are integrated into the nodes, namely evolved Node-B (eNB).

Downlink Access
The wideband code division multiple access (WCDMA) scheme is used in the 3G in a scenario
where transmissions on different codes do not interfere with each other. However, due to
multi-path propagation typical in cellular environments the non-orthogonality of the codes
causes inter-user and/or inter-symbol interference (ISI). A solution to mitigate the inter-
ference is to use advanced receivers such as linear minimum mean square error (LMMSE)
receiver. However, high-data rates increase the complexity of the LMMSE receivers and a
new access scheme is necessary in the LTE downlink.
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As explained in the previous section, the OFDM scheme offers protection against ISI and
improves the spectral efficiency. Therefore, employing OFDM in the LTE systems we are
able to eliminate multi-path interferences, which degrades the performance of the wireless
system considerably, particularly the achievable peak data rate and system capacity.

Uplink Access
The design requirements for the uplink access is more complex than for the downlink. The
intra-cell interference limits the achievable data rates and capacity, while the codes are non-
orthogonal even in the absence of multi-paths. In order to mitigate this issues and provide low
signal peakiness, the two candidate schemes for orthogonal access are orthogonal frequency
division multiple access (OFDMA) and single-carrier frequency division multiple access (SC-
FDMA) [18].

Low signal peakiness is achieved with the Single-carrier FDMA scheme, where each data
modulation symbol is spread out on all the subcarriers used by the UE. Furthermore, an
advantage of SC-FDMA is that the UEs coverage is increased as the signal-peakiness is low.
However, the additional DFT and IDFT operations at transmission and reception respec-
tively increases the system complexity.

In contrast, the OFDMA scheme allocates to a user a fraction of the total bandwidth,
so multiple users can transmit simultaneously using orthogonal subcarriers. While multiple
users transmit simultaneously, orthogonal schemes such the OFDMA performs better as the
number of the UEs increase.

Transmit Diversity and MIMO Spatial Multiplexing
In an OFDM system, the diversity techniques that can be used include time-diversity, fre-
quency diversity, receive diversity and transmit diversity. In the LTE system frequency
diversity is achieved by scheduling transmissions over distributed resources and time diver-
sity is exploited by using hybrid ARQ. Two antennas configuration or more at the transmitter
and/or receiver offers transmit and receive diversity, respectively. Examples of diversity tech-
niques for the LTE and beyond mobile generations are cyclic delay diversity, block codes and
multiple transmitter and receiver antennas [18].

Transmission diversity improves the link performance by enabling multiple data streams
between the nodes and UE using MIMO spatial multiplexing. It also increases the capacity
and throughput, as described in the previous sections. Therefore, LTE systems supports up
to 4x4 MIMO in the downlink that increases the the peak data rates. On the other hand,
multi-user MIMO operation in the uplink improves cell capacity but not UE peak data rates
[18].
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Cell Search and Reference Signals
In order to detect the cell identity and acquire time and frequency synchronization within a
cell, the UEs perform cell search and reference signal acquisitions procedures. This is based
on two downlink signals, the synchronization signals and broadcast control channel (BCH).

The sync signals enable symbol timing, frequency and cell identity detection of the down-
link signal. The BCH signals carry system-specific information. Overall, the UEs obtain
information about the cell ID, number of transmit antenna ports and cyclic prefix length,
etc.

The reference signals are used for measure channel quality features such us schedul-
ing, link adaptation and handoff, etc. The reference signals are categorized as cell-specific
dedicated reference signals and UE-specific dedicated reference signals. All the downlink ref-
erence signals are multiplexed with data using hybrid TDM/FDM approach. In the uplink,
reference signals are only defined for demodulation and channel sounding for channel quality
measurements. Moreover, they are time-multiplexed with other transmissions in order to
guarantee the single-carrier property [18].

We present two sequences used in LTE systems:

PN sequence. Its various purposes include scrambling of reference signals, scrambling
of downlink and uplink data transmissions and generation of hopping sequences. Linear
feedback shift registers (LFSR) can generate PN sequences.

Zadoff-Chu (ZC) sequences. They are used for primary synchronization signals, up-
link reference signals, uplink physical control channel and random access channel [19]. A
Zadoff-Chu sequence of length NZC is defined as:

xu(m) =


e
−j
πum2

NZC when NZC is even

e
−j
πum(m+ 1)

NZC when NZC is odd

m = 0, 1, ..., (NZC − 1), (2.36)

where u, the sequence index, is relatively prime to NZC [18]. For a fixed u, the ZC sequence
has an ideal periodic auto-correlation property. For different u, ZC sequences are not or-
thogonal but present low cross-correlation.

A process known as random access is performed by the UEs when they turn on from
sleep mode, perform hand-off or lose timing synchronization. When that happens, by a
random access preamble the UE acquires first downlink timing synchronization. There are
several random access preambles available. For example, the Zadoff-Chu sequences are used
as preambles because their low signal peakiness as well as good correlation properties. The
Doppler frequency shift, more pronounced at higher UE speeds, affects the detection. This
problem is solved by using a set of cyclic shifts at expenses of reduction in the number of
available random access sequences [18].
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Channel Coding
Since the proposed channel coding schemes Turbo Code and Low Density Parity Check
(LDPC) for the 4G-LTE were similar in performance, the decision leaned towards turbo
codes because they were employed for the 3G systems. However, the turbo code is modified
by changing its internal interleave with a contention-free interleaver which offers parallel pro-
cessing. For more detailed description we suggest to consult some of the mentioned references
such as [18].

Scheduling, Link Adaptation and Hybrid ARQ
In fast-fading environment typical of a wireless communication system, the LTE system
employs some techniques to enhance its performance. These techniques are the channel-
sensitive scheduling, link adaptation and hybrid automatic repeat-request (ARQ). First, the
channel-sensitive scheduling, also referred to as multi-user diversity, selects the UE with
better channel conditions on time, frequency and spatial resources. Then, link adaptation
matches the modulation and coding, MIMO rank and precoding to the current channel con-
ditions. Finally, the hybrid ARQ mechanism corrects possible errors in the link adaptation
by adding incremental redundancy transmission, which makes use of acknowledgments and
timeouts to achieve reliable data transmission.

Power Control
While low power signals derive into poor quality transmissions and increase of error rate,
high power signals generate interference and extra battery consumption. Hence, the power
control aims to adjust efficiently the power between UEs and nodes. Furthermore, power con-
trol schemes compensate path-losses and shadowing. For the LTE uplink, the power control
algorithm is an event-based combined open-loop and closed-loop principle, which adjust the
transmit power of the different physical channels. On the other hand, the downlink power
control do not have an explicit feedback from the UEs, therefore its principle is based on a
power allocation scheme.

A way to support inter-cell interference coordination (ICIC) is to allocate different power
levels to different resource blocks used for data transmission. In the downlink, there are two
available different power levels between OFDM symbols with reference signals and the ones
with no reference signals. In the uplink, the two types of power adjustments are called ac-
cumulated and absolute power corrections.

Uplink and Downlink Control Signaling
There are multiples modes and formats to optimize performance in various deployment sce-
narios. The signaling related to the uplink feedback are the channel quality, MIMO channel
rank, preferred precoding matrix and hybrid ARQ ACK/NACK. The channel quality infor-
mation is required for the channel-sensitive scheduling and the link adaptation. The MIMO
rank and precoding information determines the selection of the MIMO transmission format.
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For hybrid ARQ operations the hybrid ARQ ACK/NACK is used.

On the other hand, the downlink control information consist of control format indication,
uplink and downlink scheduling assignments and the ACK/NACK feedback for the uplink
HARQ transmissions. The control information and the data are together time-multiplexed.
The number of OFDM symbols used for control information are indicated in the control
format indicator. With that information the resources are efficiently used while the OFDM
symbols not used for control are employed for downlink data transmission. Time-multiplexing
allows micro-sleep mode and lower latency, thanks to the decoding of the first OFDM con-
trol symbols. In absence of scheduling assignments, the UE turns off its transmitter and
receiver, saving battery consumption and avoiding unnecessary interference. Furthermore,
the low latency is achieved by the fact that the control information is decoded before the
data decoding starts.

Inter-cell Interference Control
Nowadays, we identify two main development scenarios for a mobile UE. The first one is a
rural scenario, where the communication performance between the UE and the cell nodes is
determined by the AWGN. That is compensated with more power gain, more directivity in
the antenna or a better coverage deployment. The second scenario is the urban, where apart
from the AWGN the inter-cell interference (ICI) is a decisive factor. In this case, the use of
more transmission power will increase proportionally the inter-cell interference.

The performance of the UE connectivity varies according to the distance to the main cell
node and the interference of a neighbor cell node. While the UE moves away from the main
node, its path loss increases worsening the signal. Furthermore, the more close to the edge
of the main cell, apart from the maximum path loss value, the distance to the neighbor cell
increases. That means that he interference power of the neighbor cell increases. All together
form the particular scenario where it is specially necessary to employ inter-cell interference
(ICI) mitigation techniques.

We classify the three types of ICI mitigation techniques as ICI randomization, ICI can-
cellation and ICI co-ordination or avoidance. The ICI randomization consist on interference
suppression by randomization at the receiver due to processing gain. The ICI cancellation
suppress the interferences by means of multiple antennas at the receiver, known also as In-
terference Rejection Combining (IRC). The ICI co-ordination or avoidance scheme applies
certain restrictions on the resources used in different cells in a co-ordinated way. These
restrictions are related to time-frequency resources or transmit power limits. We deduce
that this interference avoidance techniques requires from inter-node communications, which
is scheduled daily or in periods of seconds or hours.

Spatial Channel Model
One of the most important phases in the design and implementation of a wireless communi-
cation system is the study of the radio propagation, known as propagation channel model.
The specifications and characteristics determine the performance of our communications and
therefore a good understanding of the channel behavior will lead us to higher performances
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at the least possible cost. Furthermore, the performance evaluation and comparison of com-
peting wireless technologies can only be done when the propagation model is defined.

The multi-antenna technologies used for MIMO techniques are based on spatial correla-
tions between them. However, the conventional propagation channel models were developed
for single-antenna transmission scenarios assuming independent channels between each pair
of transmit and receive antennas. Therefore, the spatial channel model (SCM) was devel-
oped. It provides a propagation platform for multi-antenna techniques evaluation.

The SCM is based on stochastic modeling of scatters which allows to model spatial cor-
relations. The SCM has been widely used for MIMO system performance evaluation. The
channel scenarios are described as suburban macro-cell, urban macro-cell and urban micro-
cell. Depending on these scenarios, the system evaluation is characterized by parameters
such as line-of-sight (LOS), path-loss model, number of paths and subpaths, delay and angle
spread, etc.

5G
Although it is foreseen to introduce commercially the 5th Generation (5G) around 2020, we
are still adapting the radio network for the 4G and most of the subscribers are using the 3G.
Furthermore, the characteristics and novel techniques of the 5G are not fully defined for the
coming standard. In spite of that, we are able to present some main key design elements and
performance indicators of the standard beyond the 4G-LTE.

Based on the technology requirements to cope with the expected data traffic growth
rates, peak data rates should reach values of 10 Gbit/s, in comparison to the 1 Gbit/s
of the 4G. The Round Trip Time (RTT) should be in order of 1ms in contrast to the 5ms
of the 4G. Moreover, the spectral efficiency should be at least two fold better than the 4G [1].

In order to achieve the specifications we describe some of the novel techniques that are
currently being tested for performance evaluation [6]. Let us note that the 5th generation is
focussed on boosting local area networks.

Frame structure. In order to achieve the RTT of 1ms, our frame duration should be
of 0.5ms with a dynamic UL/DL ratio, see Figure 2.43 [1].

Modulation. OFDM modulation format is being used for the 4G due its performance
an lower complexity implementation. In spite of other alternatives such as filterbank multi-
carrier modulation, the OFDM modulation is the most likable candidate for the 5G.

Link adaptation and Hybrid ARQ. As explained in the previous sections, link
adaptation offers dynamic data rate which is suitable for channels with non-stable condi-
tions. Furthermore, the power consumption is reduced and the resources are exploited more
efficiently. Another important key element for a radio link design is the memory requirements
which determine the size of the buffers, costly elements. Therefore, HARQ processes should
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Figure 2.43: Radio frame structure.

be minimized in order to reduce buffers’ size.

MIMO techniques. Due to the high data rates demand, MIMO technologies are one
of the backbones of the future radio links. There are to approaches to improve the channel
capacity. The first one is massive MIMO array antennas at the Base Stations. The second
one is 4x4 single user or multiuser MIMO deployment in devices.

Interference mitigation techniques. Since the spectrum is a scarce resource, it is
necessary to share it but in dense areas the interference levels lead to a poor network per-
formance. Therefore, Inter-cell Interference Coordination (ICIC) is expected to improve
considerably the network throughput. Moreover, advanced receivers allow us to use Interfer-
ence Rejection Combining (IRC) or Successive Interference Cancellation (SIC) techniques,
which help to suppress or cancel a limited number of interferers [1].

To summarize, we presented some of the requirements and novel techniques to cope with
the data rate growth demands expected for the 5G. Moreover, we describe briefly some of
the key design elements of the 4G and beyond. In order to define the standard of the 5G,
it is of important relevance to evaluate and test the performance of such novel techniques
within a simulated and real world testbed. We present in the next section the software tools
that are capable of such simulations and tests.
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Chapter 3

LabVIEW Design

In this chapter we describe our SDR design and implementation in LabVIEW. We also sim-
ulated its performance in contrast with the theoretical results. First of all, we developed a
SISO system over a AWNG channel with Rayleigh fading profile. Then, we extended it to
a 1x2 SIMO system and simulated its performance. A step forward was the design of a 2x2
MIMO system. In the last section, we describe the adaptation of the LabVIEW design for the
USRPs. In particular, the transmitter and receiver parts were implemented separately, since
they were connected to different USRPs. In order to do that, in the SISO-MIMO simulation
design some modules were edited and new were added. Overall, in this chapter we present
the main SDR LabVIEW development for our simulated and real-world testbed scenarios.

3.1 SISO System
In this section we present the SISO design blocks from the transmitter to the receiver. In or-
der to verify the design we realized the transmitter-receiver modules in parallel. That means
that the transmitter blocks were implemented with its correlated blocks at the receiver. For
example, the encoder was only tested with its decoder at the receiver. Hence, we followed
a linear design from the outer blocks to the inner ones of a digital communication system.
The last modules, in the center, were the AWGN channel and fading profile. However, for
descriptive purposes we present first our LabVIEW transmitter modules, then the channel
model and finally the receiver modules. In addition, for the system performance evaluation
we implemented the required blocks for BER/BLER calculations and its graphical SNR ver-
sus BER representation.

3.1.1 Model Design
We defined a frame structure made of 1 Pilots OFDM symbol and several Data OFDM sym-
bols. In the frame structure, the first symbol was the pilot, which was used to estimate the
channel at the receiver, and the consecutive symbols were designated for data.

59
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We implemented the complete communication system as follows:

• A random bit sequence was generated, whose number of bits depended on the FFT
size, modulation selected and number of symbols per frame.

• The complete bit stream was encoded with a defined code rate.

• The encoded bits stream was split into packets of bits, whose size depended on the
number of bits per symbol. That was done inside a FOR loop.

• In each loop iteration, one OFDM symbol was generated. A packet of bits went from
the channel encoder to the cyclic prefix adder block in each iteration. At the end of
the FOR loop all the packets generated, known as OFDM symbols, were concatenated
forming the frame structure.

• The pilots were inserted in an extra FOR loop iteration and concatenated at the first
position of the OFDM frame structure.

• Then, the frame was fed into the channel, where a Rayleigh fading profile was applied
and afterwards the AWGN added.

• The receiver had to split the frame into OFDM symbols. That was carried out by a
FOR loop, which allowed us to process each symbol independently from the removal
of the cyclic prefix to the channel decoding block.

• The pilots were extracted from its respective position in the frame structure with an
extra loop iteration. Then, the channel was estimated.

• Each OFDM received symbol was equalized and after going through the receiver blocks
was concatenated with the other processed symbols.

• Finally, the estimated encoded data bit stream was decoded and we obtained the
estimated received bits.

This design offered faster computational performance. Figure 3.1 illustrates the flowchart
of the LabVIEW implementation of the transmitter, while Figure 3.2 shows the flowchart of
the implementation of the receiver in LabVIEW.



3.1. SISO System 61

Figure 3.1: Flowchart of the transmitter stages in LabVIEW.
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Figure 3.2: Flowchart of the receiver stages in LabVIEW.
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As we present in the Figure 3.3, the frame structure determined the number of random
bits that had to be generated. The number of OFDM symbols per frame determined the
necessary FOR loop iterations to generate them, with an extra iteration for the pilot symbol
insertion. The communication system ran for each frame structure once, while the FOR
loops at the transmitter/receiver split the bit stream into packets that were used for the
modulation/demodulation of the OFDM symbols.

Figure 3.3: Frame structure of our OFDM communication system.

There were some parameters that defined the behavior of all the modules and LabVIEW
elements (e.g. FOR loops), and also the desired modulation, subcarrier spacing, frame
structure, etc. We named these parameters as Global Parameters, which are described in the
next section.

Global Parameters
The Table 3.1 shows the global variables that defined the characteristics of our digital com-
munication system within its LabVIEW design. Some of the parameters determined the
behavior of the programming elements such as FOR loops. Furthermore, some variables
were interconnected and thus its values bounded them. We show also this dependency.



64 Chapter 3. LabVIEW Design

Table 3.1: Global parameters of the LabVIEW design of a digital communication system.

Name Default
Value Description Dependency

FFT Size 512 Number of subcarriers per
OFDM symbol

M-QAM, Number of Subcar-
riers, Number of bits per sym-
bol, Total number of bits,
Subcarrier occupation index,
Sampling frequency, Cyclic
prefix.

M-QAM QPSK
Selected modulation (QPSK,
16-QAM, 64-QAM, 256-
QAM)

Number of Subcarriers, Num-
ber of bits per symbol, Total
number of bits.

Number of Sym-
bols 8 Number of symbols within the

frame.
Total number of bits, FOR
loop iterations.

Position Pilots 1 Position of the Pilot symbol
within the frame. Channel Estimation.

Number of Sub-
carriers 300

Number of available subcarri-
ers per OFDM symbol, since
the rest is used as Guard
Band.

FFT Size, M-QAM, Num-
ber of Subcarriers, Number of
bits per symbol, Total number
of bits, Subcarrier occupation
index.

Number of Bits
per Symbol 600 Number of bits transmitted

per OFDM symbol.
FFT size, M-QAM, Code
rate, Total number of bits.

Encoder Code
Rate 1/2 Code Rate of the encoder. Number of bits per symbol.

Total Number of
Bits 4.200 Number of bits transmitted

per Frame.

FFT size, M-QAM, Code
rate, Number of bits per sym-
bol.

Percentage Cyclic
Prefix (%) 10 Amount of cyclic prefix added

to the OFDM symbols. FFT size.

Eb/N0 (dB) 0
Ratio of Energy per Bit and
Noise power of AWGN, which
is used as SNR indicator.

Subc. Occupa-
tion Index 0,5

Position of the used subcarri-
ers within the OFDM symbols
of FFT size.

FFT Size, Number of Subcar-
riers.

Subcarrier Spac-
ing (Hz) 15k Frequency spacing between

subcarriers. Sampling frequency.

Sampling Fre-
quency (Hz) 7,68M Frequency of the samples. FFT size, Subcarrier spacing.
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We defined default values which allowed us to run simulations without defining parame-
ters every time. However, the main parameters related to a wireless communication system
were selected with a friendly user interface, see Appendix C Figure C.1. Depending on the
selection of such parameters, the other ones were automatically calculated and determined
by the LabVIEW implementation scheme.

As explained in the previous section, our frame was made of data symbols and one pilot
symbol. Depending on the modulation selected and the FFT size, the number of random
bits necessary were generated. At the same time, the encoder was turned ON and OFF with
a switch named Encoder. Depending on the code rate, the number of bits generated also
varied. The following equation describes the mathematical relation between these variables.
These calculations were implemented in LabVIEW as the Figure 3.4 shows.

Let us define the necessary bits to be generated Nbits as

Nbits = (Number of Symbols− Number of Pilot Symbols)
· Number of Subcarriers · bits per symbol · coding rate. (3.1)

Figure 3.4: Design scheme for the calculation of the global parameters.

As the number of pilots symbol was always one per frame, we implemented a decrement
of 1 for the calculation. Moreover, by multiplying the number of bits per symbol and number
of subcarriers we obtained the number of bits per OFDM symbols. The switch case element
selected the rate that had to be applied, while turned off its value was 1. The Eb/N0 vari-
able was linked with the addition of the AWGN in the channel. In this LabVIEW design
we obtained the values of the parameters using local variables, a exception of the number of
symbols, bits per OFDM symbol and Eb/N0.
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Transmitter
We describe in this section the design and functionality of each block independently, from
the bit generation to the subcarrier spacing which fed directly the channel. We illustrate in
the Figure 3.5 the block diagram of our transmitter design implemented on LabVIEW.

Figure 3.5: Transmitter model block diagram.

Random Bits Generator. From the global parameters, we obtained the number of bits
necessary by the formula of the equation 3.1. Then, we created a uniform random number
between 0 and 1, which was compared with 0. The output of the comparison was a boolean
value (TRUE or FALSE), which was converted to a binary value (1 or 0), respectively. All
together was implemented inside a FOR loop which iterated so many times as the number of
bits calculated. The result of using a loop was that each of its iteration output was indexed
in serial. In other words, every result of the calculation was added to an array. When all the
iterations were done, the FOR loop outputted an array of ’0s’ and ’1s’, namely the Random
Bit Stream. We generated our bit sequence using the design of the Figure C.2, in Appendix
C.

Coding/Encoder. We chose a convolutional encoder for the coding of the entire data
stream generated in the previous block. We employed for this module the convolutional en-
coder Virtual Instrument (VI) offered by LabVIEW in its communications library, described
in Figure C.3, Appendix C. Since the block offered a wide configuration possibilities, we set
some values when needed and the rest of them were internally defined by default (not wired).

We implemented this module as the design of the Figure 3.6 illustrates. First of all, in
order to enable or disable the encoding, we utilized a boolean switch called Encoder. We
created a case structure which allowed us to implement parallel design, one for a ’True’ case
and the other for ’False’ case (ON /OFF). We see in the ’False’ case (OFF) that the same
blue wire that contained the random bit stream crossed the case structure without modifi-
cations, which means that no encoding was done. On the other hand, the ’True’ case (ON)
performed the encoding.
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Figure 3.6: Encoder in LabVIEW. a) ON b) OFF.

DATA Split. We computed the splitting of the binary data stream following the design
of the Figure 3.7. Because the encoder delivered a long stream of bits, we split it using this
additional block. As illustrated in Figure 3.1, from this point we separated the bits into small
packets, namely bits per OFDM symbol. Then each packet was processed independently and
transformed into OFDM symbols. In order to do that, we employed a FOR loop which
processed each symbol per iteration. At the end, all the symbols were concatenated forming
the frame structure.

Figure 3.7: FOR loop and Bit stream splitting into symbols in LabVIEW.

The local variable Number of Symbols connected to the node N determined the number
of loop iterations. The data stream was separated into small packets. However, an addition
packet was inserted in the packet sequence, the pilot symbol. In order to do that, we designed
a Pilots? boolean variable, which was TRUE when the current loop iteration was inserting
the pilots. Since the FOR loop needed an extra iteration for the pilots, we designed this block
not only to split the data stream, but also to coordinate the insertion of the pilot packet into
the frame. The description of the FOR loop of LabVIEW is shown in Figure C.4, Appendix C.
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The procedure was the following; First, depending on the position of the pilot symbol,
which was defined in the global parameters (by default 1), the loop counter enabled the
variable Pilots?. In the case of no pilots, the ’True’ box case was enabled, which is shown in
Figure 3.7. The data stream was divided using the VI called Array Subset into packets of bits
per OFDM symbol size, see Figure C.5 of Appendix C. However, the selection of the pilot
position had to be coordinated in order to avoid the loss of any data packet while computing.

Hence, we created a counter wired to a feedback operator (orange backward arrow) that
obtained the value of the previous iteration. In this way, every time a data symbol was
processed the counter increased, but when pilots were inserted the counter kept the same
value. This could seem trivial but we have to mention that in every iteration all the elements
in LabVIEW were reseted to zero. Using buffers, registers and feedback operators we shared
values between iterations. Thus, each time the data was packeted the counter increased one,
keeping the value in the feedback operator. While inserting a pilot symbol, the counter re-
mained constant and the box case was set to ’False’, giving no output packet as the design of
the Figure 3.8 illustrates. We note that the pilots insertion was processed in the modulation
block.

Figure 3.8: DATA split ’False’ case in LabVIEW.

Channel Coding/Encoder. The functionality of the channel encoder performed an
interleaving of the data input according to a permutation array. This operation was com-
puted using the LabvIEW VI shown in Appendix C, Figure C.6. On the other hand, Figure
3.9 describes in detail the permutation process done inside this VI, which for our implemen-
tation we used the permutation array [1,3,5,2,4,6,0,7].
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Figure 3.9: Channel Coding Interleaving and Deinterleaving. If the data in array is [7,13,17,9,2],
and the permutation array is [3,2,4,0,1], the data out array would be [9,21,13,7,17] [20].

Since the pilots symbol were inserted in the modulation block, we designed a scheme
that prevented the system to stop when no data packet was being processed. That happened
if one of the VIs tried to compute input data but there was none, which was the case of
the pilots insertion loop iteration. That also resulted in no need of interleaving or channel
coding, which outputted an empty array. If the modulation block received an empty array
(nothing to modulate), then the simulation stopped due to an error. As a solution, if an
empty array was given, the ’True’ case of the operational switch delivered an array of size
2000 with zeros. Its values and size were trivial, since it only fed the modulation block with
random data which was substituted with the pilots symbol. If the interleaver VI delivered
data (not an empty array), then the switch case outputted this data, which was actually the
data packet going to be modulated. We present the implementation of the channel encoder
module in the Figure 3.10.

Figure 3.10: Channel Coding in LabVIEW.
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Pulse Shaping. For the digital modulation in LabVIEW it was necessary to define the
filter coefficients for pulse-shaping. We defined them as shown in the design of the Figure
C.7 of the Appendix C. We implemented this block outside the FOR loop because these
parameters were constant for all the symbols. Figure C.8 presents the VI responsible for
the generation of the filter coefficients. Let us mention that for our communication system
testbed we set always OFF the pulse shaping filter.

QAM System Parameters. Apart from the filter coefficients, the modulator VI was
set up with an additional VI, which grouped parameters such as modulation type and sam-
ples per symbol into a cluster, which was a configuration input for the modulator block. This
was realized by the LabVIEW VI depicted in Figure C.9 of the Appendix C. We present the
QAM parameters module in the Figure 3.11.

Figure 3.11: QAM parameters in LabVIEW.

QAM Modulator and Pilots Insertion. In this module we generated our QAM
symbols and inserted the pilots symbol. The module design is illustrated in Figure 3.12. As
we explained before, the QAM modulator VI from LabVIEW (see Figure C.10 Appendix C),
modulated the input bit stream and delivered it to the insert pilots block. This block while
enabled inserted the pilots. While disabled, let the modulated data symbols pass through
it without alterations. The FOR loop counter [i] was compared with the position of the
pilots and if they matched the pilots had to be inserted, namely the insert pilots module was
enabled. The number of subcarriers were required in order to insert the pilots only in the
occupied subcarriers, not in the guard band. Furthermore, in order to monitor the inserted
pilots we added an output variable named Pilot Array.
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Figure 3.12: QAM modulator in LabVIEW.

When the module was enabled (’True’ case), the input symbols were discarded (no wired).
Instead, a pilot array was generated using a pattern. For testing purposes we transmitted
a QPSK constellation as pattern, presented in Figure C.11 Appendix C. Then, the number
of subcarriers were considered in order to define the pattern size. The pilot array had a
feedback which in case of more than one pilot symbol per frame, allowed to use the same
pattern in more loops iterations.

For our simulations we generated the pilots incorporating a Zadoff-Chu or Cazac se-
quence, frequently applied for wireless communications, see Chapter 2 Section 2.10 equation
2.36. One of the relevant properties of such sequences were the zero autocorrelation of its
complex-signal.

We produced it following the next mathematical equation:

xu(n) = e
−j
πun(n+ 1 + 2q)

NZC , (3.2)

where

0 ≤ n < NZC − 1,
0 ≤ n < NZC ∧ gcd(NZC , u) = 1,
q ∈ Z,
NZC = length of sequence.

The calculation of the sequence array was implemented with a LabVIEW script-box as
Figure C.12 illustrates. We set as parameters a length of 29 and a 25th root. Then, the
CAZAC sequence was repeated until all the occupied subcarriers were filled. The selection of
the pilot pattern was defined as default for the Zadoff-Chu sequences. The implementation
of the insert pilot module is shown in Figure 3.13.
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Figure 3.13: Design of the Zadoff-Chu Pilots Insertion VI for the ’True’ case.

On the other hand, while the QAM data symbols were processed, the module was dis-
abled (’False’ case). As a result, no alterations were done in the data symbols while the
pilots were inserted, as we depict in Figure C.13 Appendix C.

Subcarrier Mapping. We defined our occupied subcarriers according to the Table 3.2
which represents the current parameters for the LTE uplink [21].

FFT Size 128 256 512 1024 1536 2048

Number of occupied Subcarriers 75 150 300 600 900 1200

Table 3.2: Subcarrier mapping parameters for LTE uplink.

We differentiated three processes in this block. First, we considered the value of the
parameters regarding the table above. Then, we performed the mapping itself, with the oc-
cupied data inserted in a specific position within the OFDM symbol. Finally, we normalized
the power to one to cope with the mapping power spread introduced. We implemented these
steps as Figure 3.14 depicts.
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Figure 3.14: Subcarrier Mapping in LabVIEW.

The FFT size determined the occupied subcarriers. For instance, for a FFT size of 512
the box case outputs a value of 300 subcarriers, following the Table 3.2. Then, we created
an array of zero complex values (0 + 0i) which formed the guard band. The size of this array
was the result of the subtraction (FFT size - Number of Subcarriers).

Having the guard band array generated, we inserted the data (or pilots) with an Insert
into Array LabVIEW block. With the Occupation index we selected the position (index)
of data/pilots within the symbol and as a result we obtained the subcarriers mapped. The
modulated symbols had an average power of 1. After the mapping it was necessary to nor-
malize using this relationship

√
FFT size

No. of Subcarriers , which was implemented in the last module.

IFFT and Cyclic Prefix. We concluded the last bock inside the FOR loop of our
transmitter with the inverse Fourier transform (IFFT) and the insertion of the cyclic prefix
(CP). The first operation that was realized in this block was the IFFT, which generated
the Orthogonal Frequency Division Multiplexing (OFDM) symbols. Here, the subcarriers
of the previous block were orthogonal spaced into multiple carrier frequencies. The module
that performed such operation was the Inverse FFT LabVIEW VI, shown in Figure C.14 Ap-
pendix C. As the input data was complex valued, the setup of the module was defined for ’1D
Complex’ data input. Afterwards, we normalized the signal using the relation

√
FFT size.

Figure 3.15 depicts the block design.
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Figure 3.15: IFFT and Cyclic prefix block in LabVIEW.

After generating the OFDM symbols, we added the cyclic prefix. We computed this op-
eration by using the LabVIEW basic VIs shown in Figure C.15 Appendix C. With the size of
the OFDM symbols, we calculated its percentage of cyclic prefix and separated the OFDM
symbol part which was going to be used as CP. As a result, the last part of the ODFM
symbol was extracted and appended at the beginning of the OFDM symbols, obtaining Tx
OFDM symbol with CP.

One OFDM symbol with CP was generated in each FOR loop iteration. Therefore, the
complete frame structure was created concatenating the symbols generated in each FOR
loop iteration, forming a data stream. Let us mention that without this concatenating, each
OFDM symbols would have been given as an array, in parallel.

Subcarrier Spacing. From the previous block we received a frame made of the pilots
symbol and the data symbols. These were OFDM modulated and in this block named Sub-
carrier Spacing we spaced each orthogonal subcarrier with a specific sampling period. The
sampling period was calculated as inverse of the sampling frequency, which was computed
as Sf (Hz) = Subcarrier spacing · FFT size. Then, we built the waveform which was sent
directly to the channel. We present the design scheme of this block in the Figure C.16,
Appendix C.
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Channel
The OFDM frame was fed into the channel, where first a fading profile was applied and
afterwards the AWGN added. Then, the channel output was delivered directly to the re-
ceiver. We designed both blocks independently from each other, which means that fading
and AWGN were enabled/disabled when desired. The channel model for our digital commu-
nication system is represented in Figure 3.16.

Figure 3.16: Channel model block diagram.

Rayleigh Fading Taps. The fading applied to the signal followed a Rayleigh distribu-
tion, which was generated using taps. First, the fading taps module, illustrated in Figure
C.17, generated the profile using a typical urban or indoor power delay profile (PDP), which
is shown in the Table C.1 at the Appendix C. In order to match our PDP taps to our sam-
pling frequency, we executed a script which generated the time realization of the selected
PDP and added a random value to each tap. In this way, we simulated different realizations
of a fading channel. The script responsible for these operations is presented in Figure C.18.

Having the time realization of the fading profile, we convoluted it with our frame. As a
result, we applied the fading profile to our signal, simulating the fading channel of a wireless
communication. We depict the complete block in Figure 3.17.

Figure 3.17: Fading block (enabled) in LabVIEW.
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AWGN. The addition of the white Gaussian noise was realized in this block, which was
generated by the module noise. The probability density function of the noise with mean
µ = 0 and variance σ2 = N0

2 is:

p(n) = 1√
2πσ2

e

−(n− µ)2

2σ2 . (3.2)

Without the fading, the received signal was of the form,

y = x+ n,

where y was the received symbol, x was the transmitted symbol and n was the Additive
White Gaussian Noise (AWGN).

We designed an additional block for the fading and noisy channel, called Ideal estimator.
In this situation, the channel was estimated using pilots free of noise. We show in Figure
3.18 the complete block responsible for the generation and addition of the AWGN noise.

Figure 3.18: AWGN block in LabVIEW.

On the other hand, the block noise generated the AWGN matching its signal power and
sampling frequency to the noise. One of its parameters was the SNR(dB) value, which was
required to establish the SNR points for our simulation. This block was developed by a third
source and its design is presented in Figure C.19 Appendix C.
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Receiver
The blocks of the receiver basically reversed the processes done in the transmitter, such as
cyclic prefix removal, the FFT, demapping, demodulation and channel decoding and convo-
lutional decoder. However, the receiver was responsible also to correct errors when possible.
Moreover, advanced receivers were able to mitigate interferences and channel distortions.
Thus, additional blocks such as channel estimator and equalizer were implemented. The
complete block diagram for our receiver prototype is shown in Figure 3.19.

Figure 3.19: Receiver model block diagram.

Apart from the design and implementation of the receiver communication blocks, as we
described in the flowchart of the Figure 3.2, we created additional modules for the OFDM
symbols split and pilot symbol deletion. We describe now each LabVIEW receiver blocks in
order as described in the related diagrams and flowcharts.

OFDM Symbol Split. The frame transmitted over the channel was composed of
OFDM symbols which were affected by fading and AWGN. The receiver had to obtain the
frame, extract each OFDM symbols and process them. In order to design this scheme we
employed a FOR loop at the receiver, and the OFDM Symbol split block. Altogether, sepa-
rated the frame into OFDM symbols, which were processed independently in each FOR loop
iteration through the receiver communication modules.

The input variables of the FOR loop were the frame and the dimension of the OFDM
symbols with CP. The loop iteration counter [i] was correlated to the symbol position of the
frame. Thus, it was utilized for the pilot symbol localization and for the data splitting.

As outputs of this block, we obtained the data/pilot array that corresponded to an OFDM
symbol. On the other hand, the boolean variable channel estimation [Ch.Est.] compared
the defined pilot position with the current iteration. When it matched, the pilots from the
frame structure were being processed and consequently the channel was estimated. In other
words, this comparison activated the channel estimation block. We illustrate the LabVIEW
implementation of this splitting in Figure C.20 Appendix C.
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Removal Cyclic Prefix and FFT. We designed at the receiver the removal of the
cyclic prefix before performing the fast Fourier transform (FFT), reversely to the block in
the transmitter side. As required inputs we had one OFDM symbol and its size, which was
measured to calculate the part that was cyclic prefix and had to be removed. Figure 3.20
shows the complete block design.

Figure 3.20: Cyclic prefix removal and FFT block in LabVIEW.

Then, the OFDM symbol without CP was fed to the FFT module, see Figure C.21 Ap-
pendix C . After the FFT we normalized the signal using the relationship

√
1

FFT size .

Subcarrier Demapping. The subcarrier demapping process was implemented basi-
cally extracting the portion of the array were the occupied subcarriers were placed. Then, a
normalization factor was applied following the relationship

√
No. of Subcarriers

FFT size . The design
scheme is presented in Figure C.22 Appendix C.

Channel Estimation. The channel estimation block consisted on a switch box case
controlled by the boolean variable Channel Estimation [Ch. Est.]. While this variable was
true (’True’ case), the received pilots were currently processed. Then, as explained before
the received pilots were compared with the known transmitted pilots sequence, giving as a
result the channel response.

On the other hand, if no pilots were being processed in the current loop iteration, then
the box case was set to ’False’ and it delivered as output the last value calculated of the
channel response. In this way, we simulated an environment where between pilots symbol
the channel response was the same for each data symbols. On the other hand, at every pilots
symbol received the channel response was newly calculated.
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Figure 3.21 shows the designed block for channel estimation. The channel response was
obtained by the relationship between the received pilots symbol and the reference pilots sym-
bol (CAZAC sequence), see flowchart Figure 3.2.

Figure 3.21: Channel estimation block. (Left) True case for ch. estimation and (Right) False case
for ch. estimation.

Equalizer. In this module we employed the channel response H previously calculated to
equalize the data symbols. S. The symbols were divided by the channel response, namely
multiplied by the inverse of the channel response (Zero Forcing). As a result, we observed
the constellation of equalized data symbols. Figure 3.22 illustrates the design of the equalizer
module.

Figure 3.22: Equalizer block. [S] Symbol [H] Channel Response. (Left) True case for equalization
and (Right) False case for no-equalization.

Demodulation. For the demodulation, LabVIEW offered a module which mapped the
symbols into a bit stream according to a defined modulation scheme. We employed this
module with some modifications, as shown in Figure C.23, Appendix C. This module in
presence of an input empty array stopped the LabVIEW simulation producing errors non
related to our system. Thus, we solved that issue implementing a module named Empty?
which detected if the array was empty, and if it was substituted it with a zero array, see
Figure C.24. Afterwards, the demodulation module of LabVIEW called MT Map Symbols
to Bits generated the estimated bit stream, see also Figure C.24.



80 Chapter 3. LabVIEW Design

Channel Decoding. The last block inside the receiver FOR loop was the channel de-
coder. In the same way that the encoding was done in the transmitter, at the receiver a
module named de-interleaver decoded the bits using the same permutation array. After-
wards, as each OFDM symbol was processed independently, we obtained the complete bit
streams by concatenating all the bit generated in each FOR loop iteration. We depict the
implementation of this block in Figure C.25, Appendix C. The de-interleaver module was
available in LabVIEW (see Figure C.26), and its permutation procedure was explained in
the Figure 3.9 at the transmitter section.

Delete Pilots. The digital communication system simulation ran linearly from left to
right. As we inserted pilots in a new loop, it was not possible to delete them inside other
loop. The reason was that for each loop some data was outputted. In the receiver part, while
we processed the pilots the other blocks ran as usual and delivered not useful data. This
data went through all the receiver blocks and it ended concatenated as a not desirable bit
stream. These bits were related to the pilots, which did not contain data information and
therefore had to be deleted. We implemented the block of Figure C.27 Appendix C in order
to delete these non-desired residual bits.

Decoder. The same parameters were used for encoding and decoding, using the convolu-
tional decoder VI based on Viterbi soft decision, see Figure C.29 at Appendix C. The decoder
block was only enabled if at the transmitter the encoder was activated. Therefore, the same
activation variable was used in both blocks. We designed this block as represented in Figure
C.28.

Apart from the decoding module, we designed a patch module to correct some function-
ality issues of the convolutional decoder. When decoding, the LabVIEW module outputted
one less bits. That was because of the decoder itself, which needed these bits for the decoding
process, named traceback depth (D).

Received Bits. After all the receiver modules, we obtained the estimated bit stream.
There was not much to implement here apart from its definition. However, the received bits
were employed to performance simulation analysis such as BER and BLER over different
channel conditions. In an ideal digital transmission system with no noise and fading, the
received bit stream was equal to the bits generated in the transmitter.

Having designed the whole communication system, we continued with the implementa-
tion of the modules to calculate and plot the system performance parameters such as BER
and BLER for an AWGN and Rayleigh fading channel. We present in the next section the
design and implementation in LabVIEW of such performance analyzers.
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3.1.2 Performance Analyzers Design
Since the LabVIEW work-flow was linear, some variables were shared and stored between
iterations using registers or feedback operators. In order to calculate system performance
indicators such as the bit error rate (BER) we needed these variables and its accumulated
values among all the iterations, particularly the transmitted and received frames. We de-
signed a communication system structure which was based mainly on hierarchic FOR loops.
Within these loops, apart from the digital transmission we developed the blocks required for
BER/BLER calculation and graphical representation of the BER/BLER versus the signal-
to-noise ratio (SNR). The FOR structure of our complete digital communication system with
its performance analyzers blocks is shown in Figure 3.23.

Figure 3.23: FOR loop structure of the communication system in LabVIEW.

As we described before, we created each of the OFDM symbols within a frame with a
FOR loop at the transmitter, and we inverted the process of symbol extraction at the receiver
with another FOR loop. Both FORs were iterated so many times as the number of symbols
per frame desired, as we can see from Figure 3.23. Then, we created the operations for BER
calculation which mainly took into account the number of transmitted bits and the number of
received wrong bits. That was compared for the instantaneous BERs, which evaluated only
one frame. However, for more frames we needed a procedure to keep in memory the values
of each frame simulation, because as mentioned at every new iteration/simulation most of
the variables values returned to its default value, zero. Hence, we implemented the structure
illustrated above.
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When the instantaneous BER/BLER block was calculated, we added a new FOR which
contained all the LabVIEW design. Then, it was possible to specify how many iterations
the complete system will perform. In each iteration one frame was transmitted, therefore
we named Number of Blocks to the number of frames that were transmitted and received.
On the other hand, the FOR loops offered the possibility to create registers, which stored
variables of one iteration and shared them for the next one. Using registers we noted that
one iteration delay was introduced at the simulations.

Back to Figure 3.23, we observe that parallel orange lines cross the [Number of Blocks]
FOR loop and the BER/BLER calculation block. These lines connected the registers de-
fined in both sides of the loops and allowed us to use the BER values computed for previous
frames. As a result, we calculated the accumulated BER/BLER from the total transmitted
frames.

On the other hand, in order to plot the BER versus the SNR, it was needed to transmit
frames over a AWGN channel with different signal-to-noise values. In our channel implemen-
tation, we were able to set the value with the Eb/N0 in dB. Then, we created the second
FOR loop which encapsulated again the complete LabVIEW design. Doing that we designed
the BER vs. SNR block which set different values of Eb/N0 per loop iteration.

Concluding, for each SNR point we calculated the accumulated BER. Then, we plotted
the SNR points versus its related BER. As we did for the accumulated BER, we needed to
store the SNR vs. BER of all the defined SNR points. That was implemented with additional
registers, which are represented in the previous figure as the parallel orange lines crossing
the block BER vs. SNR. The outer FOR loop iteration was defined as shown in Figure 3.24,
where its parameters were described in the last section of BER vs. SNR plot.

Figure 3.24: Outer FOR loop for Plotting in LabVIEW.

To summarize, the designed FOR structure allowed us to send several blocks/frames,
calculate its instantaneous and accumulated BER/BLER and finally represent them versus
different values of SNRs.
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BER/BLER Calculation
In this section we describe the block that calculated the instantaneous and accumulated bit
error rate (BER). Furthermore, it set the value of Eb/N0 and computed the block error rate
(BLER). Apart from that, we also present the design of the registers of the FOR loop and its
essential functionality within the loop iterations. We illustrate this LV module in Figure 3.25.

Figure 3.25: BER and BLER calculation Block in LabVIEW.

We observe several modules within the square, while we also distinguish the border of
the FOR loop and how some of the variables were stored as registers, which are depicted as
upper arrows within orange boxes.
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For a better understanding of its computing functionality we added some numbered labels
to describe sequentially the BER/BLER calculation block as follows:

1. From the transmitter and receiver part we obtained the transmitted bit stream (Tx
Bits) and received bit stream (Rx Bits), respectively. We fed them in a FOR loop,
indexing the streams. That means that every value was stored in a vector array.

2. As the bits were indexed, the FOR loop iterated so many times as the size of the vector
array. We used this procedure to compare each bit independently between transmitted
and received bit stream. The indexing allowed to compare Tx bit in position (i) with
Rx bit in position (i). If they were different, a comparator outputted a ’TRUE’ value,
which is transformed into a digital ’1’. In case of equal bits, the comparator outputted
a ’FALSE’ value, transformed into a digital ’0’. The FOR loop stored the array of ’0s’
and ’1s’, which represented no bit error and bit error, respectively.

3. The sum module received the binary digital array and summed all its values. As a
result, we obtained the total number of error bits, named as Wrong Bits.

4. From the transmitted bits, the size array module delivered the size of the array, which
was the number of transmitted bits. As defined in the global parameters, the number
of bits per frame were set at the beginning.

5. With the relation between number of wrong bits and number of transmitted bits, we
calculated the instantaneous BER per frame.

6. The number of computed wrong bits was added to a register, labeled A. That worked
by adding the current wrong bits value to the calculated in the previous iteration. As
a result, we obtained the Total Wrong Bits of the frames.

7. The number of bits per frame sent was added to a register, labeled B. Adding the
current number of transmitted bits to the bits sent previously, we calculated the Total
Tx Bits.

8. This scheme calculated the BLER. It consisted in a counter and a comparator. The
comparator was set with a number of bit error threshold. When it was reached the
comparator delivered a ’TRUE’ boolean value, but a ’FALSE’ when not. Then the
counter was connected to a register, labeled C. Let us define a threshold of zero error
bits. Then, when there was no wrong bits, the comparator output was a ’FALSE’ and
the register stored the previous value of the counter in the current iteration. If there
was at least one wrong bit, then the comparator output was a ’TRUE’ value and the
previous counter value was incremented one. As a result, the current iteration, which
was related to a transmitted block, had an increment of one in that counter. That
was how the block error rate was calculated, for wrong bits on the frame/block, the
complete block was considered error and blocks errors were also accumulated by the
registers.

9. The instantaneous BER was here connected to the register D, which stored in the
current block iteration loop the current BER summed to the previous one calculated.

10. This FOR loop counter [i] was related to the number of blocks/frame sent. We moni-
tored the iterations with the variable Iteration Step and we also created a reset switch
R?, which was activated every time the counter was initialized. That was important to
reset our registers while plotting BER versus SNR, because a new transmission with
a different SNR was set.
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11. With the number of transmitted blocks (iteration step) and the summed BER of all
the blocks, we computed the accumulated BER.

12. This module was responsible of setting the Eb/N0 value while plotting the BER.
Therefore, a boolean variable Plot BER? activated and deactivated the parameter
control within the case structure. The ’False’ case was empty.

In addition to the internal behavior, in order to plot the BER vs. SNR, we needed the
values of the accumulated BER and BLER. These were outputted with wires from the FOR
loop, as shown in the previous Figure 3.25.

We illustrate in the Figure 3.26 the left side registers of the FOR loop. They were de-
signed in such a way that at every reset (see label 10 Figure 3.25) its value was set to zero.
Afterwards, they delivered the previous variables values A’, B’, C’ and D’, related to the
labels described above.

Figure 3.26: Registers of the left side of the frame FOR loop in LabVIEW.
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BER/BLER versus Eb/N0
With the values of the accumulated BER and BLER of a defined Eb/N0 value, we imple-
mented the second FOR loop to obtain the values of these parameters for several Eb/N0
values. As a result, it was posible to represent the relationship between the BER/BLER and
different Eb/N0. First, we set the range of Eb/N0 values, start and end points. Then, we
defined step size or distance between Eb/N0 points. With these parameters defined in the
GUI, we calculated the Number of SNR points to be generated. That defined the number of
iterations of this FOR loop. Finally, we created a 2D array (X-Y), which contained the SNR
points and its respective BER/BLER values and were stored in new registers.

We show the block in Figure 3.27 and we describe in detail its work-flow as follows:

1. The boolean variable named Plot BER? was used here to enable the plot generation.
It became handy for speeding simulation tests because the plotting took time while
generating the BER and BLER arrays for graphical representations. We present the
’True’ case which enabled the box case. The ’False’ case was designed empty.

2. In the GUI it was defined the Start and End SNR value to plot, and also the steps
size between points.

3. To the number of SNR iteration scaled by the step size, we added the start Eb/N0
value and set the initial Eb/N0. Then, as the iteration SNR increased per frame sent,
the Eb/N0 was also increased.

4. With the range of SNR points, we calculated the number of SNR points required for
representation. Then, we connected it to the small FOR loop that defined the size of
the 2D arrays containing the BER vs. SNR values of the Y and X axis, respectively.

5. The FOR loop generates an array with the SNR values used for plotting with the same
dimension as the number of SNR points to plot.

6. The SNR array (X-axis) was merged with the BER array (Y-axis). The output is a
2D array.

7. The SNR array (X-axis) was merged with the BLER array (Y-axis). The output is a
2D array.

8. Both 2D arrays were plotted generating the desired BER vs SNR and BLER vs SNR
graphs.

9. Since the previous FOR was related to single blocks/frames, we calculated the accumu-
lated BLER by dividing the number of total wrong blocks by the total of blocks sent.
The obtained BLER was connected to the register E, which was required to store all
the values in the BLER array. The same was implemented for the accumulated BER
outputted from the frame FOR loop, which was stored in the register F.

10. Apart from the BER and BLER values, in order to add sequentially these variables into
arrays, we had to share these arrays between SNR loop iterations, which as explained
before was done by registers. The BER array was stored in registerG, while the BLER
array was stored in register H.
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Figure 3.27: BER and BLER vs Eb/N0 Plot Block in LabVIEW.

The registers and array definitions for the storage of the BER and BLER values is
described in three phases:

• Initialization

• Storage in arrays

• Finalization
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The next Figure 3.28 shows the design of the registers at the left side of the FOR loop.
The BER, BLER, array BER and array BLER were stored in their respective registers E’,
F’, G’ and H’.

Figure 3.28: Initialization of the arrays for BER and BLER vs Eb/N0 Plot Block in LabVIEW.

We describe the array initialization as follows:

1. The FOR iteration counter [i] and the Points SNR were crucial for the box case struc-
tures. First, the initialization was realized in the first iteration i=0. The comparator
to ’0’ outputted a ’TRUE’ boolean value which activated the ’True’ case of the first
column of box cases (label 2 and 4). The comparator to the SNR point was designed
particularly for the finalization phase, which enables the second column of box case
(label 3 and 5). That happened when the iteration counter reached the last point to
represent in the graph.

2. The ’True’ case created and initialized an array with a zero value for the BER plot.

3. This zero value array was sent to the respective register G on the right side of the
FOR loop.

4. The ’True’ case created and initialized an array with a zero value for the BLER plot.

5. This zero value array was sent to the respective register H on the right side of the
FOR loop.

Let us mention that because the registers delayed the use of the parameters one iteration,
it was necessary to create a one zero value array which contained the BER and BLER values,
independently.
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When the first iteration was done and the first BER/BLER values were generated and
stored, the next phase was the storage in arrays as shown in Figure 3.29 and described as
follows:

6. The comparators delivered a ’False’ boolean value in this phase, because the iteration
loop was in the range from the second iteration until one iteration before the last SNR
point.

7. The box case was set to ’False’ executing the storage process. That consisted in an
Insert into Array VI which was fed with the previous initialized zero value array, the
position where to insert a new value, namely iteration [i] and the last input the value
to insert, the previous calculated BER. Then the array of one zero and one BER value
was passed to the register. In the next iterations, the array size increased while new
BER values were inserted until obtaining the last value, which changed the phase to
Finalization.

8. The same description and procedure from the previous label is applied for this block
where the BLER was stored in each iteration in the BLER array.

Figure 3.29: Storage in the arrays for BER and BLER vs Eb/N0 Plot Block in LabVIEW.

The finalization phase was activated when the last SNR value with its respective BER
and BLER was calculated. Figure 3.30 illustrates this phase and we explain its behavior as
follows:

9. The last iteration of the FOR loop switched the comparator with the variable Points
SNR to an output ’TRUE’ boolean, which enabled the second column of box case
(labels 10 and 11).
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10. The enabled box case executed the Array Subset VI, which outputted a portion of an
array from a starting position until the last value. We designed it selection the position
1 until the last value of the array. In other words, this module discarded the first value
at the position 0 of the array, which was the zero value. As a result, we obtained our
complete BER array with no redundant value.

11. The same description and procedure from the previous label is applied for this block
where the zero value is discarded from the BLER array.

Figure 3.30: Finalization of the arrays for BER and BLER vs Eb/N0 Plot Block in LabVIEW.

To summarize, we built with our design an array of calculated BERs and BLERs over
different SNR values The FOR loop iteration was defined as shown in Figure 3.24. After-
wards, we plotted the results in a BER vs. SNR graph fulfilling our block purpose. We
illustrate the complete LV communication system design in Figure C.30 and Figure C.31 of
the Appendix C.
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3.1.3 Graphical User Interface (GUI)
The implementation of a communication system on a software defined radio such as Lab-
VIEW offered us the advantage to design and utilize a friendly graphical user interface
(GUI). The GUI allowed us to track and monitor all the data flow, to represent variables,
to configure parameters while simulating and to generate the desired plots for performance
analysis. Therefore, apart from the schematic design described in the previous section, we
present in this section the basic user interface and its parameters. Furthermore, some digital
communication graphs designed in the GUI allowed us to show instantaneously the symbol
constellation, the fading profile and the calculated BER/BLER vs. SNR, among others.

Apart from the visual interface, the GUI permitted to simulate under several channel
conditions enabling or disabling the AWGN or Rayleigh fading. Another benefit of the GUI
was the selection of the global parameters of a communication system such as type of mod-
ulation, number of symbols and frame, percentage of cyclic prefix, FFT size, among others.
Overall, the GUI was our control panel to define the communication system parameters and
analyze its performance using graphs and plots.

At the GUI section of the Appendix C, we describe the GUI from the transmitter to the
receiver blocks and the BER/BLER calculus at the end. The complete LV GUI interface for
our SISO system is illustrated in Figure 3.31.
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Figure 3.31: Complete GUI of the Digital Communication system in LabVIEW.
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3.2 SIMO System

We present in this section the single-input multiple-output (SIMO) LV design. In this imple-
mentation we considered one transmit antenna and two receive antennas 1x2 SIMO system.
Furthermore, the design allowed us to simulate more receive antennas increasing then the
receiver diversity.

Having designed the SISO system, it was possible to extend its functionality modifying
the receiver in order to receive multiple realizations of the transmitted signal. Thus, each
received signal in each receiver antennas went through independent realizations of the chan-
nel, simulating different propagation paths. We illustrate in Figure 3.32 the SIMO concept.

Figure 3.32: SIMO system design concept.

In order to implement the SIMO LV communication system firstly we simulated the
propagation paths enhancing the channel blocks depending on the number of receive anten-
nas. Secondly, we adapted our SISO receiver to simulate multiple antennas which captured
the transmitted signal independently. Furthermore, the received data streams were used
for estimate the channel in each antenna. Finally, we exploited the receiver diversity using
a Maximal Ratio Combining (MRC) receiver, recovering an estimation of the transmitted
signal which was used for BER/BLER vs. SNR performance calculations.

3.2.1 SIMO Model Design
As we implemented in the SISO case, the generated OFDM frame was delivered to the chan-
nel, who applied the Rayleigh fading and added the AWGN. For our SIMO design we used
the same OFDM frame and we transmitted it through two independent realizations of the
channel. That was realized by using a FOR loop for the complete wireless channel, as we
illustrate in the Figure C.45 of the Appendix C. In this way, for each FOR iteration the
transmitted signal was processed independently simulating independent paths. We note that
in each loop iteration a new Rayleigh fading profile was generated and the labels [1] and [2]
of the Figure C.45 defined the number of Tx and Rx antennas, respectively.

In contrast to the SISO receiver modules, the SIMO had to be modified in order to
process the two received signals, independently. Then, it was necessary to combine both
with its respective channel estimations within the MRC receiver. To do that we had to
split our SISO receiver FOR loop in different ones. The reason behind that was that the
loops iterations are independent and they do not share values between them, beside the use
of register. However, in this situation we decided to simplify the design avoiding the registers.
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For the implementation of multiple receive antennas we created serial FOR loops. The
first one, obtained the several signals that went through different channel paths. Then, these
signal were independently processes as we did before for our SISO system, symbol per sym-
bol until the channel was estimated using the pilots symbols. As a result, we obtained as
many received signals and channel estimations as the defined number of receiver antennas.
Then the second FOR loop computed the estimated received signal combining all of them
by means of the MRC receiver. The last FOR loop followed as in the SISO case, with the
demodulation, channel and source decoding until the BER/BLER calculation.

To summarize, the new module added was the MRC channel equalization which exploited
the receiver diversity improving the performance of the system. We depict the MRC labview
realization in Figure 3.33, where the label [3] represents the different channel estimations,
label [4] the received signals and [5] is the final estimated received signal using maximal
ratio combining.

Figure 3.33: SIMO MRC Receiver LV Implementation.

Regarding to the MIMO LV implementation, we considered that adding more trans-
mitting antennas/signals to our simulation would increase the complexity of the simulation
delaying the achievement of one of our goals, the real world testbed scenario. Therefore, we
decided to design our 2x2 MIMO LV scheme simultaneously within its integration into the
USRP hardware.
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3.3 USRP Design
We have described and illustrated in the previous section the LabVIEW simulation imple-
mentation of a digital communication system over a Rayleigh fading channel with AWGN.
We calculated the BER and BLER and compared them with the theoretical expectations in
order to validate our design. Furthermore, we enhanced our system from SISO to SIMO,
exploiting the spatial diversity techniques frequently used in MIMO wireless communication
system.

We present in this section the adaption and integration of our LV designs for the National
Instruments USRPs which performed the end steps of a real communication system. As ex-
plained in the Appendix A, it was essential for the evolution of the wireless communication
system to employ high frequency carriers in order to transmit successfully a signal through
the air. This step called up-conversion (or down-conversion at the receiver) was realized
automatically by the USRPs units. That was one of the benefits by using the LV for the
testbed, a platform easily configurable to transmit and receive signals using the USRPs over
a wireless channel.

Since the simulation of the channel was not needed anymore because our transmit medium
was actually a real-world scenario, the transmitter and receiver LV design were split and
connected to its respective USRPs. Thus, we adapted each design for a purpose, transmit or
receive. In the next sections we describe the LV USRP implementation for the SISO and 2x2
MIMO systems, which were used for our real-world scenario testbed. By means of that, we
addressed the effective potential of diversity techniques boosting the network throughput, as
explained in Chapter 4.

3.3.1 SISO
The blocks necessary to create a Tx/Rx session using the NI USRP hardware were standard
and offered by LabVIEW. These main blocks were named as Open a Tx/Rx session, Con-
figure USRP, Initiate Rx, Send Data , Fetch Data, Abort Rx and Close Tx/Rx Session. We
describe in this section the configuration modules that were related with our SISO testbed
scenario. Further description of these modules is found in the NI LabVIEW Help [20].

Before introducing the Tx and Rx LV USRP design, we present in Figure 3.34 the core
module for the configuration of our devices. As we observe, the IQ rate, carrier frequency
and gain were defined within this block, which was employed at the transmitter and the
receiver. Due to hardware specifications, the coerced outputs were an indicator of the real
configuration values set during the Tx/Rx of data, which was done within a while loop.
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Figure 3.34: USRP Configuration Module by LV [20].

Transmitter Design
In the case of the SISO transmitter, we generated our OFDM frames using the LV design
described for our simulations. In addition, we created FOR loops in order to pack these
frames in long arrays of data (concatenated frames). We implemented that behavior in order
to avoid interruptions during the transmission of data using the USRP. These errors were
due to underflow, caused when our data array was too short and the USRP transmission
module emptied the buffers, having nothing to transmit.

In addition, the USRP Tx module ran within a while loop, transmitting continuously our
packets. Thus, the SISO implementation was essentially a configuration of the USRP and
the connection of our SISO LV design directly with the USRP module. We illustrate the
design in Figure 3.35, where label [1] represented the USRP configuration parameters, label
[2] were the OFDM frames to transmit, label [3] referred to the generation of concatenated
frames and label [4] was the USRP Tx module.

Figure 3.35: USRP SISO Transmitter Design.
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Receiver Design
The receiver USRP was configured with the same USRP modules and some new ones which
defined the respective receive parameters. It also differentiated from the transmitter in the
way we adapted our SISO LV design. As the Tx/Rx USRP modules executed inside an end-
less while loop, it was clear that contrarily to the transmitter which sent the same packet, the
receiver had to process each packet and hence the processes had to be implemented inside
the while loop. That implied a trade-off between ability of data reception using the USRP
modules and capacity of data processing using our LV implementation. In the SISO case,
we managed to use the complete Rx LV design of our simulations without compromising the
data acquisition performance.

We depict the USRP LV receiver implementation in Figure 3.36, where label [2] was the
USRP configuration parameters module and label [3] the USRP data receiver module, which
delivered in each while iteration new fetched data to our SISO Rx LV implementation.

Figure 3.36: USRP SISO Transmitter Design.

We note for label [1] that at the receiver side was necessary to define a number of samples
value. This was related to the size of the received array in each iteration, namely the resolu-
tion or sampling resolution. For example, if we set a transmission of 1 frame of 1 symbol of
512 subcarriers, then at the receiver we had to define 512 Samples / Frame or more in order
to receive the same data. For lower values the subcarriers were merged in order to represent
for instance these 512 subcarriers in 256 array samples.

3.3.2 2x2 MIMO
We re-used the SISO-SIMO LV designs and enhanced them for 2x2 MIMO, whose concept
is illustrated in Figure 3.37. In the Tx implementation, we employed the same design but
adding an additional signal (second Tx Antenna). In the Rx implementation, as explained
before, the computing complexity of two received signals inside the while loop influenced the
ability of data reception at the USRP module.
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Figure 3.37: MIMO system design concept.

Since multiple computation processes inside the while loop delayed it, each iteration
lasted more, decreasing the execution of the USRP data acquisition module. Therefore, we
reused the essential modules of our SIMO LV design in order to adapt it to the MIMO
requirements. In addition, we implemented a USRP MIMO receiver more suited for our
real-world testbed objectives, which were focused in the channel estimation.

Transmitter Design
The LabVIEW 2x2 MIMO Tx design incorporated an additional branch from the Subcarrier
Mapping module to the Subcarrier Spacing, which delivered the data to the channel. In our
testbed, we aimed to transmit CAZAC pilots to estimate the channel. The procedure we fol-
lowed as explained in Chapter 2, was to send interleaved pilots through these two branches,
namely Tx Antennas. In this way, at the receiver we obtained the channel matrix.

Firstly, our 2x2 MIMO transmitter split our originally CAZAC pilot sequence into two
signals, mapping them following the interleaved pattern. Then, the two independent frames
of pilots were given to the MIMO USRP module inside the while loop. We present the bifur-
cation of the signal into the two branches of our re-edited LV transmitter in Figure C.46 at
Appendix C.

Similarly to the SISO USRP case, we concatenated the frames of both signals in order
to enlarge the size of the transmitted data arrays. We show in Figure 3.38 the MIMO USRP
LV design, where label [1] and [2] referred to the signals transmitted through the two USRP
antennas. Then, label [1*] and [2*] represented a concatenation of several frames of these
respective signals, which were added together inside a 2D array. This array was fed into the
MIMO Tx USRP module, which was configured to transmit each signal through the defined
USRP devices. As a result, in each iteration the USRP antennas were transmitting inter-
leaved pilots continuously.
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Figure 3.38: USRP MIMO Transmitter Design.

Besides the pilot implementation, we were able to generates frames of 1 pilot and several
data packets and send them through the two MIMO antennas. In this case, the same modu-
lated data was transmitted over the two antennas while the pilots were interleaved. However,
for our testbed objectives the MIMO transmitter was restricted to pilots frame.

In order to synchronize the devices for MIMO transmission the USRP had to be config-
ured specially for that purpose. The main parameters that made possible the synchronism
are presented in Figure 3.39, where two main modules were essential. First, the Start trigger
time module and the Configure Clock module. In addition, the parameters Reference Fre-
quency Source and Timebase Clock Source had to be set to Internal clock for one device and
MIMO clock for the other device. In this way, one device set the clock internally and the
other using the MIMO cable followed the timing imposed by the first device. Only in this
way was possible to transmit synchronized over the two antennas.

Figure 3.39: USRP SISO Transmitter Design.
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As we described, the main parameters of the USRP devices were set for MIMO trans-
mission in the GUI, as shown in Figure 3.40.

Figure 3.40: USRP SISO Transmitter Design.

Receiver Design
The 2x2 MIMO LabVIEW receiver design differed from the complete SISO-SIMO designs.
Instead of adapting these designs to the USRP devices, we realized a basic receiver with an
extra feature, the spectrum analyzer. Since it was important to obtain information about
the transmission over the channel, we built inside the design a spectrum monitor, which gave
us evidence of the transmission of the OFDM signal at the desired carried frequency and
subcarrier spacing.

We designed the spectrum analyzer in the upper part of our 2x2 MIMO USRP GUI,
illustrated in Figure C.47 at Appendix C. In this Figure the plotted spectrum referred to a
2x2 MIMO transmission-reception, where one symbol was represented in the spectrum ana-
lyzer so that we distinguished the guard band and the 300 OFDM subcarriers.

Having developed the spectrum analyzer, we implemented the receivers Rx1 and Rx2,
which processed the obtained 2D array from the USRP fetch data module. We incorporated
the essential modules of the SISO-SIMO LV schemes designed previously into our MIMO
design. Afterwards, knowing the transmitter parameters such as the pilots pattern and
position, subcarrier mapping and number of frames transmitted, we processed each signal
independently using the pilots to obtain the respective channel estimation values. At the
Rx1 we used the pilots pattern of the Tx1 and Tx2 to calculate the channel estimation H11
and H21, respectively. Then, we extract from the Rx2 the respective channel estimation
parameters.

As a result, we established the channel matrix which was updated for each pilot symbol.
We show the LV design of the Rx1 in the Figure 3.41. The same scheme was used for the
Rx2, which was implemented next to this block. We depict the complete USRP MIMO Rx
Labview design in Figure C.48 at Appendix C.
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Figure 3.41: USRP MIMO Rx1 LV Design.

We conclude by reviewing the configuration setup of the USRP receiver devices in Figure
C.49 at Appendix C. We point out the importance of the Start Trigger Time module and
the Reference Frequency and Timebase Clock parameters, which enabled the MIMO synchro-
nization between devices. That was important in order to match the occupied subcarriers
with the pilots pattern and then calculate the channel estimation accordingly to the position
of the CAZAC transmitted pilots pattern.

To summarize, we presented in this chapter the LabVIEW implementation of a digi-
tal communication system based on OFDM frames over a fading and noisy channel. We
described the communication blocks designed from the transmitter to the receiver part, in-
cluding the wireless channel. Furthermore, we developed in LV the performance analysis
tools to validate our simulations. Then, we adapted our design for the NI USRP devices,
transmitting and receiving successfully OFDM frames over the wireless channel within a
SISO and 2x2 MIMO environment.
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Chapter 4

SDR and USRP Real-World
Scenario Testbed

In this chapter we present and describe our testbed scenario where we employed our Lab-
VIEW SDR designs and USRP devices to test some of the MIMO techniques capable of
boosting the network throughput. First, we describe the real-world testbed scenario where
we set different physical configurations in order to estimate the channel.

We conclude analyzing the performance of the MIMO links for the different scenarios.
We also illustrate the LV graphical tools designed in order to observe and evaluate the
transmission characteristics such as spectrum and the receiver performance such as frame
synchronism, subcarrier demapping and channel estimation.

4.1 Scenario Description
We realized our MIMO testbed in an indoor office scenario, where the main elements were
tables, chairs, small fridge and other small elements such as notebooks. Moreover, a big win-
dow connected to the outside and a thick wooden door gave access to the corridor. Then, we
establish 2x2 MIMO transmissions between two nodes (Tx and Rx) for different test setups
in Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS). We depict the indoor office testbed
scenario in Figure 4.1.
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Figure 4.1: MIMO Indoor Office Testbed Environment.

In order to obtain uncorrelated realizations of the channel estimation, we defined three
main node scenarios. Each node was configured for transmission or reception using two an-
tennas synchronized for MIMO mode.

In the first scenario, the two nodes were placed inside the room in direct LOS without
any obstacle between them. We set also three different positions for the transmitter node
inside the room, which consisted in translations of 45 degrees to the left and right side from
the point view of the receiver.

The second scenario was defined with the receiver in the center of the room and the
transmitter in the corridor, while the door was closed. We categorized this configuration as
NLOS. For the last scenario, we keep the position of the nodes but we opened the door.

We illustrate the three tesbed MIMO scenarios in Figure 4.2.

Figure 4.2: Testbed MIMO Scenarios. (a) LOS, (b) NLOS (door closed), (c) LOS (door open).

Regarding the nodes, each of them was utilized as transmitter or receiver. The NI USRP
devices were mounted on a trolley, which had the two antennas fixed on its top corners. Since
the configuration of the USRP devices was done within the SDR, the installation of them on
the trolley consisted basically on the power supply, the connection to the antennas and the
LAN cable, which connected the USRPs with the computer using Ethernet. We show the
2x2 MIMO node in Figure 4.3.
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Figure 4.3: USRP MIMO Transceiver Tesbed Node.

Since the USRP SISO transmission employed one device in order to transmit or receive
one signal, there was no need of the MIMO cable. However, for the 2x2 MIMO testbed the
computer was only connected to one device since it has only one Ethernet board. Therefore,
the MIMO cable made possible the control of both USRPs and established the synchronism
as explained before. We present the 2x2 MIMO USRP devices and its setup in Figure 4.4.
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Figure 4.4: 2x2 MIMO Configured USRP Transceivers.

We observe that the LAN cable (yellow) was connected to one USRP device, which had
to be configured with the reference clock as Internal. The second device, which had no
LAN cable was setup with the reference clock as MIMO. Then, the MIMO cable (thick and
black), connected both devices. These values were introduced in the USRP GUI of the LV
implementation. Finally, each USRP was connected to the power supply and the cables with
green end were the input/output to their respective antennas. In particular, the USRP N200
boards operated over 2.4 GHz and 5 GHz band. We selected as carrier frequency 5 GHz,
with a bandwidth of 2 MHz and transmit power of 20 dBm. Note that we attached the
USRP N200 Datasheet in the Appendic B.

To summarize, within the different scenarios we connected two independent computers
to the two nodes, which transmitted or received in MIMO mode. Then, at the receiver side,
we analyzed the captured data, processed it and we calculated the channel estimation using
the pilots. In the next section we describe the parameters defined for our testbed, such as
carrier frequency and IQ rate. Furthermore, we present the MATLAB calculations realized
in order to evaluate the performance of the channel precoding diversity technique, which was
the goal of the testbed.

4.2 Performance Analysis
The main parameters which defined the USRP testbed are shown in the Table 4.1. These
values were chosen considering the range of the USRP devices and the performance limita-
tions of the computers, which stopped due to overflows or underflows. Some of them were
defined by default. We selected the carrier frequency within the range of the USRP devices.
For the MIMO system, we selected a IQ rate of 2 MHz, which avoided overflows errors. We
note that for the USRP SISO transmissions we achieved IQ rates of 12,5 MHz.
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In addition, we transmitted symbols of 512 subcarriers, which were concatenated into
arrays of 1000 OFDM symbols. At the receiver we configured the number of samples accord-
ing to the defined array size at the transmission, which was made of 1000 symbols of 512
subcarriers.

Parameters USRP Tx USRP Rx
Value Value

IQ Sampling rate [S/sec] 2M 2M
Carrier Frequency [Hz] 5G 5G
Number of Samples - 512000
Active Antenna TX1 RX1

Number of OFDM Symbols 1000 1000
Start Trigger Time
Whole Seconds 5 2

Fractional Seconds 0,1 0

Table 4.1: Main USRP Configuration parameters

The transmitter LV implementation did not have any analysis tool, since it transmit-
ted continuously the frames over the selected carrier frequency. In order to validate the
transmission and check that the signal exhibited an OFDM scheme we employed an external
spectrum analyzer. Afterwards, we exploited the capabilities of the SDR LabVIEW in order
to reuse some schematics that recreated a spectrum monitor. As a result, we enhanced our
transmitter with the spectrum analyzer which offered us a direct feedback about the trans-
mitted signal and its immediate reception at the receiver. We illustrate this feature in the
Figure 4.5 where we observe the two signals received over the MIMO channel, in particular
the guard band and the 300 subcarriers centered.

Figure 4.5: Spectrum Analyzer LV implementation at the receiver.
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Defining the 1000 symbols of 512 subcarriers, what we obtained after the FFT of the
received array is plotted in Figure 4.6. We observe a zoomed section of the 1000 concate-
nated symbols, in this case 4 OFDM symbols. Moreover, we implemented our receiver in a
way that the long array was split into its respective symbols, and afterwards demapped as
illustrated in Figure 4.7, where we distinguish the subcarriers without guard band, and in
this case carrying interleaved pilots.

Figure 4.6: Power Spectrum after FFT of the received array.

We implemented the interleaving pilot sequence so that at the receiver we noticed both
signals mixed together. That interleaving was the reason because in our channel capacity
calculations we did not consider any signal interference.

Figure 4.7: Power Spectrum of the OFDM symbol without guard band.

After extracting the guard band, we processed the symbols and estimated the channel
matrix, which was saved into a file. With the channel matrix we computed the throughput of
the channel for the precoding matrices. As explained in Chapter 2, we exploited the MIMO
diversity by obtaining the information of the channel and then coding our transmitted signal
in order to make it more robust to the channel distortions. Since our objective is to evaluate
theoretically the performance of the different precoding matrices, we realized our channel ca-
pacity calculations in MATLAB with the channel matrix obtained in our real-world testbed
scenarios.
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For the channel capacity calculation, we were provided with an script that applied for
each subcarrier a fixed precoding matrix to our channel matrix. Then, we calculated the
SINR which was used to obtain the throughput. We adapted this script for our testbed and
incorporated new features, such as the selection of the precoding matrix that offered the
highest SNR, maximizing the throughput. We presented the edited scripts for the MATLAB
throughput calculations in the Appendix D.

To conclude, for our performance evaluation boosting the network throughput we set
a fixed matrix for all the testbed scenarios and calculated the channel capacity. Then, we
utilized the script feature that selected the precoding matrix that maximized the through-
put. At the end, we contrast both results on a cumulative distribution function for our 1000
transmitted symbols within the real-world testbed scenarios.
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Chapter 5

Results

In this chapter we present the most important results of our simulations and real-world
testbed scenario, realized with LabVIEW and the USRP Hardwares.

5.1 BER Performance Analysis
In this section we present first the SISO LV implementation results, such as modulations,
fading and AWGN channel, and BER calculations. Finally, we depict the results for our
SIMO LV simulation design.

5.1.1 SISO
In order to validate our LabVIEW implementation, we obtained in our GUI several plots at
key points of our communication system. The most relevant were related to the available
modulations and the channel realization. Furthermore, the addition of the cyclic prefix was
essential in order to avoid ISI in our OFDM system. Therefore, we provide first some of the
results of the performance of our implementation. Then, we contrast the BER results with
the theoretical, over AWNG and fading channel.

QAM modulations over fading and AWGN channel
Having designed the transmitter, channel and receiver we evaluated the performance of the
complete system by using different modulations and representing its Tx and Rx constellation.
We illustrate the effects of the AWGN channel on a QPSK modulation in in Figure 5.1. Since
we captured the constellation for a Eb/N0 of 15 dB, we identify at the receiver side the same
constellation.
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Figure 5.1: Tx and Rx QSPK constellations over a AWGN channel.

While the modulation increased, the received constellation suffered more from the dis-
tortions of the channel generating more errors in detection. We depict as example a 64-QAM
modulation over AWGN channel in Figure 5.2 .

Figure 5.2: Tx and Rx 64-QAM constellations over a AWGN channel.

On the other hand, after applying the fading to our transmitted signal, we tested our
design by varying the cyclic prefix length and observing the equalization results. In Figure
5.3 we show how the ISI corrupted the received constellation on a free noise channel.

Figure 5.3: QPSK constellations over a fading channel and CP=0%.

By increasing the cyclic prefix, the equalized received signal matched the originally trans-
mitted, as Figure 5.4 corroborates. As a result, we consolidate our LV design testing different
modulations over the channel and representing the results.
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Figure 5.4: Equalized QPSK constellation over a fading channel and CP=10%.

BER Performance Analysis over AWGN channel
We defined a AWGN channel model without fading and simulated different modulation
schemes. Then, we plotted the BER vs. SNR graphs in contrast to the theoretical val-
ues. Thus, we verified the behavior of the design of our LV digital communication system.

For our available M-QAM modulations (M= 4, 16, 64, 256) we generated random bits
and transmitted them over the noisy channel. Then, we reversed the transmitter steps at the
receiver obtaining the estimated bits. Finally, we calculated the bit error rate for a defined
SNR. We repeated the process for different SNR values and plotted the results for each of
the modulations. We group all the calculations and plots in contrast to the theoretical values
in Figure 5.5.
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Figure 5.5: BER over AWGN channel for QAM modulations.
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BER Performance Analysis over Fading channel
We applied the fading profile using the taps generated from the power delay profile presented
in Table C.1. Then, we utilized the ideal estimator to equalize the channel. We performed
the same procedure to plot the BER vs. SNR graphs in contrast to the theoretical Rayleigh
fading profile. Those results for the M-QAM modulations are illustrated in Figure 5.6.
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Figure 5.6: BER over Fading channel for QAM modulations.

5.1.2 SIMO
The SIMO LV implementation was characterized by the addition of more than one receive
antennas. As we explained before, the internal design of the receiver was enhanced to mul-
tiple Rx antennas and maximal-ratio-combining (MRC). Since this implementation was a
step-in-between our SISO and MIMO system, we selected a QPSK modulation and calcu-
lated its BER for different number of receiver antennas (nRx). Then, we compared them
with the theoretical results for validation purposes, as Figure 5.7 presents.
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Figure 5.7: BER over AWGN channel for 4-QAM modulation and Receiver Diversity.

5.2 Real World Testbed Performance Analysis
In this section we examine the results of our LabVIEW MIMO design and the MIMO diver-
sity techniques to boost the throughput in our real-world scenario testbed. First, we present
important validation results that determined the correct configuration of the MIMO USRP
devices in order to transmit and receive in synchronism. Finally, we present the theoretical
results that addressed our goal of the channel capacity increase while using precoding tech-
niques which exploited the diversity of the system.

5.2.1 2x2 MIMO Scenario
We illustrated how our spectrum monitor at the receiver captured the transmitted signal.
Furthermore, we observed in the external and also embedded spectrum analyzer, that the
transmitted signal had an OFDM scheme. Finally, we validated our 2x2 MIMO system by
presenting the following results that justified a correct performance.

After defining a number of transmission symbols of 1000 and a FFT size of 512 with
300 centered subcarriers, we assumed that our concatenated symbols were synchronized if
the guard band and the position of the occupied subcarriers were preserved. In addition,
in order to verify the MIMO transmission and reception, Rx1 and Rx2 had to fulfill these
requirements simultaneously.
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First, we obtained an array of 512.000 samples, representing the 512 subcarriers con-
catenated for 1000 transmitted symbols. We saved it after the FFT and plotted the result.
As observed in Figure 5.8, the symbols were concatenated keeping the synchronism between
symbols from the Rx1 and Rx2.
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Figure 5.8: Received Signals at 2x2 MIMO receiver.

In order to check the subcarrier synchronism we identified the start position of our first
pilot subcarrier, the last position of our 300 subcarriers and the position that marked the end
of the symbol. Adding again the guard band, we proved that the guard band was preserved.
We illustrate these verification results in Figure 5.9.
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Figure 5.9: Subcarriers of the Received Signals at 2x2 MIMO receiver.

At the transmitter, we added 106 guard band subcarriers at the beginning of the 300
subcarriers and 106 more at the end. As a result, we obtained 106+300+106=512 subcar-
riers, which formed one symbol. We identify in Figure 5.10 the concatenated symbols and
its subcarrier spacing, for 3 symbols of 512 subcarriers, which 300 centered subcarriers were
occupied by the pilots.
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Figure 5.10: Subcarriers of the Received Signals at 2x2 MIMO receiver.

The last result addressed the interleaving of the pilots. Following the MIMO pilot inter-
leaved sequence presented in Chapter 2, Tx2 transmitted pilots spaced with 3 zero samples,
while Tx1 the same pattern but with 2 samples offset. Then, the expected received signal
was a merge of Tx1 and Tx2, giving a pilot sequence spaced only with 1 zero sample. We
illustrate Rx1 and Rx2 in Figure 5.11, particularly the beginning of the pilot subcarriers of
the first received symbol. We notice that the first pilot from both antennas started at the
sample number 107. Then, the next pilot that followed was numbered as 109 and then 111
and consecutively. As a result, the interleaving of pilots was recognized at both received
signals. After these verifications, the demapping process was done correctly since the guard
band was identified and deleted. Finally, the received pilot sequence for each symbol was
extracted for the computation of the channel matrix, which was saved into a file for the
further calculations in MATLAB.
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Figure 5.11: Subcarriers of the Received Signals at 2x2 MIMO receiver.
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5.2.2 MIMO Channel Precoding
In this section, we present the performance results of our testbed experimentation. The
calculated throughput was obtained by Shannon mapping, assuming no interfering channels.
Furthermore, the highest order modulation of 256-QAM with a maximum spectral efficiency
of 8 bits/s/Hz was considered for the computation of the maximum achievable throughput
using the Shannon-Hartley formula.

We applied the precoding matrices of the Table 2.2 (see Chapter 2 Section 2.9.3) to the
channel matrix. Then, by means of the MATLAB scripts presented in Appendix D we com-
puted the SINR of the subcarriers for each of the precoding matrices of the codebook, which
were multiplied by the estimated channel matrix. Particularly, we defined a fixed precoding
matrix for all the scenarios and a automatic selection of the matrix that maximized the SNR.

We illustrate the results in Figure 5.12, with the empirical cumulative distribution func-
tion (CDF) for our different testbed scenarios. We note that the throughput is related to
the 2 MHz bandwidth used in our testbed.
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Discussion

In this Chapter we summarize and interpret the most important results derived from our
simulations and experimental testbed. Moreover, we discuss the relationships, trends and
generalizations among the results.

The implementation of a basic digital communication system using the SDR LabVIEW
has demonstrated design flexibility in order to simulate diverse scenarios. We modeled the
communication by changing easily parameters before and during simulations. As we pre-
sented in Figures 5.1 to 5.4, we appreciated directly the effect of our simulation parameters
on our transmitted data. Viewing these representations, we corroborated the background
theory for our OFDM transmission by observing the modulation of bits data, its OFDM
implementation and the wireless channel emulation.

We designed four modulation schemes, namely 4-QAM, 16-QAM, 64-QAM and 256-
QAM. We confirmed that the cyclic prefix removed the ISI of our subcarriers, while the
equalizer corrected errors of the received signal due to the channel distortions. While the
transmission was running, we compared the generated constellation with the received in em-
bedded graphs inside our LV desing. That was of important relevance for the validation of
our LV implementation during the development process.

The SISO LV design resulted in long debugging time and trial-error simulations. One
of the main reasons, were the black boxes of LV. We understand by black boxes, the com-
munication modules available in the SDR that were easily implemented following its setup
specifications. However, we ended in two kind of errors that delayed the developing time.

The first type of errors was related to the simulation work-flow. Since LabVIEW em-
ployed modules connected with wires, the data flowed from block to block through these
wires but the computation processes inside the modules were unknown. Easily, we assumed
that each module realized the basic operations we wanted to implement. However, we ended
replacing these modules by our own basic ones with elemental computation processes that
were previously tested as independent units. As a result, we verified our implementation in
spite of a higher design time.

The second type of errors referred to the integration of all the blocks together and the
addition of new features. Since each module and process was adapted to its previous ones,
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the use of new variables and communication alternatives, such as type of QAM modula-
tion, number of subcarriers or frame generation derived in simulation interruptions or non
expected output results. To solve that, after implementing the complete communication
system we observed every input and output of the modules in order to verify them and also
to observe how the signal was processed in a real wireless communication system based in
OFDM symbols over fading and AWGN channel.

We implemented a LV design that simulated a transmission of random bits modulated in
QAM and mapped into an OFDM symbol. The OFDM symbols were packed into frames that
were sent through the channel. Then, at the receiver we reversed all the processes performed
in the transmitter and we obtained an estimation of the transmitted random bits. Finally,
we enhanced our LV design in order to calculate the BER and represent it versus the SNR.

We infer from our SISO LV design results in Figure 5.5 that for our implemented modu-
lations the simulated BER vs. SNR matched the theoretical one. By increasing the number
of transmitted bits, we noted that the resolution of our simulations increased. On the other
hand, for short frames we appreciated that the simulation trend followed the theoretical re-
sults. We recognize this trend in Figure 5.6, were we illustrated the BER over fading channel.
After the design of the fading taps following the PDP for an urban scenario, we observe in
the results that simulated and theoretical plots matched for all the modulations.

Having the SISO verified, we appreciated how the receive diversity of our SIMO LV de-
sign improved the system performance by decreasing the BER. Furthermore, we observed
that the highest SNR gain was obtained from the 1x1 SISO to the 1x2 SIMO channel, with
approximately 2 dB of gain. For 3 and 4 receive antennas, the achieved gain was 1 dB and 0.5
dB, respectively. We proved that the diversity improved the performance in relation to the
diversity order. Furthermore, we confirmed that the gain trend decreased for higher number
of receive antennas, as we theoretical exposed in Chapter 2 Figure 2.39. Contrasting the
simulated and theoretical results for receive diversity on a 4-QAM (QPSK) modulation we
interpreted that the SIMO LV design using MRC receivers was correctly implemented.

The 2x2 MIMO was implemented within the testbed scenario. After adapting our LV
design for the transmitter/receiver USRPs over a SISO channel, we attached directly two
devices more with the MIMO cable to the nodes. Firstly, we did not configure the trans-
mission for MIMO mode. That meant that there was no reference clock source defined and
each device transmitted/received with its own internal clock. As a result, with our spectrum
analyzer we observed fluctuations among our pilot subcarriers. Moreover, the position of the
subcarriers within the received array was random.

We deduced that we had to synchronize all the devices in order to transmit and receive
in a real 2x2 MIMO scenario. We achieved it by defining the internal clocks in the configu-
ration parameters of the USRPs, as described in the Chapter 5. In Figure 5.10 we identify
3 concatenated symbols within a frame. With a defined guard band of 106 zero subcarriers
at both sides of the pilot subcarriers, we located that when the devices were synchronized
for MIMO, the subcarrier positions was preserved. Furthermore, we located the first pilot
at the position 107, as expected. Then, for 512 subcarriers symbols, the first pilot of the
second symbol started at 619, namely 107+512. We observe the same from the third symbol
first pilot at position 1131. We confirmed then that both receiver antennas were receiving in
MIMO mode and the recovered frames preserved the symbol subcarrier structure.
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On the other hand, in order to validate the MIMO transmission of interleaved pilots (see
Chapter 2 Section 2.9.3), in Figure 5.11 we recognize the received signals at Rx1 and Rx2.
We appreciate how pilots from Tx1 (P1) and from Tx2 (P2) were transmitted in MIMO mode
so that at each receiver antenna the pilots were interleaved as expected. Furthermore, we
observe an amplitude correlation between the P1/P2 and the receive antennas Rx1/Rx2. In
other words, one of the transmitter antennas had better directivity with a receive antenna
than with the other. The same occurred with the other transmitter antenna. As a result, we
identify how P1 and P2 which were obtained together in the same signal have almost five fold
of amplitude difference. While moving the nodes we influenced this relationship and obtained
different testbed realization in order to simulate uncorrelated channel estimation scenarios.
In spite of that, the testbed scenarios were very similar and the distance between nodes small.

In the different scenarios of our real-world testbed, we transmitted 1000 pilots symbols to
estimate the channel. Since the processing of the received data was realized within the while
loops, the reception of so long frames derived in overflow errors in our LV implementation.
However, we solved that issue by reducing the IQ sampling rate to 2 MHz.

In Figure 5.12 we observed that the throughput from the precoding matrix that maxi-
mized the SNR increased approximately two-fold in comparison to the fixed precoding matrix.
We determined the same improvement for the LOS and NLOS scenarios. On the one hand,
for the NLOS scenarios, the SNRmax precoding matrix boosted the channel throughput to
values around 23 Mbps. We deduced that the channel estimation with the Tx and Rx nodes
in different rooms with a door and wall in between offered similar channel estimation matri-
ces. We inferred also that the conditions of the channels did not vary enough to appreciate
changes in the throughput. That was a desirable scenario were unmovable objects define
the main characteristics of the channel. Consequently, the selection of a precoding matrix
according to this channel estimation boosted the network capacity.

On other hand, the LOS scenarios offered higher capacity but its channel conditions var-
ied between realizations. We identify this behavior from our LOS-1 and LOS-2 realizations,
where the SNRmax precoding matrix throughput had a difference of 2 Mbps. We speculate
that the movement of persons and the position of objects inside the room influenced the
channel characteristics.

To summarize, we verified that the use of precoding techniques such as codebook based
precoding matrices, exploited the diversity of the channel by boosting its capacity.
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Chapter 7

Conclusion

The predicted growth of the data traffic for the next years challenges the engineers to design
and implement a new mobile broadband generation able to cope with this demand. Not only
high peak data rates are addressed in the proposed designs, but also other key elements that
are essential for the successfully development of the novel transmission techniques that will
be part of the coming next generation, the 5G. In order to develop these techniques, the
simulations have to be validated within real-world scenario testbeds.

On the one hand, the software defined radio has proved to be capable of simulating a
digital communication system saving hardware costs, development time and computational
complexity. Moreover, the software implementation simplicity has contributed to the design
of sophisticated techniques that are currently used in our mobile devices. On the other hand,
we examined the benefits of transmission techniques that enhanced the system performance
over fading channels in a real-world scenario using the USRPs within our SDR. We conclude
that most of project objectives have been fulfilled as we examine in the following paragraphs.

As we designed the SISO communication system, we realized that the implementation
of each block had to be tested as an independent unit and then carefully integrated into the
general diagram. As the experience demonstrated us, the generation of boxes or modules
from our designed schemes made the diagram more attractive to the sight. However, while
simulating or integrating new features to our system, these modules became black boxes,
namely the signal processes realized inside them became untraceable. As a result, we gener-
ated errors that stopped the simulation or were added to the signal and passed to the next
module. Hence, the final performance results were incoherent and the probability to find the
error within all the wired modules decreased in proportion to the number of implemented
modules. We solved this time expender error hunting by designing a flat hierarchic design in
order to track our information data through all the modules from the transmitter over the
channel to the receiver.

We agree that LabVIEW is a powerful tool, capable of simulating many communication
modules and also offers the tools to create new ones. However, we also recognize that for
a beginner user LabVIEW suppose a really complex tool were all is programed by modules
connected with wires, which basically are implemented by mouse clicks. Consequently, any
previous programming skills based on code lines, variable definition and object oriented rules
are almost useless. For this reason among others, LabVIEW offers training courses with
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different levels in order to master the basics and progressively acquire a professional LV soft-
ware background, being able to understand each module and design more efficiently.

With these argumentations, we want to clarify that the majority of the time invested
in the project was dedicated to the implementation of the SISO system in LV. As a conse-
quence, we perceived that it was of great importance to design a transmission and reception
system that did not introduce distortions and errors in the signal. In this way, we justified
that our testbed results were based only on the wireless channel characteristics and not in
black box modules which imperceptibly distorted the signal. Furthermore, the verification
and validation was carried out within weeks since it only required the computation of the
BER vs. SNR and its comparison with the theoretical expectations.

Per contra, the slow development design offered us the opportunity to understand each
communication module purpose in detail. In addition to that, we broadened our knowledge
by emulating most of the digital communication blocks that are found in the transmitter base
stations and in the receiver user equipments. Apart from the basics features, we implemented
some of the techniques that are present in the mobile communications. For example, CAZAC
sequences for the pilot symbols, source coding interleaver, M-QAM modulation (for M=4,
16, 64 and 256) and maximal ratio combining (MRC) receivers. Moreover, other modules
such as the convolutional encoder were implemented but not used for our simulations.

As we validated our SISO design, we enhanced our system to the SIMO configuration,
which increased our receiver design complexity. Then, we managed to simulate different
receive antennas acquiring results that matched the theoretical BER vs. SNR graphs. As a
result, we obtained a first insight into the benefits of diversity techniques, in this case space
diversity at the receiver side.

Before our transition to the MIMO system, we decided to adapt our current LV design to
the USRPs, an important part of our project objectives in order to develop a real-world sce-
nario testbed. First, we verified with an external spectrum analyzer that at the transmitter
node our single antenna was sending to the wireless channel OFDM frames with the respec-
tive subcarrier spacing. Afterward, we implemented the receiver in order to simultaneously
analyze the spectrum and capture the signal transmitted over the defined carrier frequency.
As a result, we established a SISO connection between two USRP devices connected to in-
dependent computers.

For the 2x2 MIMO design, we started by using two devices for transmission and recep-
tion. Then, we ran our LV SDR and we observed that the transmitted signal with interleaved
pilots fluctuated. Our preliminary results revealed that we received the subcarriers with the
pilots pattern P1 or P2, alternatively. After spending time finding the error in the LV imple-
mentation, we realized that the USRP devices were not synchronized, such that every device
used its own internal clock to transmit and the same for the USRP receivers. With that
observations we studied the USRP configuration in more detail discovering that in order to
transmit in MIMO mode, there was a configuration parameter that set the reference clock of
the devices. Finally, we defined the clocks for MIMO transmission and reception respectively,
obtaining the results presented that validated our USRP 2x2 MIMO system.

Having the MIMO real-world scenario testbed, we accomplish to transmit a long array of
OFDM interleaved pilots symbols and at the receiver extract them in order to estimate the



125

channel for each of the symbols and its subcarriers. Consequently, we obtained the channel
matrix for different scenario testbeds, particularly two indoor office nodes with line-of-sight
(LOS) and non-line-of-sight (NLOS).

Our last goal was to verify that implementing precoding techniques that exploited the
MIMO diversity we increased the channel capacity and thus boosted the network throughput.
Hence, we collected the estimated channel matrix and stored it into a file. Then, by means
of MATLAB scripts, first we generated the precoding matrices extracted from the codebook
based on LTE specifications. Second, we set a fixed matrix and we implemented also an algo-
rithm metric-based which selected the precoding matrix that maximized the SNR. Third, we
extract our channel matrix from the file and applied the precoding method. Finally, we rep-
resented the CDF of the calculated throughput for our different scenario testbed realizations.
The results demonstrated that; 1) precoding techniques maximized the channel capacity in
scenarios with space diversity, 2) the SNRmax based algorithm to select the precoding ma-
trix offered the highest throughput, and 3) it is possible to boost the network performance
having some information about the channel characteristics.

To summarize, we implemented from scratch a SDR in LabVIEW and adapted it to
transmit over the wireless channel using the USRP radio hardwares. Moreover, we designed
an OFDM system and utilized interleaved pilot symbols to estimate the channel. Then,
we enhanced our SDR from the SISO to the MIMO case with its respective 2x2 MIMO
USRP configuration. Finally, we exploited the space diversity of our channel in a real world
scenario testbed by using precoding methods such as codebook based precoding matrices,
and consequently we theoretically validated its potential in boosting the network throughput.
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Appendix A

120 Years of Radio
Communication Engineering

Although it could surprise to some readers, the first radio communication was realized with
a wireless telegraph [22] and it can be seen as a digital communication system where ‘0’
and ‘1’ were sent using the Morse code. Afterwards, it came the wireless telephony (analog
signal) which monopolized the communications. Fifty years later the digital era started until
nowadays that all is digitalized even the telephony.

Hence, it is worth to mention that the era of the wireless communications began with the
simplest digital communication system. However, not until 120 years later we state that we
live in the digital era. In this first radio transmission, all the digital processing was done by
humans who encoded/decoded the message to dots and lines which per analogy we associate
to the ‘1’s of our digital systems. The truly discovering at that moment was the transmission
and reception of an analog signal through a non-wired medium, the air. But before going on
into more technical details, let us start from the beginning.

The Italian inventor Guglielmo Marconi [23] in 1896 patented the first commercially wire-
less telegraph system [24] based on airborne Hertzian waves, more known as electromagnetic
waves. From that point, the radio communications revolution started and nowadays he is
credited as the inventor of radio despite the early contributions of many other inventors 1.
We illustrate in the Figure A.1 the receiver circuit of Marconi’s invention.

1Julio Cervera Baviera, a Spanish engineer, was pioneer in development of radio. He collaborated
with Marconi on resolving the problems of the wireless communication system. Baviera developed
his own system and patented the radio in 1902 in England, Germany, Belgium, and Spain. On the
other hand, Marconi demonstrated the effectiveness of the wireless telegraph at the end of 1901, but
he did not start the production of radios until 1913. Therefore, some researchers postulate that the
inventor of the radio was not Marconi, but the Spaniard Julio Cervera Baviera.
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In a more practical point of view, if we had to reproduce all the events to build up the
first successful wireless transmission we would need to follow the next steps. Firstly, we
would have to find the Danish physicist and chemist Hans Ørsted who discovered that elec-
tric currents create magnetic fields. Then, the Scottish mathematician James Clerk Maxwell
could hypothesized that a changing electric field induces a magnetic field.

Figure A.1: Marconi 1896 Receiver [24].

At the same time, Michael Faraday would have found that a changing magnetic field
induces an electric field. With all together, Maxwell could then produce a pair of equations
whose results forecasted electromagnetic waves propagating at the light’s speed. Years later,
the German physicist Heinrich Hertz would prove with success the Maxwell’s equations for
electromagnetism. However, because of the fact that at low frequencies waves could not
propagate efficiently, Hertz assumed that radio would not be a reliable instrument for tele-
graph signals. Nevertheless, we all know that a high-frequency radiowave is used as a carrier
of low-frequency information signals, named up-conversion technique. Therefore, thanks to
all the previous experimental work of Hans Christian Ørsted, Michael Faraday, James Clerk
Maxwell and Julio Cervera Baviera, among others, Marconi could exploit the possibilities of
radio and succeed.

At this point, in an elemental way we are able to generate electromagnetic waves, trans-
mit and receive them. Then, with the properly method (modulation) to modify these waves
according to our source of information (e.g. audio), we send an analog signal and receive it
wireless. At the receiver, we reverse these steps (demodulation) and we extract our useful
information (e.g. audio). As a result, we have our elemental radio communication system.
We depict it in the Figure A.2 with a block diagram.
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Figure A.2: Block Diagram of a Wireless Telegraph System.

In this case, the signal is generated with a telegraph, the oscillator generates the carrier
frequency and the transmission (Tx) and receiver (Rx) amplifier modules supply more power
to the signal for a successful propagation through the air.

From that rudimentary structure, we have improved the techniques and developed new
ones in order to supply a fast, reliable, secure and efficient radio communication system.
Even now, the modern and cutting-edge communication systems are based on these same
principles mentioned above. Indeed, they process the information in the digital domain while
the modulation, which changes the wave characteristics according to our information, and
the up-conversion, which uses a high-frequency signal that carries the low-frequency infor-
mation signal, are supported only in the analog 2 domain.

As the revolution of radio started within the 20th century, the communications between
distant stations began to emerge. One of the major advancements on radio systems occurred
when German engineers erected radio towers between New York and Germany, establishing
the only wireless communication from North America to Europe.

It was the Canadian inventor Reginald Aubrey Fessenden who used continuous waves to
send the first radio transmissions of voice and music. His invention of the amplitude modu-
lated (AM) radio allowed more stations to send signals without covering the entire bandwidth
spectrum. Apart from that, thanks to his invention of the heterodyning technique, it was
possible to create new frequencies by combining or mixing two others, process that is needed
for the merging of the low-frequency signal (information) with the high-frequency signal (car-
rier).

The next three important radio features invented in the following years by the American
electrical engineer Edwin Howard Armstrong were the regeneration circuit, the superhetero-
dyne circuit and the frequency modulation (FM). The regeneration circuit, now called pos-
itive feedback, allows to amplify an electronic signal many times through a feedback loop.
That was of important relevance for the receiver design which could improve the received

2 We understand by analog or analogue signal, any continuous signal which varies in time and its
features are related to physical phenomena such as sound, temperature, light, pressure or position.
At the contrary, a digital signal is represented by a non-continuous signal with finite values and it
is also used to represent analog signals. For instance, this conversion is used in the analog-to-digital
(A/D) module in our digital communication systems.



132 Appendix A. 120 Years of Radio Communication Engineering

signal in order to obtain its original characteristics (e.g. transition from headphones to speak-
ers).

The superheterodyne added an extra stage to the original radio carrier frequency mixer.
The convenience to use an additional intermediate frequency (IF) was the improvement on
selectivity and sensitivity, the most relevant characteristics on ideal receivers. The third
invention was the frequency modulator. As the name suggests, the information is encoded in
a carrier wave by varying the frequency of the wave while the amplitude remains constant.
Contrarily, the amplitude modulator (AM) keeps the frequency constant and varies the sig-
nal’s amplitude.

We illustrate in the Figure A.3 an example signal carried using these modulation tech-
niques.

Figure A.3: Wave Shapes.

Competing with Marconi, the American inventor Lee de Forest invented the Audion, also
called de Forest valve and nowadays as triode. The triode was one of the milestones for the
development of transcontinental telephone communications, radio, and radar until 1948 with
the invention of the transistor.

As we mentioned before, the equipment, techniques and applications evolved during the
years but the principle of radio communications remained the same. It was the Mobile
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Telephone Service (MTS) the first pre-cellular radio system and one of the earliest mobile
telephone standards. It granted to the users their own telephone number and the calls were
routed to a mobile operator. Years later, the A-Netz (A-Net) in West Germany offered the
first public commercial mobile phone network. The automatic direct-dial feature was devel-
oped with the Improved Mobile Telephone Service (IMTS).

The Altai mobile telephone system turned into the first automatic mobile phone system
in Europe. It is considered the 0-G generation of the radiotelephone service and from it
all the successive generations evolved until the fifth generation (5G), which would be in-
troduced around 2020. The first generation (1G) of mobile telecommunications was based
on analog telecommunications standards and it was replaced by the 2G generation with the
only difference that the radio signals used by the 2G networks were digital. That means that
the phone conversations were digitally encrypted and only the intended receiver could read it.

Let us go back to the 1G which established the foundations of mobile broadband. Base
stations (BS) were deployed by the operator to grant access for subscribers. However, the
spectrum is a limited resource and the analog voice services required a complete channel for
one phone call. Therefore, the network had limited capacity and the interference between
proximity channels was the main problem regarding efficiency. Moreover, analog devices are
heavier, power inefficient and expensive. Hence, 2G provided the digital technology that
delivered voice services to more people in more places due to its improved capacity. Fur-
thermore, the spectrum efficiency was improved while the channels could support more users
simultaneously. 2G also introduced data services such as text messages (SMS). In many
parts of the world 2G networks are still being used.

The improved capacity was achieved compressing the voice signal into small packets.
That processing technique is done in the encoder block where the information (signal) is
encoded in such a way that less bits are needed to transmit. That enabled more users per
radio channel using the same frequency but at different times, what is called time division
multiple access (TDMA). Another benefit of the second generation is that digital devices
components were cheaper and offered a more secure signal, which contributed to expand the
mobile market with new operators and subscribers.

Apart from the TDMA, the code division multiple access (CDMA) was developed and
different users shared the same frequency at the same time while they were using different
unique languages (“codes”). At the receiver, the signals with different codes as the expected
were discarded and the one related to the desired communication link (same code for Tx and
Rx) was reconstructed.

While the 2G technology improved the capacity three times compared to 1G, the CDMA
technique provided a capacity up to 14-fold more [25]. Hence, CDMA was the foundation for
the mobile 3G technologies which introduced for the first time high-speed internet access.

The third generation boosted the data services and subscribers wanted to use the same
capabilities of the broadband Internet at home in their phones, causing the raise of the smart-
phones. Some of the advancements on data communications were the increase of the peak
data rate using high order modulations and aggregating spectrum (carrier aggregation), and
the introduction of a data optimized channel (data only) CDMA2000/EV-DO, which later
would be embedded within the voice channel (WCDMA/HSPA).
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Nowadays, the 4G Long Term Evolution (LTE) is being spread among more devices and
essentially complements 3G boosting the data capacity. An enhancement of this standard
named LTE Advanced is being commercially deployed at the end of the 2014s in several
countries and it takes advantage of advanced topology networks with a mix of low power
nodes (e.g. picocells, femtocells). Most of the novel technologies used in the 4th generation
would be enhanced also in the 5th generation. For instance, some of these improved features
are wider channels enabled with Orthogonal Frequency Division Multiple Access (OFDMA),
advanced multiple-input-multiple-output (MIMO) techniques (more antennas) and carrier
aggregations. The 4G LTE is the first global standard for mobile broadband which operates
in two modes, frequency division duplex (FDD) and time division duplex (TDD).

In order to offer more data capacity, our targets are related to the Shannon’s Law of
Capacity [26]. As the equation in Figure A.4 shows, by improving the spectrum, increasing
the number of antennas and reducing interference we will increase the capacity. Mainly, we
aim to use all the spectrum more efficiently:

• Creating spatially separated data paths with advanced multiple antenna techniques
(4x4 MIMO).

• Reducing the interference using advanced receivers and techniques.

Figure A.4: Mobile 3G/4G Technologies evolving for more Data Capacity [25].

Every new mobile generation introduced a wider spectral bandwidth and a higher peak
bitrate. The new generation of 5G standards may be available approximately around 2020s
and apart from the key features mentioned above it would have to offer more simultaneous
device connections, low battery consumption, better coverage, lower latencies, lower deploy-
ment costs and higher reliability, among others. As we recall from the objectives of this
project, these are our key design elements for the fifth mobile generation and we aim to
analyze the performance of our 5G techniques with the SDR testbed proposed in this thesis.



Appendix B

Software Defined Radio and
USRP Radio Hardware

The implementation of the basic elements such as mixers, filters, modulators, amplifiers,
detectors, etc. is expensive and takes time if its purpose is only for tests. Therefore,
software-defined radio is a software or embedded system which by mean of computer process-
ing replaces all the hardware elements of a radio communication system. Furthermore, as a
software implementation its capabilities are beyond the practical approach. That means that
theoretical processes and algorithms can be simulated and tested, while due to complexity
its real implementation is not possible.

The Software Defined Radio (SDR) not only allows to prototype and test communication
systems, but also to combine them with antennas in order to use spread spectrum techniques
where several transmitters could use the same frequency with very little interference. That
also provides cognitive radio techniques which measures the spectrum usage and communi-
cates that information with other radios. Another advantage of SDRs are their libraries and
embedded tools. Not all has to be designed from scratch since the main communications
blocks are available to use and only its initial values and setup variables has to be defined.
By this way, the prototyping time decreases and the system performance is characterized
faster. Also the costs are reduced if the hardware components are co-simulated before its
real implementation.

While MATLAB and C are also powerful tools for SDRs, LabVIEW do not require cod-
ing such as memory allocation or variable declarations, no compiling, and it has a powerful
built-in display utilities for representing the signals at various points of our communication
system. However, it is far to be a real-time environment because its system is too slow for
real-time communications, but is suitable for instrument-type measurements [27]. Despite
its limited speed, LabVIEW offers flexibility, easy coding and outstanding data display and
user interface.

The Universal Software Radio Peripheral (USRP) is a hardware platform designed by
National Instruments. It transmits and receives data based on modules that process base-
band signals and serve as the RF front end. Then, using a SDR, for example LabVIEW, it
is possible to design, implement and test algorithms and techniques for wireless communica-
tions.
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n200/n210 pRoduct oveRview:
The Ettus Research™ USRP™ N200 and N210 are the highest performing class of  hardware of  the USRP™ (Universal 
Software Radio Peripheral) family of  products, which enables engineers to rapidly design and implement powerful, 
flexible software radio systems. The N200 and N210 hardware is ideally suited for applications requiring high 
RF performance and great bandwidth. Such applications include physical layer prototyping, dynamic spectrum 
access and cognitive radio, spectrum monitoring, record and playback, and even networked sensor deployment.

The Networked Series products offers MIMO capability with high bandwidth and dynamic range. The Gigabit Ethernet 
interface serves as the connection between the N200/N210 and the host computer. This enables the user to realize 
50 MS/s of  real-time bandwidth in the receive and transmit directions, simultaneously (full duplex).

The Networked Series MIMO connection is located on the front panel of  each unit. Two Networked Series units 
may be connected to realize a complete 2x2 MIMO configuration using the optional MIMO cable. External PPS 
and reference inputs can also be used to create larger multi-channel systems. The N200 and N210 are largely the 
same, except that the N210 features a larger FPGA for customers that intend to integrate custom FPGA functionality.

The USRP Hardware Driver™ is the official driver for all Ettus Research products. The USRP Hardware Driver 
supports Linux, Mac OSX, Windows.

usRp™ n200/n210 
netwoRked seRies

featuRes:
• Use with GNU Radio, LabVIEW™ and Simulink™

• Modular Architecture: DC-6 GHz
• Dual 100 MS/s, 14-bit ADC
• Dual 400 MS/s, 16-bit DAC
• DDC/DUC with 25 mHz Resolution
• Up to 50 MS/s Gigabit Ethernet Streaming
• Fully-Coherent MIMO Capability
• Gigabit Ethernet Interface to Host

• 2 Gbps Expansion Interface
• Spartan 3A-DSP 1800 FPGA (N200)
• Spartan 3A-DSP 3400 FPGA (N210)
• 1 MB High-Speed SRAM
• Auxiliary Analog and Digital I/O
• 2.5 ppm TCXO Frequency Reference
• 0.01 ppm w/ GPSDO Option
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1043 North Shoreline Blvd  
Suite 100

Mountain View, CA 94043

P 650.967.2870    www.ettus.com
F 866.807.9801

specifications

about ettus ReseaRch:
Ettus Research is an innovative provider of  software defined radio hardware, including the 
original Universal Software Radio Peripheral (USRP) family of  products. Ettus Research 
products maintain support from a variety of  software frameworks, including GNU Radio. 
Ettus Research is a leader in the GNU Radio open-source community, and enables users 
worldwide to address a wide range of  research, industry and defense applications. The 
company was founded in 2004 and is based in Mountain View, California. As of  2010,  
Ettus Research is a wholly owned subsidiary of  National Instruments.

Spec Typ. Unit

poweR

DC Input 6 V

Current Consumption 1.3 A

  w/ WBX Daughterboard 2.3 A

conveRsion peRfoRmance and clocks

ADC Sample Rate 100 MS/s

ADC Resolution 14 bits

ADC Wideband SFDR 88 dBc

DAC Sample Rate 400 MS/s

DAC Resolution 16 bits

DAC Wideband SFDR 80 dBc

Host Sample Rate (8b/16b) 50/25 MS/s

Frequency Accuracy 2.5 ppm

w/ GPSDO Reference 0.01 ppm

Spec Typ. Unit

Rf peRfoRmance (w/ wbX)

SSB/LO Suppression 35/50 dBc

Phase Noise (1.8 Ghz)   

   10 kHz -80 dBc/Hz

   100 kHz -100 dBc/Hz

    1 MHz -137 dBc/Hz

Power Output 15 dBm

IIP3 0 dBm

Receive Noise Figure 5 dB

physical

Operating Temperature 0 to 55º C

Dimensions (l x w x h) 22 x 16 x 5 cm

Weight 1.2 kg

usRp™ n200/n210  
netwoRked seRies

* All specifications are subject to change without notice.
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Appendix C

LabVIEW Additional
Implementations

C.1 SISO System

C.1.1 Global Parameters

Figure C.1: Graphical User Interface (GUI) for the main global parameters selection.
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C.1.2 Transmitter

Random Bits Generator

Figure C.2: Random Bits Generator in LabVIEW.

Coding/Encoder

Figure C.3: Convolutional Encoder LabVIEW VI [20].
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DATA Split

Figure C.4: FOR loop LabVIEW [20].

Figure C.5: Array Subset LabVIEW VI [20].

Channel Coding/Encoder

Figure C.6: Channel Coding Interleaver LabVIEW VI [20].
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Pulse Shaping

Figure C.7: Pulse Shaping in LabVIEW.

Figure C.8: Generate Filter Coefficients LabVIEW VI [20].
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QAM System Parameters

Figure C.9: Generate QAM System parameters LabVIEW VI [20].

QAM Modulator and Pilots Insertion

Figure C.10: Modulate QAM LabVIEW VI [20].
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Figure C.11: Design of the Pilots Insertion VI for the ’True’ case.

Figure C.12: CAZAC sequence generation script of the Pilots Insertion VI for the ’True’ case.

Figure C.13: Design of the Pilots Insertion VI for the ’False’ case.
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IFFT and Cyclic Prefix

Figure C.14: Inverse FFT LabVIEW VI [20].

Figure C.15: Basic VIs for the Cyclic prefix generation [20].

Subcarrier Spacing

Figure C.16: Subcarrier spacing in LabVIEW.
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C.1.3 Channel

Rayleigh Fading Taps

Table C.1: PDP of the used channel models

Np Typical Urban Indoor
Delay(ns) Power(dB) Delay(ns) Power(dB)

1 0 -5.7 0 -2.2
2 217 -7.6 5 -6.6
3 512 -10.1 5 -2.1
4 514 -10.2 5 -5.8
5 517 -10.2 15 -3.3
6 674 -11.5 15 -4.7
7 882 -13.4 15 -4.1
8 1230 -16.3 20 -8.2
9 1287 -16.9 20 -3.0
10 1311 -17.1 25 -5.2
11 1349 -17.4 30 -7.0
12 1533 -19.0 35 -4.6
13 1535 -19.0 40 -6.8
14 1622 -19.8 45 -8.6
15 1818 -21.5 80 -10.0
16 1836 -21.6 85 -12.1
17 1884 -22.1 110 -12.4
18 1943 -22.6 115 -11.8
19 2048 -23.5 150 -20.4
20 2140 -24.3 175 -16.6
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Figure C.17: Fading Taps module.

Figure C.18: Script for the generation of the time realization of the PDP taps.

AWGN

Figure C.19: NOISE generator block.
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C.1.4 Receiver

OFDM Symbol Split

Figure C.20: OFDM symbol split block within the FOR loop.

Removal Cyclic Prefix and FFT

Figure C.21: FFT LabVIEW VI [20].
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Subcarrier Demapping

Figure C.22: Subcarrier demapping block in LabVIEW.

Demodulation

Figure C.23: Demodulation block in LabVIEW.

Figure C.24: (Left) Empty? check module internal design and (Right) MT Map Symbols to Bits
LabVIEW VI [20].
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Channel Decoding

Figure C.25: Channel Decoding block in LabVIEW.

Figure C.26: Channel Decoder De-Interleaver LabVIEW VI [20].

Delete Pilots

Figure C.27: Pilots Bits Deletion Block in LabVIEW.



C.1. SISO System 151

Decoder

Figure C.28: Decoder Block in LabVIEW.

Figure C.29: Convolutional Decoder LabVIEW VI [20].
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Figure C.30: (First part) Complete Digital Communication SISO system in LabVIEW.
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Figure C.31: (Second part) Complete Digital Communication SISO system in LabVIEW.
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C.1.5 Graphical User Interface (GUI)
First of all, we selected the desired parameters of the digital communication at the global
parameters GUI shown before in Figure C.1. Then, as we ran the simulation at least once,
the rest of the parameters were automatically calculated. We represented some of these pa-
rameters in order to check that the variables were well defined. We illustrate in Figure C.32
the first three transmitter blocks GUIs. In our example, by default we sent 8 symbols within
a frame, for a QPSK modulation and FFT 512 with 300 occupied subcarriers. As a result,
600 random bits are generated per symbol, and 7 data symbols gave us a total of 4200 bits
transmitted per frame. The convolutional encoder was disabled in the figure as we see from
the green led unlighted.

Figure C.32: Random bit generation, encoder and channel encoding block GUIs of the transmitter
in LabVIEW.

In the following blocks we modulated the bits and mapped them into occupied subcar-
riers within a front and back band guard. We illustrate the GUIs of both stages in Figure
C.33. Moreover, the pulse shaping block parameters were set but not used in our simulations.

In the subcarrier mapping we implemented an flexible design that allowed us to insert
the occupied subcarriers in any position of the symbol of size FFT size. We controlled it by
using the horizontal bar named Subcarrier Occupation Index, which ’0’ value represented the
position [0] and ’1’ value the last position possible, namely [FFT size - number of occupied
subcarriers]. We appreciate in figure that a factor of 0,5 establish an equal guard band at
the front and back part of the subcarriers. Furthermore, the Index variable represents the
position where the first occupied subcarrier was inserted.
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Figure C.33: Modulation and subcarrier mapping block GUIs of the transmitter in LabVIEW.

Figure C.34 illustrates an example where the subcarriers are placed at the beginning
(Index 0) of the symbol and the guard band only at the end.

Figure C.34: Subcarrier mapping block GUIs with back guard band.

Figure C.35 illustrates an example where the subcarriers are placed at the end (Index
212) of the symbol and the guard band only at the beginning. Let us note that the last index
value possible is 212 because if FFT size is 512 and number of subcarriers 300, we deduce
that 212 + 300 = 512 FFT symbol size.

Figure C.35: Subcarrier mapping blocks GUI with front guard band.
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We implemented several filter shapes for the pulse shaping block. These were selected in
the GUI and the available choices are shown in the Figure C.36.

Figure C.36: Pulse shaping filter options GUI of the pulse shaping block.

The last to GUI blocks were the IFFT + cyclic prefix and subcarrier spacing, see Figure
C.37. Only in these blocks was possible to select a value for the cyclic prefix length. The
other parameters were representative.

Figure C.37: IFFT, cyclic prefix and subcarrier spacing block GUIs of the transmitter in Lab-
VIEW.

In the channel propagation model we designed the boolean switches that enabled/dis-
abled the AWGN and Rayleigh fading. Furthermore, we defined in this GUI the fading
parameters delay spread. doppler spread and fading variance. Apart from the parameters we
plotted graphs for the fading profile generated and the constellation symbols at the transmit-
ter and another for the constellation symbols received. In that way we monitored the effects
of the channel distortions. All these elements are part of the channel model GUI depicted in
Figure C.38.
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Figure C.38: Channel Model GUI of the Digital Communication system in LabVIEW.

At the receiver side, we monitored the first three blocks where its main variables were
represented, see Figure C.39. At the channel estimation block we represented the channel
response (H) array and also the three LEDs that represented if the pilots were processed
(Pilots?), if the channel was estimated (Ch. Est.) and if the Equalizer was enabled. Let us
mention that these boolean variables were important in the design and implementation of
several blocks at the receiver.

Figure C.39: Removal cyclic prefix and FFT, subcarrier demapping, channel estimation block
GUIs of the receiver in LabVIEW.
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Following with the last receiver modules, we represented the output variables of the
blocks for monitoring purposes. We show the last three blocks of the receiver, demodulation,
channel decoding and convolutional decoding in the Figure C.40. The received bits array Rx
Bits, are the estimated bits that should be equal to the bits sent at the transmitter, if the
communication system was ideal, no errors.

Figure C.40: Demodulation, channel decoding and received bits block GUIs of the receiver in
LabVIEW.

We present in Figure C.41 the GUI of the block that calculated the BER and BLER.
As we see in the BER interface, we monitored the number of blocks/frames sent, the Eb/N0
selected and in the left side the instantaneous BER and wrong bits per frame. The iteration
step counter represents number of the block/frame being processed, where the first one is the
iteration 0, and thus the 10th block the 9th iteration. On the right side, the calculus of the
total wrong bits, total transmitted bits and accumulated BER were represented in relation
to the number of blocks sent.

While the simulation ran and the frames were sent and received, these performance mea-
surements were updated on time. On the other hand, we monitored the BLER measuring
the number of blocks sent, the number of wrong blocks. The Bit threshold x Block horizontal
control bar defined the allowed error bits per frame, where in our case was set to 0 meaning
that for a single bit error all the block was considered wrong.
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Figure C.41: BER and BLER calculation GUI in LabVIEW.

The last GUI block designed was the BER/BLER vs Eb/N0 plots. The Figure C.42
illustrates the control panel or parameter definition interface where the range of the BER
and SNR were set. As the plots needed several iterations per every different Eb/N0 value, we
implemented an ON/OFF switch button Plot BER?. In this way, we plotted when necessary.
We observe that the accessible variables are only the Start Eb/N0 value, the Step Size and
the End Eb/N0 value. The step size is the increment of Eb/N0 desired from the start to
the end value of SNR. Figure C.42 illustrates a simulation example were 11 SNR points were
calculated and represented in the respective variable. Then, the iteration SNR increments
while the simulation runs for each SNR point. The calculated BER and BLER arrays are
stored and represented in the variables shown in the interface.

Figure C.42: BER/BLER vs. SNR plot parameters GUI in LabVIEW.
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While the simulation ran and the arrays were updated, the plot of the BER vs. SNR was
also updated. The final plot after the complete simulation for a example case of a QPSK
modulation over an AWGN channel is shown in Figure C.43. We defined in the control panel
of Figure C.42 a simulation from 0 to 10 Eb/N0 values and step size 1. As a result, 11 points
SNR were obtained for the plot and the BER values of each SNR value is finally plotted as
in Figure C.43.

Figure C.43: BER vs. SNR plot GUI in LabVIEW.

Having the same parameters defined for simulations for BER and BLER, the last plot
was obtained with the BLER array values. Figure C.44 depicts the results of the same ex-
ample case of the previous BER graph.

Figure C.44: BLER vs. SNR plot GUI in LabVIEW.

We described our complete GUI of the LabVIEW design. In order to give an overall
view of how all was designed together, we presented in Figure 3.31 the general graphic user
interface designed in our SDR at labVIEW. All the blocks were sequentially designed from
the top to the bottom following the transmitter-channel-receiver structure.

While simulations were running, all the represented variables and arrays, constellation
graphs, channel profiles, BER/BLER calculations and plots were updated in time. However,
as explained before due to the registers the FOR loops iterated one time more in order to
gather all the previous values and represent the performance measurements and plots, such
as accumulated BER and BLER and its respective BER/BLER vs. SNR graphs.
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C.2 SIMO System

C.2.1 SIMO Channel

Figure C.45: SIMO Channel Design.
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C.3 USRP Design

C.3.1 2x2 MIMO Transmitter

Figure C.46: USRP MIMO LV Transmitter Design.

C.3.2 2x2 MIMO Receiver

Figure C.47: USRP MIMO Receiver GUI.
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Figure C.48: USRP MIMO Receiver LV Design.
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Figure C.49: USRP MIMO Receiver Configuration.



Appendix D

Additional Simulation Features

In this section we present and describe additional LabVIEW implementations which added
useful features for the simulations. These features are not strictly related to digital communi-
cation systems, but with documentation, user interface flexibility and programming utilities,
among others.

D.1 Save Results to File
This feature is called ’Save Results to File’, and as it clearly defines offered to the user the
option of recording the simulation results such as BER and BLER into a file. Before this
feature, the calculated values of the BER and BLER and its plots were shown once and
for each new simulation the old values were lost. Therefore, in order to keep a record and
save the calculations of our simulations we decided to add this feature, which allowed us to
document each test.

The format chosen for the data file was .txt and .csv, which by using TABs we could
arrange all the parameters in a single row. At the header of the file, with an independent
string row, we added the list or names of the variables that would be saved, in respective or-
der. Then, we were able to decide whether we store one simulation results per file or append
multiples simulation results in the same file but successive rows. Furthermore, apart from
the BER and BLER calculated values we saved also the setup parameters of the simulation.
As a result, a reliable simulation record is obtained while all the parameters are tracked.
For example, multiple simulations in a single file could have different modulation scheme,
transmitted bits or SNR points. We added most of these setup parameters which were listed
in the header and inserted before the BER and BLER values. In this way, we obtained
rows which independently were determined by these parameters. As a result, all the values
were stored in the spreadsheet files, which could be used with other software tools such as
MATLAB.
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We illustrate in Figure D.1 an example of the output file using this feature for two sim-
ulation tests (two rows).

Figure D.1: Simulation results file using the Save Results to File feature.

In order to implement this simulation record feature, we implemented it as we explain in
the diagram design sub-section. On the other hand, the GUI to define the desired file name
and path is presented in the GUI design sub-section.

D.1.1 Diagram Design
As explained before, LabVIEW runs all the blocks simultaneously a exception of FOR loops
or similar structures. Therefore, it was necessary to implement a flat sequence structure as
shown in Figure D.2. This structure executes each part sequentially. As we implemented
the feature, we needed to sequentially obtain the parameters values, create the file, add the
header to the file and add the values of the variables. In order to do that, each part had to
run in a defined order

Figure D.2: Processes of the Save Results to File feature.

In the first step, all the simulation was done, the values calculated and with the param-
eters, all was grouped into a compact variable packet. The second step, the file path and
name was defined and it was enabled the option of new file creation or re-editing existing
file. After the file was created or existed, the third step was to add the header to the file,
the list of all the variables. If the file was new generated, then the header was attached in
the first line. If the file exist, then no new header was needed. The fourth step was to save
all the values to the file, with the option of append them to previous simulations.

To summarize, all the sequence had to be computed independently, because for example
if we added the values to a file, which did not exist then the simulation will break. Another
possibility was to store values before the simulation was finished. Consequently, wrong vari-
able values or empty variables could have been saved into the file. Using this flat sequence
structure we assured reliability and that all the file verification processes and variables cal-
culations were done before anything was saved into the file.
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We illustrate in Figure D.3 the implementation of the packet variable which contained
all the variables. This was computed in the first sequence structure.

Figure D.3: Parameters of the Save Results to File feature.

The second sequence was mostly related to the user interface, were the file path and
name was introduced and the file created or deleted. We depict its design implementation
in Figure D.4 If the file exist but we decided to write new values we could append the new
values to old ones or clear the file, which for us meant reset the file. In order to do that, the
previous file was deleted and a new one with a new list of variable was created in the third
sequence structure, illustrated in Figure D.5.
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Figure D.4: File generation of the Save Results to File feature.

The implementation of this block, basically it tries to open an existing file and if it does
not exist, the execution outputs an error which we used to generate a new file with the list of
the variables name. If there was no error opening the specified file, then the file was closed
again and no further operations were done. This case was for appending simulation values
in the same file.

The last block regardless creation or edition of the file, it appended into it the current
values of the simulation done in the first sequence. The parameters and the BER/BLER
were saved into the file, each simulation in an independent file row. Since our simulation
design calculated the BER/BLER for a fixed Eb/N0 or plotted several BER/BLER vs. SNR,
we created a box case which allowed us to store the BER/BLER results of a single Eb/N0
value, or the BER/BLER arrays of the simulations that were computed to obtain the graphs
of BER/BLER vs. SNR. In this way, we analyzed independent results for specific Eb/N0
points in the stored files. We present the block design in Figure D.6.
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Figure D.5: List of variables of the Save Results to File feature.
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Figure D.6: Adding variables values of the Save Results to File feature.

D.1.2 GUI Design
The user interface is presented in Figure D.7, were the user chose the file name, file type
(.csv or .txt) and the file path. Furthermore, the options of clear the file for each simulation
was enabled with the switch button Reset File? and the step of saving the values into the
file was enabled with the switch button Save to File.

Figure D.7: GUI of the Save Results to File feature.
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D.2 MATLAB Scripts

D.2.1 Get Throughput and Obtain the CDF

1 nSymbols=1000;
2 nSubcarriers=300;
3 % Layer 1 PRECODE_MATRIX=1,2,3,4
4 % Layer 2 PRECODE_MATRIX=5,6,7
5 PRECODE_MATRIX=2; %Selects fixed matrix
6
7 [ Z ] = generate_precoding_matrix_( );
8 throughput=zeros(nSymbols,7);
9 thbest=zeros(nSymbols,1);
10
11 for indxpacket=1:nSymbols %Calculates throughput of every packet/Symbol
12
13 nPacket=indxpacket;
14
15 % Calculate Noise from the guard bands of every Symbol only if subcarriers are

centered
16 an=((nPacket−1)*512)+2;
17 bn=((nPacket−1)*512)+80;
18 Rn1=horzcat(RX1(an:bn),RX1(an+415:bn+415));
19 Rn2=horzcat(RX2(an:bn),RX2(an+415:bn+415));
20 avgRn1=sum(Rn1.*conj(Rn1))/size(Rn1);
21 avgRn2=sum(Rn2.*conj(Rn2))/size(Rn2);
22 avgRn=mean([avgRn1 avgRn2]);
23 Rn=[avgRn 0 ; 0 avgRn]; %Noise matrix
24 RndB=10*log10(Rn(1));
25
26 for iprec=1:7 %Calculates throughput with each precoding matrix
27
28 PRECODE_MATRIX=iprec;
29
30 if PRECODE_MATRIX>4
31 PRECODE_MATRIX=PRECODE_MATRIX−4;
32 nLayer=2;
33 else
34 nLayer=1;
35 end
36 PREC=Z{nLayer,PRECODE_MATRIX}; %Obtain the precoding matrix
37
38 a=((nPacket−1)*nSubcarriers)+1; %Calculates the position of the subcarriers

within symbol
39 b=nPacket*nSubcarriers;
40
41 % Get the Channel Coefficients of a Symbol
42 Hd=[H11(a:b) H21(a:b) H12(a:b) H22(a:b)];
43 avgRn1=sum(Rn1.*conj(Rn1))/size(Rn1);
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44 Hi=[0 ;0];
45
46 N=length(Hd)/4;
47 if nLayer==1
48 nSNR=0;
49 sinr1=zeros(1,N);
50 for i=1:4:nSubcarriers %Selects only the subcarriers with pilots
51 subHd=[Hd(i+2,1) Hd(i,3); Hd(i+2,2) Hd(i,4)];
52 PRECsubHd=subHd*PREC; %Applies the precoding matrix to the channel
53 nSNR=nSNR+1;
54 sinr1(nSNR) = calculate_sinr( PRECsubHd , Hi, Rn);%Calculates SINR of

each Subcarrier
55 end
56 sinr1_comp = calculate_SINR_comp( sinr1 , 1);%Calculate the averaged SNR

within the Symbol
57 FR_ratio=1;
58 throughput(indxpacket,iprec)=calculate_Throughput(sinr1_comp , FR_ratio);
59 if throughput(indxpacket,iprec)>thbest(indxpacket)
60 thbest(indxpacket)=throughput(indxpacket,iprec); %Identifies

the maximum throughput precoding matrix
61 end
62
63 elseif nLayer==2 %Calculation for the Layer 2 precoding matrices
64 nSNR=0;
65 sinr2=zeros(2,N);
66 for i=1:4:nSubcarriers %Calculates SINR each Subcarrier
67 subHd=[Hd(i+2,1) Hd(i,3); Hd(i+2,2) Hd(i,4)];
68 PRECsubHd=subHd*PREC; %Applies the precoding matrix to the channel
69 nSNR=nSNR+1;
70 calcsinr = calculate_sinr( PRECsubHd , Hi, Rn );%Calculates SINR of

each Subcarrier
71 sinr2(1,nSNR)=calcsinr(1);
72 sinr2(2,nSNR)=calcsinr(2);
73 end
74 sinr2_comp(1) = calculate_SINR_comp(sinr2(1,:) , 1);
75 sinr2_comp(2)= calculate_SINR_comp(sinr2(2,:) , 1);
76 FR_ratio=1;
77 ThLayer1=calculate_Throughput(sinr2_comp(1) , FR_ratio);
78 ThLayer2=calculate_Throughput(sinr2_comp(2) , FR_ratio);
79
80 throughput(indxpacket,iprec)=ThLayer1+ThLayer2;
81 if throughput(indxpacket,iprec)>thbest(indxpacket)
82 thbest(indxpacket)=throughput(indxpacket,iprec);%Identifies

the maximum throughput precoding matrix
83 end
84 end %elseif layer
85 end %for precoding matrix
86 end %for packets
87
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88 %Plots and CDF Calculations
89 th2=throughput(:,2);
90 figure;
91 hold on;
92 ecdf(th2);
93 ecdf(thbest);
94 legend('Fixed Precoding Matrix','Precoding Matrix SNR max');
95 xlabel('Throughput [Mbps]');

D.2.2 Generate Precoding Matrix

1 function [ Z ] = generate_precoding_matrix_( )
2 Z = cell(2,4); % [ layers ( 1 or 2 layers ) x codes ( 0 to 3 ) ]
3
4 Z{ 1, 1} = [ 1; 1 ] / sqrt( 2 );
5 Z{ 1, 2} = [ 1; −1 ] / sqrt( 2 );
6 Z{ 1, 3} = [ 1; 1i ] / sqrt( 2 );
7 Z{ 1, 4} = [ 1; −1i ] / sqrt( 2 );
8
9 Z{ 2,1} = [ 1 0; 0 1 ] / sqrt( 2 );
10 Z{ 2,2} = [ 1 1; 1 −1 ] / 2;
11 Z{ 2,3} = [ 1 1; 1i −1i ] / 2;
12 end

D.2.3 Calculate SINR

1 function sinr = calculate_sinr( Hd, Hi, Rn)
2
3 Rr = Hd * Hd' + diag( diag( Hi * Hi' ) ) + Rn;
4 W = Rr \ Hd;
5
6 Rin = Hi * Hi' + Rn;
7
8 ns = size( Hd, 2 );
9 idx = 1 : ns;
10
11 sinr = nan( 1, ns );
12
13 for k = 1 : size( Hd, 2 )
14 ik = idx( idx ~= k );
15 sinr( k ) = real( ( W( :, k )' * ( Hd( :, k ) * Hd( :, k )' )

* W( :, k ) ) / ...
16 ( W( :, k )' * ( Hd( :, ik ) * Hd( :, ik )' + Rin ) * W(

:, k ) ) );
17 end
18 end
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D.2.4 Average SINR of All the Subcarriers

1 function sinr_comp = calculate_SINR_comp( sinr_vec , layers)
2
3 for i=1:length(sinr_vec)
4 sinr_evm(i) = (sinr_vec(layers,i) * 400) /( sinr_vec(layers,i)+ 400);
5 I(i)=log2(1+ sinr_evm(i));
6 end
7
8 sinr_comp=(2 ^ mean(I)) −1 ;
9

10 end

D.2.5 Calculate Throughput

1 function throughput=calculate_Throughput ( sinr_ , FR_ratio)
2 max_se=8;
3 for i=1:length(sinr_)
4
5 I(i)=log2( 1+ sinr_(i));
6 if(I(i) > max_se)
7 I(i)=max_se;
8 end;
9 throughput(i)=(2 * I(i) )/FR_ratio; %I/Q Rate 2 Mhz

10
11 end
12 end
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