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Abstract

New generation mobile communication systems like Long Term Evolution
(LTE) aim to deploy to customers a new mobile experience providing higher data
rates and lower latencies that can make wireless devices a great platform to run
a new whole set of services and applications, that was unimaginable just some
years ago. However, the energy demands of battery powered devices, needed
to support these new software applications substantially exceeds the capacity
of the actual battery technology. The development of new architectures and
procedures to build power-efficient and power-aware systems has become one of
the main purposes in the design of new generation wireless networks.

LTE exploits the idea of Discontinuous Reception (DRX) and Discontinuous
Transmission (DTX), to provide a concrete solution to the power saving issue.
The main point of this functionality makes the terminal to not continuously
monitor control channels, allowing it to turn the radio frequency modem in
sleep state for long periods, activating it only in well defined, suitable, instants.

The objective of this thesis is to analyze the transmission of VoIP traffic
over LTE networks trying to find the best solution to efficiently deliver data,
fitting the DRX/DTX functionality to provide power saving and not perceptibly
degrade the user experience.

VoIP traffic has been studied with a bidirectional model, that emulates the
interaction of speakers in a phone call. Two suitable scheduling policies for this
kind of traffic, semi-persistent (SPS) and dynamic (DS), have been investigated
underlining pros and cons of each solution. It has also introduced a simple con-
trol for SPS that can improve its performances. Other modeled entities include
CQI reporting module, link adaptation algorithms, transmission and retrans-
mission managers, a detailed implementation of a DRX/DTX framework and
a simple solution to track power consumption statistics. The study involves
the use of different configuration for channel quality reporting, link adaptation,
DRX/DTX behavior with the extension of short DRX/DTX too. Every combi-
nation has been tested in single user, and multiple users scenario with 250 users
all positioned at cell edge.

The use of DRX/DTX functionality with SPS has been proved to provide
good power saving effects due to the general synchronization between data
source, SPS and DRX/DTX behaviors. This configuration generally induces
acceptable delays in single user scenarios, but multiple users scenarios with too
long DRX/DTX cycles can generate losses of about 4% of packets, and delays
that propagate for the whole talk-spurt. Dynamic scheduling has shown to make
good use of its channel quality tracking, performing an instantaneous correct
estimation of needed resources. The cost of dynamic scheduling resides in its
more frequent signaling activity, that impacts to a 33% higher power consump-
tion compared to the SPS case. The common outcome of SPS and DS analysis
is that the short DRX/DTX functionality does not bring further power savings
to any of the studied scheduling solutions, due to VoIP traffic pattern.
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Chapter 1

Introduction

The availability of more and more powerful hardware in mobile computation
systems makes these devices the future platform for the development of a large
set of new applications that will open new business models and will increase the
market penetration in current society. However, the multitude and complexity
of components needed to implement a large number of communications protocols
makes the evaluation of power efficiency one of the most tight issues. In fact, the
performance and utility of distributed systems is impacted by the availability of
participating nodes. Each one of these must be connected to another to ensure
remote task execution and data consistency, in an always on manner. This
particular objective, hard to be achieved in wired network, is even more tricky
in mobile environments. Mobile devices show the unwelcome peculiarity of a
finite lifetime [29]. The power consumption of PDAs and smartphones represents
a very complex problem, because of the number of physical components of the
system, each with its own consumption value (backlight, bluetooth module,
Wireless Local Area Network (WLAN) module, phone module, other circuits,
etc.). Nevertheless, common behavior of physical components is strongly related
to the executed operations type, so the software application layer has a big
influence on the energy consumption too [30].

The important fact is that the energy demands of battery powered devices,
added to the software applications behaviors substantially exceed the capacity
of the actual battery technology. The development of new architectures and
procedures to build power-efficient and power-aware systems has become one of
the main purposes in the design of new mobile communication systems.

New generation mobile communication systems like Long Term Evolution
(LTE) aim to deploy to customers a new mobile experience providing higher
data rates and lower latencies that can make wireless devices a great platform
to run a new whole set of services and applications, that was unimaginable
just some years ago. One of the key objectives to support this evolution is the
improved efficiency of power utilization: LTE exploits the idea of Discontinuous
Reception (DRX) and Discontinuous Transmission (DTX), described in section
2.5, to achieve it. The main point of this functionality makes the terminal to
not monitor the control channels continuously, but only in well defined instants,
turning the RF modem in a sleep state as much as possible. In fact, control
data are low-frequency and low bit-rate, so continuously listening the related
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CHAPTER 1. INTRODUCTION

channels represents a big waste of power resource.
A favorable coordination between the behavior of data transmission and

DRX/DTX management can lead to high power saving values: this target can
be reached in an easier way when control data and payload data flows can be
finely predicted i.e. when the signal data source is well known, like Voice over
Internet Protocol (VoIP) traffic.

The VoIP traffic represents a growing portion of the whole flow conveyed
every day on packet networks. It is made of periodical transmission of small
packets, and lend itself to a fine cooperation with DRX/DTX functionality.

In the following section we will define the current status of VoIP technology,
its growing magnitude in mobile services, and its satisfaction metrics.

Voice on packet networks

Voice over Internet Protocol (VoIP) is an emerging service that is progressively
increasing market quota over traditional telephony. IP based telephony is mov-
ing fast from a low scale phenomenon to large scale carrier service. The main
advantages of this evolution for providers are less expensive and more scalable
networks that can deliver a good quality service, integration of voice and data
applications and lower bandwidth requirements. VoIP service increases its num-
bers more and more every year: the estimated number of VoIP users for 2011
will approximately be 250 millions [9].

VoIP moves telephony digital data from circuit switched networks, to packet
switched ones since they can deliver data bits cost-effectively, making space for
additional innovative services. Recently, the VoIP interest has approached cel-
lular networks too: as predicted few years ago, the same evolution and switch
from circuit to packet switched networks is happening in the mobile environ-
ment. A lot of current studies aim to find the best solutions to provide high
quality and satisfying user-experience for mobile VoIP customers.

The main service requirements for VoIP are described by its satisfaction
metrics: quality, coverage and capacity. 3GPP Rel.99 specifications show that
these objectives are at least as good as Circuit Switched (CS) speech [3].

The fundamental quality parameter for the evaluation of the user experience
in interactive talks is the perceived delay.

The total amount of transmission time over networks with digital segments is
mainly composed by processing and propagation delays. The design of telecom-
munications networks has to take into account that each delay contributes to the
total one experienced by user, because higher delays mean really unsatisfying
interactive experiences.

The historical value of 400ms has been widely used in networks oriented to
voice telephony services, indeed transmission time is the most valuable factor
that impacts over user or terminal interactivity [15]. ITU-T recommends the
following limits for one-way transmission time

1. 0 to 150ms: acceptable for most users applications

2. 150 to 400ms: acceptable provided that operators are aware that the
transmission delay can impact over the service or application quality

3. above 400ms: unacceptable for almost all voice service networks

8



CHAPTER 1. INTRODUCTION 1.1. THESIS OBJECTIVES

There are also a number of other voice codecs that are generally used for VoIP. A few 
examples are G.729, using an 8 kbps coding rate, and Internet Low Bit Rate Codec (iLBC), 
using 13 kbps which is used, for example, in Skype and in Googletalk.

10.3 VoIP Requirements

There is a high requirement set for the radio network to provide a reliable and good quality 
voice service. Some of the main requirements are considered below.

The impact of the mouth-to-ear latency on user satisfaction is illustrated in Figure 10.3. The 
delay preferably should be below 200 ms, which is similar to the delay in GSM or WCDMA 
voice calls. The maximum allowed delay for a satisfactory voice service is 280 ms.

IP Multimedia Subsystem (IMS) can be deployed to control VoIP. IMS is described in Chapter 
3. IMS provides the information about the required Quality of Service (QoS) to the radio network 
by using 3GPP standardized Policy and Charging Control (PCC) [3]. The radio network must 
be able to have the algorithms to offer the required QoS better than Best Effort. QoS includes 
mainly delay, error rate and bandwidth requirements. QoS in LTE is described in Chapter 8.

The voice call drop rates are very low in the optimized GSM/WCDMA networks today – in 
the best case below 0.3%. VoIP in LTE must offer similar retainability including smooth inter-
working between GSM/WCDMA circuit switched (CS) voice calls. The handover functionality 
from VoIP in LTE to GSM/WCDMA CS voice is called Single radio Voice Call Continuity 
(SR-VCC) and described in detail in section 10.10.

The AMR 12.2 kbps packet size is 31 bytes while the IP header is 40-60 bytes. IP header 
compression is a mandatory requirement for an effi cient VoIP solution. IP header compres-
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Figure 10.3 Voice mouth-to-ear delay requirements [2]
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The whole delay budget allocation takes into account the propagation time
determined by distance and speed of signal in transmission facility, geographical
distance between interfaces, routing choices for circuit switched networks.

VoIP system serves voice data over packet switched networks, so the delay
budget should be divided in a different way. Moreover, current IP networks
can only offer best-effort services and allow new traffic to enter even beyond
capacity limits, causing both packet losses and significant delays [9].

The delays introduced by a VoIP network system are generated by data
plane – that includes compression, framing, coding, transmission, etc. – and
control plane – services for resources provisioning, admission control, resource
reservation, connection management.

1.1 Thesis objectives
The study described in this thesis investigates the best parametrization of
DRX/DTX functionality to achieve the best trade off between VoIP user expe-
rience and battery efficiency. The use of a conversational speech model makes
possible to finely emulate a bidirectional call, showing all the behavioural pat-
terns of two speakers. Since the transmission of a VoIP call can radically change
according to the way the packets are scheduled, we also analyze the differences
between two scheduling policies, adapting the DRX/DTX concepts to both of
them.
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CHAPTER 1. INTRODUCTION 1.2. STUDY METHODOLOGY

Problem formulation

On the basis of two different scheduling policies, Semi-Persistent and Dynamic
resource allocation for VoIP traffic, we will reply to the following questions in
the coming chapters:

• Which performance Semi-Persistent and Dynamic scheduling policies show
with VoIP traffic?

• Can Semi-Persistent Packet Scheduling guarantee low error rates in pack-
ets transmission, to be profitably used for VoIP data scheduling?

• Which link adaptation techniques can be implemented to keep low er-
ror rates in both Semi-Persistent and Dynamic scheduling and which
parametrization should be utilized?

• How DRX/DTX functionality impacts to packet delivery delay?

• How DRX/DTX functionality impacts to power consumption with VoIP
traffic?

1.2 Study Methodology
To fulfill the objectives of the thesis, we have first of all analyzed the current
status of LTE standardization at 3GPP website (http://www.3gpp.org) and
a set of technical papers and reports provided by Nokia Siemens Networks.
We have then implemented the needed logics into a system level simulator to
perform a large set of simulations and analysis over a wide range of parameters
setting. The useful results obtained with extensive campaigns have been then
processed and post-processed to find the average behavior of the system.

1.2.1 The simulator
All the studies conducted in this report are performed with the help of a
MATLAB R©system level simulator expressly developed for the purpose. The
adopted simulation methodology is known as Monte Carlo statistical method,
a technique used to simulate physical and mathematical systems when the an-
alyzed system behavior is influenced by a large set of parameters and random
actions, with the result of an huge amount of permutations of possible behaviors.
In these cases a mathematical analysis of the system is unfeasible. Basically,
the Monte Carlo method consists in a large number of simulations for each set
of parameters, to be able to extract a mean of the results, that should track the
probability distribution of the system behavior under examination.

The simulator implements several modules that emulate the behavior of real
entities involved in both downlink and uplink transmissions in a cellular system,
and especially in LTE. The crucial systems and features are implemented in
details to accomplish the specifications fixed by the main LTE specification
authority, the 3GPP. However, not all the functionalities of LTE have been
finely standardized and tuned, so we have proposed some assumptions mainly
modeled on Nokia Siemens Networks reports and technical papers. Finally,

10
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CHAPTER 1. INTRODUCTION 1.3. MAIN CONTRIBUTIONS

some of the marginal system characteristics that do not significantly impact to
the performed analysis have been subject of simplifications or rough modeling.

The link level data needed to perform the analysis have been provided by
two Nokia Siemens Networks simulators, and will be described in the following
chapters.

The most important objectives of the simulator implementation have been
a detailed modeling of packet scheduling and DRX/DTX control entities, as
well as a good voice model. The innovative part is indeed based on the par-
ticular conversational model implemented: the availability of bidirectional call
traces allows to perform more accurate analysis of VoIP calls and especially
on DRX/DTX behavior, that, as it will be shown in next chapters, is strictly
influenced by the combined action of uplink and downlink transmissions.

1.3 Main contributions
The main contribution of this master thesis project has been the implementation
of a MATLAB R©tool able to emulate the dynamic of two speakers engaged in a
bidirectional call and all the LTE features involved in this scenario.

For this reason, the first step to realize our objectives has required the intro-
duction of a new voice model that can provide call traces able to emulate real
interaction phenomena between two speakers and take into account the correla-
tion of the their activity, instead of the 50%/50% voice activity model, mostly
used in available researches.

The successive steps have lead to the complete realization of the simulator
with all the LTE functionalities needed for the realization of this study, including
a new simple open loop control for the semi-persistent scheduling that seems to
provide conservative but not wasteful allocation.

The main outcome of the following analysis is the impact of the DRX/DTX
features on SPS and DS performance and the gain it can provide on power sav-
ing. Another important conclusion concerns the utilization of short DRX/DTX
that seem to be not useful with VoIP traffic. More details will be described in
the following chapters.

1.4 Thesis outline
The following chapters of the thesis are organized in this way:

• Chapter 2 provides a description of LTE system, the main purposes of the
project, the actual specification status and implementation. The main
functionalities and characteristics closely involved in the thesis analysis,
like radio resource management and DRX/DTX are explained in detail.

• Chapter 3 presents the actual modeling and implementation of LTE fea-
tures. The chapters also describes the conversational speech model used
in the simulator, with a general overview of the voice codec.

11



CHAPTER 1. INTRODUCTION 1.4. THESIS OUTLINE

• Chapters 4 and 5 enclose the assumptions, implications and analysis of
the use of semi-persistent and dynamic packet schedulers for VoIP traf-
fic in LTE. The assumed scenarios are described and the relative results
explained, and compared showing the main satisfaction and performance
criteria for this kind of review.

• Chapter 6 performs a close comparison of the two scheduling policies giving
an overall idea of the main benefits and losses of each analyzed configura-
tion.

• Chapter 7 summarizes the report conclusions indicating possible future
works.

The reader with previous knowledge of LTE system can have a look of the
main contributions and outcomes beginning from chapter 3.

12



Chapter 2

LTE

The pervasiveness of the present-day broadband cabled services has made the
Internet generation used to high-speed connections and to a whole new set
of services usually available exclusively from fixed locations. However, mobile
broadband is currently becoming a reality with third generation (3G) technolo-
gies: out of estimated 1.8 billion people who will be served by broadband by
2012, two-thirds will be mobile broadband customers [11].

During the Radio Access Networks (RAN) Future Workshop, it has become
clear that 3G long-term evolution has to meet this future services demand,
with the constraint to remain competitive for a long time frame i.e. coming
decades. A consistent amount of new technologies, like Orthogonal Frequency
Division Multiplexing (OFDM) with flexible and broader Radio Frequency (RF),
linked with enhancements in both Universal Terrestrial Radio Access Network
(UTRAN) architecture and UTRA radio interface were presented as candidates
to fulfill this purpose.

The main justifications for this evolution path reside in the constant increase
of customer utilization of new and traffic-consuming services: people can already
successfully browse the Internet, manage emails, send and receive audio-visual
contents with High Speed Data Access (HSPA) enabled devices, like smart-
phones, PDAs, notebook, dongles, but more and more services with higher data
rate, low latency and availability are approaching the mobile world.

The starting point of Long Term Evolution (LTE) was fixed when 3rd Gener-
ation Partnership Project (3GPP)1, in the 3GPP Technical Specifications Group
(TSG) RAN #26 meeting, approved the study item description on “Evolved
UTRA and UTRAN” [1].

LTE performances and technologies have been evaluated with a number of so-
called checkpoints and the final results agreed on during 3GPP plenary sessions
in May 2007 in South Korea. Some of the focused point were:

• Significantly increased peak data rate e.g. 100 Mbps (downlink) and 50
Mbps (uplink)

• Increase “cell edge bit rate” whilst maintaining same site locations as
deployed today

13GPP is a collaboration agreement founded in 1998 that gathers some telecommunications
standards bodies “Organizational Partners” like ARIB, CCSA, ETSI, ATIS, TTA and TTC
and researches and development engineers from all the world
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Figure 2.1: 3GPP schedule for standard releases and deployments

• Significantly improved spectrum efficiency (e.g. 2-4× Rel6 HSPA)

• Possibility for a Radio-access network latency (user-plane UE - RNC (or
corresponding node above Node B) - UE) below 10 ms

• Significantly reduced control plane latency

• Scalable bandwidth (1.25, 2.5, 5, 10, 20 and possibly 15 MHz)

• Support for inter-working with existing 3G systems and non-3GPP spec-
ified systems

• Further enhanced MBMS

• Reduced CAPEX and OPEX including back haul

• Cost effective migration from Rel-6 UTRA radio interface and architecture

• Reasonable system and terminal complexity, cost, and power consumption

• Support of further enhanced IMS and core network

• Backwards compatibility, but with carefully considered trade off versus
performance and/or capability enhancements

• Efficient support of the various types of services, especially from the PS
domain (e.g. Voice over IP, Presence)

• System optimized for low mobile speed but also supported high mobile
speed

• Operation in paired and unpaired spectrum not precluded

• Possibility for simplified co-existence between operators in adjacent bands
as well as cross-border co-existence

The approved results satisfy and in some cases exceed some of the proposed
targets in term of data rates, throughput and spectrum efficiency [27].
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2.1 Background
A lot of specifications for LTE architectures and technologies have been studied
to comply a large set of scenarios as depicted in [4]:

• Standalone deployment scenarios where operators deploy E-UTRAN in
areas without a previous network or particular cases where coverage does
not require internetworking with existing UTRAN/GSM EDGE Radio
Access Network(GERAN)

• Integration with existing UTRAN and/or GERAN deployment scenarios
where operators already have UTRAN and/or GERAN networks with any
level of coverage and maturity

The objectives of E-UTRAN involve the easy deployment of new technologies
in the previously described scenarios, supporting shared networks, high-velocity
and nomadic mobiles with short latency and low data loss, different cell sizes and
radio environments, support and cooperation with legacy systems and obviously
radio efficiency.

LTE standardization procedures have defined specifications for both air in-
terface attributes and network architecture (figure 2.2).

RF: 36.101 – 36.104,
36.133 (RAN4)

L2/L3: 36.321-323,
36.331, 36.304/306

(RAN2)

L1: 36.211 – 36.214,
(RAN1)

X2: 36.421 – 36.424
(RAN3)

S1: 36.411 – 36.414
(RAN3)

UE eNodeB eNodeB

Packet core
Air interface S1

X2

Figure 2.2: E-UTRA/E-UTRAN layers and relative specifications

The former are listed in table 2.1. OFDMA and SC-FDMA modulations
allow flexible bandwidths, joint with Frequency Division Multiplexing (FDD)
and Time Division Multiplexing (TDD). The service is optimized for low speed
up to 15Km/h, however speeds up to 350Km/h are supported with performance
degradations. The peak data rates are of 326Mb/s with 4 x 4 Multiple Input
Multiple Output (MIMO) antennas configuration, using 20MHz bandwidth pro-
viding a cell spectral efficiency four times higher compared to Release 6 HSPA
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system. The transmission latency is also improved to smaller than 10ms values
[4].

LTE meets International Mobile Telecommunications-2000 (IMT-2000) re-
quirements and hence it is also part of IMT-2000 family of standards.

Table 2.1: LTE air interface specifications

Bandwidth 1.25-20MHz
Duplexing FDD, TDD, half-duplex FDD

[7]
Supported UE Speed up to 350 km/h
Multiple access Downlink OFDMA

Uplink SC-FDMA
MIMO (UE class dependent) Downlink 2× 2, 4× 2, 4× 4

Uplink 1× 2, 1× 4
Peak data rate in 20MHz Downlink 172 and 326 Mb/s for 2×2 and

4× 4 MIMO, respectively
Uplink 86 Mb/s with 1 × 2 antenna

configuration
Modulation QPSK, 16-QAM and 64-QAM
Channel coding Turbo code
Other optional techniques Channel sensitive scheduling,

link adaptation, power control,
ICIC and hybrid ARQ

Figure 2.3 shows the proposed E-UTRAN architecture, with blocks of both
control and user planes.

Jointly to new air interface architecture 3GPP is standardizing an evolution
of the packet core network too (figure 2.4). The objective is to build an Internet
Protocol (IP) based, flat network architecture with a low level of complexity.
This new architecture is referred to as System Architecture Evolution (SAE),
and represent an improvement of existing GSM/Wideband Code Division Mul-
tiple Access (WCDMA) core networks, designed to support mass-market use of
IP-based services with more cost-efficient deployment and optimized network
performance. The SAE architecture specifies only two types of node, the LTE
base station E-UTRAN Node B (eNodeB) and the SAE Gateway: the connec-
tion between eNodeB and Core Network is realized with the S1 interface.

Also in the core network architecture, 3GPP efforts to build a network com-
patible with existing ones result in the connection of GSM, WCDMA, HSPA,
CDMA2000 1xRTT, EV-DO systems with SAE by mean of specific and stan-
dardized interfaces. One of the major benefits is the possibility of both dual
and single radio handovers, allowing a coexistence with and easy migration from
existing systems. Other fulfilled objectives are:

Control signaling efficiency achieved making a separate system, the Mo-
bility Management Entity (MME), to handle it, improving the capacity
scaling abilities.

IP-based signaling and charging obtained abandoning the Signaling Sys-
tem 7 (SS7) of GSM and WCDMA in favor of Diameter.
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Figure 2.3: E-UTRAN architecture with control and user planes
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Figure 2.4: LTE and SAE combined architecture

17



CHAPTER 2. LTE 2.2. RADIO ACCESS

Class-based QoS exploitable by operators to offer differentiated typologies of
packet-based services, with Guarantee Bit Rate (GBR)

2.2 Radio Access
The radio access technology used in 3G system, known as WCDMA makes use of
orthogonal Walsh codes to scramble radio channels and limit the inter-user and
inter-symbol interference (ISI). However, this technique used on 5MHz band-
widths already suffers from multi-path interference phenomena, that worsen if
scaled up to 10MHz or 20MHz [16]. Assumed this, it has become clear that
LTE had to use a different Radio Access Technology (RAT) to achieve proposed
requirements and offer great scalability attributes.

2.2.1 OFDMA
Transmission of data over a Single Carrier (SC) are performed modulating the
input signal on an appropriate waveform (usually a sinusoid), varying the in-
stantaneous value of amplitude, frequency or phase of it. The carrier frequency
is usually much higher then the signal one. With Quadrature Amplitude Modu-
lation (QAM) the transmitter adjusts the phase and amplitude of two waves, 90
degrees out-of-phase with each other (i.e. in quadrature) according to a specified
symbol (dependent on QAM constellation order), that brings a certain number
of bits. The value of data-rate impacts on the required bandwidth among the
RF spectrum. Sub-carriers are already modulated carriers that act like input
signal on new modulation processes.

The Frequency Division Multiple Access (FDMA) scheme allows the trans-
mission of different user signals over different carriers or sub-carriers. Each
transmission bandwidth center is located by a filter bank in a specified point
of the spectrum making multiple users simultaneously and efficiently exploit
the available spectrum. Obviously, Carrier distances on frequency domain have
to be finely set to avoid interferences between signals. An efficient solution
that avoids inter-signal interferences between adjacent sub-carriers and simul-
taneously allows a little overlap between them, is represented by Orthogonal
Frequency Division Multiple Access (OFDMA) . This technique is based on the
selection of adjacent sub-carriers whose centers are distant in a way that each
of neighboring ones have zero value in frequency domain during the sampling
instant of the selected one. Chosen sub-carriers are referred to as “orthogonal”
and the resultant signal is strongly resistant to multipath losses. The princi-
ple of sub-carriers orthogonality is known since 1950s, but only modern digital
equipments can keep this property between sub-carriers without being affected
by components and temperature variations. Currently OFDMA is successfully
used in many areas of digital transmissions, like Digital Video Broadcasting
- Terrestrial (DVB-T) , Digital Video Broadcasting - Handheld (DVB-H) and
WLAN, but is relatively new in cellular systems.

LTE standardization chose OFDMA because of its benefits, that include high
performances with low cost and complexity devices, efficient spectrum usage and
compatibility with advanced antenna and receiver technologies.

The implementation of OFDMA in E-UTRAN is based on Discrete Fourier
Transform (DFT) and the inverse operation (IDFT) that can switch the rep-
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resentation of a signal between time and frequency domains. The Fast Fourier
Transform (FFT) implementation sized in power of two blocks, joint to classic
requirements for signal processing in terms of sampling frequency and words
length, can assure a lossless transmission of the original signal. Furthermore
LTE specifications fix the sub-carriers spacing to 15kHz to make the system
tolerate frequency offsets due to Doppler shift produced by UE speed and elec-
trical components imperfections, and time domain guard intervals to counter
the delay spread of the deployment environment. OFDMA transmission, how-
ever, suffers from inter-cell frequency interference when user is located at the
cell edge. CDMA system are less prone to this because different scrambling
codes are used in adjacent cells. An efficient plan of frequency reuse among
near cells can limit this issue, but LTE Intercell Interference Coordination can
make the system to work efficiently with a frequency reuse factor of 1 too.

The OFDMA transmissions therefore result in several parallel sub-carriers in
time domain, a set of sinusoidal waves that fill the bandwidth with 15kHz steps
in time domain. This suggests a representation of the frequency/time domains
as a grid, in which LTE specifies so-called Resource Blocks (RB) made of 12
sub-carriers of 15kHz that last for 1ms (figure 2.5).

Figure 2.5: T/F Grid with Resource Block (RB) representation

The number of RB assigned to users depends on modulation and coding
scheme supported, and the correct allocation of them among the grid is made
by time and frequency domains scheduling algorithms.

One of the side effect of allowing an high number of parallel transmission
is caused by high and fast variability of the signal in time domain, with an
excessive Peak To Average Ratio (PAR) value. This implies some drawbacks in
the design of power amplifiers. This is why LTE uplink radio access is realized
with a different technique.

2.2.2 SC-FDMA
OFDMA transmissions implies high PAR values in signal, that can bring the
amplifiers to very low efficiency values, and high power consumption. Uplink
radio access for LTE is based on Single Carrier FDMA (SC-FDMA) to avoid this
issue. SC-FDMA combine low PAR techniques of single-carrier transmissions,
such GSM and CDMA with the multi-path resistance and flexible frequency
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allocation of OFDMA [8]. In SC-FDMA data symbols in time domain are
converted to the frequency one using DFT, then they are mapped to the desired
location of the available bandwidth and finally reconverted with IFFT in time
domain adding in the meanwhile the cycling prefix (CP). SC-FDMA is also
referred to as DFT spread OFDM (DFT-SOFDM), because of this processes.
The practical difference between OFDMA and SC-FDMA consists in the fact
that the former transmits modulation symbols in parallel over multiple sub-
carriers, beside SC-FDMA transmit a symbol over all sub-carriers more times
the rate of OFDMA. Each data symbol seems to be transmitted by one single
carrier, and this is the SC reason of the technique name. The serial transmission
of symbols contributes to lower the PAR value to the original data symbols one,
occupying the same bandwidth of multi-carrier OFDMA. The generation of SC-
FDMA symbols involves a special pre-coding of data symbols, and it can be
demonstrated that it makes this technique resistant to multipath as well as
OFDMA [8].

2.2.3 MIMO Spatial Multiplexing
Transmission diversity obtained with multiple transmission and reception an-
tennas can be used to achieved high diversity gain. The transmission diversity
can be exploited to improve system performances, especially when UE’s con-
ditions make channel quality feedback reporting unreliable, or impossible, i.e.
when UE’s speed is high. It’s possible to improve peak data rates enabling mul-
tiple data streams between multiple transmission antennas at the eNodeB and
reception antennas at the UE. LTE supports three multiple antenna schemes:
Transmission diversity with Multiple Input Single Output (MISO), Reception
diversity with Single Input Multiple Output (SIMO) and spatial multiplexing
with Multiple Input Multiple Output (MIMO).

2.3 Physical channel and frame structures
One of the main feature planned when LTE has been proposed was the support
for flexible bandwidth, up to 20MHz. The physical layer architecture therefore
has been built to support bandwidth increments of 180kHz starting from a
bandwidth of 1.25MHz [16]. Furthermore, to achieve low latency transmissions,
Transmission Time Interval (TTI) has been fixed to 1ms. As stated in 2.2.1
sub-carriers are spaced of 15kHz, to ensure robustness to Doppler spread effect,
but a smaller value of 7.5kHz is also standardized to support large delay spreads.
Uplink transmission are performed in SC mode, so they have to be allocated on
adjacent sets of sub-carriers.

LTE supports six channel bandwidths (Table 2.2), with different numbers
of resource block allocable. It’s mandatory to observe that the transmission
bandwidth is smaller than channel bandwidth, in fact BWconfig is 90% of the
channel bandwidth BWchannel. The relationship between BWconfig and trans-
mission configuration NRB is given by equation (2.1).

BWconfig =
(
NRB ×NRB

SC ×∆f
1000

)
(2.1)

where sub-carriers spacing ∆f = 15kHz
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Table 2.2: Transmission bandwidth and configuration for LTE six channel band-
widths

Channel Transmission Transmission
bandwidth configuration bandwidth
BWchannel [MHz] NRB [#RB] BWconfig [MHz]
1.4 6 1.08
3 15 2.7
5 25 4.5
10 50 9
15 75 13.5
20 100 18

2.3.1 Frame and slot structure
Both downlink and uplink LTE transmission are based on a 1ms scheduling
granularity. The fundamental subframe lasts for 1 ms and includes two 0.5ms
time slots. Each of system control signal is performed with a specified subframe
periodicity, for example synchronization and broadcast signals are transmitted
on a radio frame basis i.e. 10 sub-frames. Each time slot is divided in NDL

symb

symbols for OFDMA downlink and NUL
symb for SC-FDMA uplink. Figure 2.6

summarizes the previous assertions.

8.3 Frame and slot structure 175

frame basis, where a radio frame is defined to consist of 10 subframes as shown in Figure 8.2.
The transmission of the uplink radio frame number i from a UE starts NTA × Ts seconds
before the start of the corresponding downlink radio frame at the UE, where NTA represents
the timing offset between uplink and downlink radio frames at the UE in units of Ts. This
timing offset NTA is adjusted for each UE in order to make sure that signals from multiple
UEs transmitting on the uplink arrive at the eNode-B at the same time. Each slot is further
divided into N UL

symb SC-FDMA symbols or N DL
symb OFDM symbols for the uplink and downlink

respectively. A resource element is one subcarrier in a single OFDM or SC-FDMA symbol as
shown in Figure 8.2. A resource element is defined by the index pair (k , l) in a slot, where k
and l are the subcarrier and OFDM/SC-FDMA symbol index respectively.

8.3.1 Physical resource block

A physical resource block (PRB) is defined as N RB
SC consecutive subcarriers in the frequency-

domain and N UL
symb SC-FDMAsymbols in the uplink or N DL

symb OFDM symbols in the downlink.
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Figure 8.2. Downlink and uplink frame structure.

Figure 2.6: Frame structure [13]

A Physical Resource Block (PRB) is a set of NRB
SC adjacent sub-carriers

in frequency domain and NDL
symb or NUL

symb symbols for downlink and uplink
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respectively. LTE specifies three configurations for these parameters 2 (Table
2.3).

Table 2.3: Physical Resource Block configurations

Configuration NRB
SC NDL

symb NUL
symb

Normal cyclic prefix ∆f = 15kHz 12 7 7
Extended cyclic prefix ∆f = 15kHz 12 6 6
Extended cyclic prefix ∆f = 7.5kHz 24 3 NA

2.4 RRM
Radio resource management is the set of system level controls principally run
by eNodeB, that ensure an efficient utilization of the radio channel, in order to
ensure both stability, a working system and optimise user and system through-
puts. In the design of a cellular wireless communication system there is always
a trade-off between UE complexity, network complexity and achievable perfor-
mances [27].

LTE RRM framework includes a wide series of algorithms that provide differ-
ent control services enclosed in main categories like transmission power control,
allocation of resources and QoS management. All these services work among
several layers of ISO/OSI stack, from Layer 1 with power control and channel
estimation, to Layer 3 with QoS functionalities (figure2.7), but they are strictly
interconnected to ensure the best use of the available resources.

PDCP

PHY

MACMAC

RLCRLC

RRC

PHY

QoS 
Management

Admission 
Control

Persistent 
Scheduling

HARQ
Dynamic 

Scheduling
Link Adaptation

PDCCH 
Adaptation

CQI Manager Power Control

Layer-3

Layer-2

Layer-1

User-plane Control-plane RRM functions

Figure 2.7: Overview of eNodeB user and control plane, with functionalities
mapping over ISO/OSI layers

2Sub-carriers spacing of 7.5kHz is only used for Multicast Broadcast Single Frequency
Network (MBSFN)
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RRC protocols involve transmissions of common Non-Access Stratum (NAS)
informations (equals for all UEs) and dedicated ones, and they can be divided
in generic areas [27]:

• System information concerns the broadcasting of common informations
for UEs either in RRC_CONNECTED state or RRC_IDLE

• RRC connection management involves all the procedures related to RRC
connections control, paging, security features, handover, access class bar-
ring, radio link failures and lower layers parameters setting

• Network controlled inter-RAT mobility covers security activation and is
responsible for UEs RRC context information transfer

• measurement informations and reporting for inter-RAT, intra-frequency
and inter-frequency mobility that involves configuration and activation of
measurement entities

• miscellaneous functions especially for delivering of dedicated NAS infor-
mations

Figure illustrates the whole LTE radio architecture with the mapping of
several layers channels and functionalities.
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Figure 3.1 Radio architecture.

• Miscellaneous functions including, for example, transfer of dedicated NAS informa-
tion and transfer of UE radio access capability information.

Dedicated RRC messages are transferred across SRBs, which are mapped via the PDCP
and RLC layers onto logical channels – either the Common Control Channel (CCCH) during
connection establishment or a Dedicated Control Channel (DCCH) in RRC_CONNECTED.
System Information and Paging messages are mapped directly to logical channels – the
Broadcast Control Channel (BCCH) and Paging Control Channel (PCCH) respectively. The
various logical channels are described in more detail in Section 4.4.1.2.

SRB0 is used for RRC messages which use the CCCH, SRB1 is for RRC messages using
DCCH, and SRB2 is for the (lower-priority) RRC messages using DCCH which only include
NAS dedicated information.6 All RRC messages using DCCH are integrity-protected and
ciphered by the PDCP layer (after security activation) and use Automatic Repeat reQuest
(ARQ) protocols for reliable delivery through the RLC layer. The RRC messages using
CCCH are not integrity-protected and do not use ARQ in the RLC layer.

It should also be noted that the NAS independently applies integrity protection and
ciphering.

Figure 3.1 illustrates the overall radio protocol architecture as well as the use of radio
bearers, logical channels, transport channels and physical channels.

For parameters for which low transfer delay is more important than reliable transfer (i.e.
for which the use of ARQ is inappropriate due to the additional delay it incurs), MAC
signalling is used provided that there are no security concerns (integrity protection and
ciphering are not applicable for MAC signalling).

6Prior to SRB2 establishment, SRB1 is also used for RRC messages which only include NAS dedicated
information. In addition, SRB1 is used for higher priority RRC messages which only include NAS dedicated
information.

Figure 2.8: Radio Architecture for LTE. All channels denominations are defined
in [6], [5] and [7]

3GPP specifies two radio resource control states for UE [7], and related
specific protocols to handle UEs in each state:

RRC_IDLE UEs in RRC_IDLE state show sporadic activity that mainly
involves cell selection and reselection: UE chooses the cell basing its deci-
sion on priority of each applicable frequency of each RAT, radio channel
quality cell status (avoids barred or reserved cells). In RRC_IDLE the
UE listens to paging channel too, receiving informations about incoming
calls, and system parameters specified by E-UTRAN that assist in the cell
selection process.

RRC_CONNECTED UEs in RRC_CONNECTED state have allocated ra-
dio resources in shared data channels, specified by dedicated signaling
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performed via control channels. Also, in this state, the UE periodically
reports downlink channel quality to eNB, as well as neighboring cells in-
formations including cells using other frequencies or RATs.

In the following sections we focus the available choices about one of the fun-
damental features of RRM that involves UEs in RRC_CONNECTED state, the
packet scheduling. Indeed, 3GPP specifies the RRM related signaling, leaving
the scheduling algorithms choices to vendors and operators [13].

2.4.1 Signaling
Every transmission performed in DL and UL data channel, PDSCH (Physical
Downlink Shared Channel) and PUSCH (Physical Uplink Shared Channel) re-
spectively, requires a certain amount of signaling on control channels PDCCH
(Physical Downlink Control Channel) and PUCCH (Physical Uplink Control
Channel). The signaling includes control information originated by physical
(L1) and MAC (L2) layers. The DL control informations involve scheduling
information and MCS choices required to correctly receive, demodulate and de-
code PDSCH data for each scheduled terminal, as well as information on some
transmission over PUSCH, i.e. scheduling grants. The UL signaling includes
HARQ acknowledgments for DL received packets, channel quality indicators to
fully exploit time and frequency diversity gains and Scheduling Requests needed
in case of available UL data.

The biggest load of control channel is due to CQI reporting, and especially
with VoIP traffic it has to be correctly configured to avoid to push the system
into a situation where control channels are fully used and a lot of data channel
resources are unused because no more UE can be controlled. Indeed, control
channels overhead can be one of the main limiting factor for VoIP capacity.

2.4.2 Packet scheduler structure
LTE networks are completely “packet oriented” with a packet switched core
network, so packet scheduling has a key role to achieve high QoS levels with
high spectral efficiency in this multi-user environment. Optimizing a wireless
network system for VoIP traffic, taking into account channel conditions while
making scheduling decisions, can boost the whole capacity up to 40% [26].

Designing a packet scheduler for VoIP traffic should consider some special
purposes due to its nature: (a) delay constraints of VoIP service — as said in
chapter 1 the air interface delay should be kept to values lower than 150ms to
avoid the user’s call experience to degrade rapidly. LTE specifications try to
go beyond this threshold, fixing a maximum value of 50ms [13]. This implies
that the scheduler must consider the eventuality of retransmissions: users that
experience poor channel quality will cause a number of HARQ retransmissions
that can possibly break the maximum delay threshold, thus the scheduler has
to take into account delay budget and retransmission togheter. (b) low data
rate and constant periodicity — Every VoIP packet has a fixed size, typically
320 bits with Robust Header Compression (ROHC), produced every 20ms for
AMR 12.2 codec. These characteristics imply that the small payloads have to
be scheduled very often, with the possibility to group them only in case of good
channel conditions [13]. (c) administration of control channel usage — with a
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fully dynamic scheduling policy, the main bottleneck of VoIP service is the heavy
usage of control channels: in heavy load conditions, it’s possible to experience
lots of unused PDSCH resources with a completely exhausted PDCCH [13].
This can be avoided with channel quality feedback based techniques like packet
bundling, but only if the UE is experiencing favourable channel conditions (i.e.
UE not at cell edge)[13].

PS regularly performs decisions about allocation of PRBs to users that require
resources in a certain time instant. Furthermore it has strong connections with
link adaptation and HARQ management entities, to ensure per user based QoS
requirements. Main relations of the packet scheduler with other RRC entities
are [13]:

packet scheduler with DRX/DTX controller select only users that are
not in power saving state

packet scheduler with power control the RF modem activation must be
managed according to scheduled transmission instants

packet scheduler and QoS packet scheduler is one of key factors to respect
QoS constraints

packet scheduler and Buffer Status Report (BSR) packet scheduler has
to take into account data buffer statuses, and priority relations among
multiple users buffers

packet scheduler and HARQ packet scheduler has to take into account the
possibility of HARQ retransmissions in the utilization of delay budget, to
fulfill QoS requirements

Unlike CDMA systems, LTE is a TDMA/FDMA system: the elementary
block allocable to a user (Resource Unit RU) consists of 12 OFDMA adjacent
sub-carriers of 15kHz for 1ms. The purpose of the scheduler is to maximize
the efficiency of utilization of these RU-TTI. Due to the combined utilization of
TDMA and FDMA, the LTE PS can be divided in two main, independently con-
figurable blocks that perform subsequent choices in time and frequency domains.
Thanks to this, opposed to joint time/domain schedulers that achieve almost
the same performance with higher complexity, LTE scheduler runs faster due to
the reduced number of users the frequency domain scheduler has to manage [16].
The performances of decoupling time/domain scheduling for QoS management
have been proved in [21].

The scheduling algorithms take into account the Channel Quality Indicators
(CQI) reporting, as well as the link adaptation dynamics and the informations
reported by the HARQ manager.

Time domain scheduler

First part of LTE scheduling process runs every TTI and involves the selection
of N users out of the total amount scheduled for the next TTI, called Scheduling
Candidate Set (SCS). This choice is based on several conditions and metrics:
among all UE with pending data, the time domain scheduler has to find which
one is not under DRX/DTX conditions, and apply an algorithm to find out
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Figure 2.9: Time/frequency schedulers

the candidate users to achieve QoS constraints based on prioritization metrics.
Furthermore, it has to estimate the total amount of control channels capacity
to be able to control the maximum number of UEs. The proportional fair
algorithm extended with the OFDMA time/domain specialized nature of LTE,
exhibits high throughput [14] [28] and [18] works as a part of the admission
control system.

The time domain scheduler takes into account the pending HARQ retrans-
missions as well as normal transmissions. It gives an higher precedence to the
former ones, since it’s not possible to combine them in a single TTI (for one
user, of course) [5]. However, under particular circumstances, it’s possible to
bundle more data.

Frequency domain scheduler

Once the total amount of users scheduled for successive TTI is reduced to a
set of candidates by time domain scheduling, the frequency domain scheduler
distributes the available resources units among them guaranteeing a certain
level of fairness among transmission and HARQ retransmissions, and above all,
trying to exploit the channel conditions instantaneously experienced by each
user, to be able to assign PRBs located on those frequencies where he perceives
the higher channel quality. In fact, the UE experiences wide power variations in
both signal and interferences, due to radio signal power alteration phenomena
like fading.

To be able to provide high gains in frequency diversity exploiting, the fre-
quency domain packet scheduler needs an accurate estimation of the whole
channel quality. Based on scheduling algorithm chosen, the Channel Quality
Indicator can be reported in several ways.

It is important to underline that the uplink SC-FDMA technique puts some
additional constraints compared to downlink in the scheduling choice of PRBs.
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a given time. However, in a multi-path fading channel, the WCDMA/HSPA system experi-
ences SNR loss that is not accounted for in Figure 12.7. We also note from Figure 12.9 that
the performance of FSS is unaffected with increased frequency diversity. This is because
FSS can select users hitting peaks in frequency and time and avoid extreme downfades

Figure 2.10: Signal power variation in time and frequency

In fact, the single carrier characterization forces the scheduler module to al-
located continuous segments of PRBs among the whole bandwidth. The final
result is a lot less fragmented allocation table among the scheduled users (figure
2.11).

An overview of the uplink RRM functionalities and their interaction is given in Figure 8.13. 
As for the downlink, both uplink fast adaptive modulation and coding and frequency domain 
packet scheduler rely on frequency-selective channel state information (CSI). Uplink channel 
state information is estimated based on the SRS transmitted by the UE. The core of the uplink 
RRM functionality is the interaction between the packet scheduler, including fast Adaptive 
Transmission Bandwidth (ATB), and the so-called Link Adaptation (LA) unit, including Power 
Control (PC), adaptive modulation and coding and Outer-Loop Link Adaptation (OLLA). Buffer 
status reports and scheduling requests are also part of the core input to the uplink scheduler.

Interaction between the uplink dynamic packet scheduler and adaptive modulation and 
coding – The adaptive modulation and coding function is responsible for providing information 
to the packet scheduler on the channel state of a certain user in correspondence of a specifi c 
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Figure 2.11: Frequency allocation comparison in DL and UL due to SC-FDMA
constraints [13]

2.4.3 Packet scheduling policies
Several packet scheduling algorithms have been proposed in LTE, and especially
to correct handle VoIP traffic. These have to find the correctly balance between
user satisfaction (chapter 1) and efficient use of available data and control chan-
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nels.

Dynamic packet scheduling

The packet based nature of LTE suggests that each transmission between eN-
odeB and UE can be dynamically scheduled each time to exploit both time and
frequency diversity. Obviously this could be applied to VoIP traffic too, but it’s
mandatory to take into account that, although it allows flexibility and accuracy,
it can require a huge amount of L1 and L2 signaling, i.e. a resource request for
each VoIP packet. In fact a decision about transmission parameters, as well
as modulation and coding scheme, is made by Layer 2 each TTI. To achieve
high accuracy levels, it is possible to require a really frequent channel feedback
report on control channel, it will be described in section 2.4.4, but, in this case
the control overhead may become a limiting factor. It’s important to specify
that the scheduling decision is performed on a per user basis, even if the UE
has several data flows [13].

The greatest benefit of this solution, it’s the correct estimation of needed
resources in terms of modulation and coding scheme along the whole duration
of a talk spurt. In fact, if the frequency of the CQI reporting is appropriately
chosen according to AMR codec frequency, it’s possible to make a precise deci-
sion that exploits fresh and accurate values of channel quality feedback, limiting
the number of needed retransmissions.

Semi-persistent packet scheduling

To avoid control channel capacity limitations, 3GPP has adopted the semi-
persistent scheduling solution for voice type traffic [5]. The semi-persistent
packet scheduling includes some elements of persistent one like assigning a fixed
set of recurrent resource blocks that last for the whole talk activity, plus dynamic
scheduling for retransmissions and SID. When the scheduler detects a new talk-
spurt, it performs the choice about transport format, and regularly assigns
resources with a period conveniently chosen in accordance with AMR periodicity
[7]. The SPS decisions are performed by Layer 3 of the ISO/OSI stack, so
they require a slight higher delay to be completed. The resources persistently
allocated to the UE are implicitly released at the end of talk activity after
a configurable amount of empty transmissions [7]. Of course it’s possible to
renegotiate the allocation to perform a rough link adaptation in presence of an
high number of consecutive retransmissions.

The main downside of SPS are the less favorable performances given by the
decoupling between a fixed MCS and highly variable channel conditions. With
talk spurts length of 2s (table 3.4), it is easy to understand that the choice
made at the beginning of a talk-spurt is based on channel conditions that last
for a very short fraction of the talk activity. A possible method to reduce the
impact of fast power variation of signal and interference during the talk-spurt
length is to apply a preprocessing of the current CQI memory, to make more
conservative choices. Underestimating the channel quality, thus lowering the
modulation and increasing the coding level, makes possible to keep a low BLEP
during the whole talk-spurt.

28



CHAPTER 2. LTE 2.4. RRM

2.4.4 Channel quality feedback
In order to improve spectral efficiency and low transmission errors, scheduling
is performed adapting the modulation and coding scheme of the transmission to
the channel state between the eNodeB and UE. In downlink such information is
not directly accessible by the eNodeB, so the UE must deliver a channel quality
indicator (CQI) that consist of the highest MCS index that it can decode with
a block error rate below say, 10%. This index is the result of measurements
based on signal to interference-plus-noise ratio (SINR) estimated by listening
to some reference symbols. To achieve maximum frequency diversity gains in
DL, each UE should estimate the channel quality per PRB, across the whole
bandwidth. However a signaling policy like that, especially with VoIP traffic
where an high number of UE can be scheduled together, can lead to serious
issues with the control channel capacity due the amount of UL control channels
overhead that can reach 8% for 10MHz [13]. Hence, it is mandatory to reduce
the channel quality feedback in time or frequency domains. The time domain
reduction depends on the speed of the UE: with 3Km/h a periodicity of 5/10
ms should be a reasonable choice [9].

A simple method to reduce the control overhead in frequency domain is to
set a rougher granularity of the estimation. The frequency resolution of the
measurements is controlled by the eNodeB defining the number of contiguous
physical resource blocks (PRBs) [27] to estimate. The main frequency selective
schemes are:

• Wideband Feedback: only a single CQI value is sent for the whole system
bandwidth [13]. This modality allows a reduction of the number of bits
to report the channel condition, and therefore the signaling overhead, but
at the same time reduces the user frequency selectiveness to zero.

• Best-M Average: the UE estimates the channel quality of small groups of
PRBs and reports only a single value corresponding to an average of the
M best ones. In this case the overhead depends on the number of selected
PRBs.

• Full CQI reporting: the UE reports the channel quality of small groups of
PRBs [6] increasing the frequency selectiveness accuracy but at the same
time the signaling overhead.

It is possible to note that an important aspect of CQI reporting consists
of the uplink resource usage and optimization in terms of signaling overhead.
For this reason the eNodeB can select the periodicity of each UE CQI report,
according with the network condition, choosing between periodic or aperiodic
report [13]:

• Periodic CQI reporting: the eNodeB requires the CQI feedback on the
PUCCH in pre-defined time instant. The period can be set to 2, 5, 10,
16, 20, 32, 40, 64, 80, 160 ms or Off [27] and is configured via higher
layer signaling. The size of a single report allows to contain only little
information about the frequency channel state [13].

• Aperiodic CQI reporting: the eNodeB can instruct the UE to send an
individual CQI report [13] on the PUSCH when it needs precise channel
state information.
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Figure 2.12: Illustration of the three CQI reporting methods

In uplink the channel quality is estimated by the eNodeB requiring sounding
reference signals (SRS) from the UE. SRS can be considered a counterpart for
the CQI reporting but does not contain any type of feedback information like
the CQI. SRS is transmitted on the last symbol of the subframe on PUSCH as
a single or periodic transmission, with period from 2 to 320 ms [13]. To provide
flexibility, it is possible to choose different bandwidth options according with
the UE power characteristics. The configuration parameters are sent via higher
layer signaling.

2.4.5 LA and MCS
In general, in any cellular communication systems, the quality of the received
signal is compromised by different phenomena inherent to wireless environments,
like path loss, interferences, multipath propagation phenomenon. The objective
of Link Adaptation is to adapt the resource allocation to the user channel con-
dition, matching the transmission parameters such as modulation and coding
scheme (MCS), pre-coding as well as transmission power control for physical
channels [16], in order to avoid strong variations in the quality of received sig-
nal, to guarantee the required quality of service of each UE.

In the downlink transmissions, the eNodeB does not know the actual chan-
nel conditions of the UE, and for this reason, it can require a Channel Quality
Indicator (CQI) feedback from the receiver to be assisted in selecting an appro-
priate MCS. The modulation scheme chosen for LTE consists in different-order
QAM. In general, the eNodeB can select QPSK, 16-QAM and 64-QAM schemes
and different code rates [27] to achieve a trade-off between high data through-
put and low block error rate (BLER). Choosing a low-order modulation, the
eNodeB guarantees a more robust transmission but a lower bit rate. Contrary,
choosing high-order modulation the eNodeB allows higher data rate but lower
robustness. The code rate adapts the chosen modulation scheme to the channel
conditions in order to increase transmission reliability.

For uplink transmissions, the eNodeB handles the link adaptation in the
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same way of the downlink case, but instead of requiring CQI feedback, it can
self-estimate the supportable uplink data rate using Sounding Reference Signals
(SRSs) or base it on the past measured SINR. QPSK and 16-QAM can be
selected as modulation schemes and, for highest category of UE, also 64-QAM
[27].

2.4.6 Outer Loop Link Adaptation
The purpose of Outer Loop Link Adaptation (OLLA) is to make accurate
scheduling choices based on CQI reported values. In fact, scheduling policies
based only on these values, without any type of feedback control, are affected
by an amplified impact of quantization and reporting errors, thus don’t follow
the expected BLEP target. This is mainly due to the variations of the SINR
between the instant when the CQI is estimated, and the one when it’s used to
perform the scheduling decision.

Therefore the eNB applies a link adaptation algorithm that processes the
received CQI index before using it [25]. This quality control of transmissions is
based on the dynamics of ACK/NACK receptions of past ones. The schematic
functionality is given by an adjustable offset A applied to the perceived CQI
measure. If the first transmission receives an ACK, then the offset is decreased
by Adown dB (equation (2.2)).

A = A−Adown (2.2)

If a NACK is received, it’s increased by Aup dB (equation (2.3)).

A = A+Aup (2.3)

The CQI reports consist in an index word, so the eNB has to know the real
dB differences between CQI indexes. This is realized with a fixed conversion
table defined by 3GPP; each entry is denoted by fSINR(n) where n is the
received CQI index and n̂ the processed one 3. The CQI index processed by
link adaptation is:

n̂ = arg min
n̂

{fSINR (n̂)− (fSINR (n)−A)} (2.4)

With this approach it can be seen that the BLEP o first transmission is

BLEP = 1
1 + Aup

Adown

(2.5)

Controlling the ratio between Aup and Adown, results in controlling the trans-
mission BLEP, actuating more conservative choices in presence of high number
of NACKs, i.e. an high number of retransmissions.

2.4.7 HARQ
LTE adopts a physical layer retransmission combining, called Hybrid Automatic
Repeat Request (HARQ), to quickly and reliably provide data at physical layer,

3The tables defined by 3GPP follow the approximate property: fSINR(n) ' 1 · n dB
∀n ∈ [0− 31], i.e., the resolution of the CQI mapping table is approximately 1 dB.
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optimizing, at the same time, the network resources use. The HARQ uses
stop-and-wait (SAW) protocol. After a transmission, the transmitting entity
stops and waits for a positive or negative acknowledgment (ACK/NACK) before
transmitting a new packet or retransmitting the same one.

The HARQ entity must handle transmission, reception and retransmission
of transport blocks, and generation, reception and processing of ACK/NACK
signaling. During reception activity, the HARQ receiver entity tries to decode
the received packet and sends a feedback in the PUCCH. For negative acknowl-
edgment (NACK), the erroneous packet is saved on the receiver HARQ soft
buffer [5] waiting for a new copy to be send by the HARQ transmitter entity.
The two copies of the same packet are combined using chase combining (CC)
or incremental redundancy (IR) to obtain a single packet to be processed by
the decoder. With CC the retransmitted packet is exactly the same packet
of the first transmission [16]. By contrast, with incremental redundancy the
retransmission has different rate matching parameters [16].

Eight independent stop-and-wait HARQ parallel process can be active at the
same time in order to support continuous transmission. Each process handles a
separate stop-and-wait operation and an own buffer.

LTE supports two HARQ schemes: asynchronous adaptive for the downlink
retransmission and synchronous adaptive or non-adaptive for uplink retransmis-
sion. In synchronous scheme the retransmission can occur only in predefined
instants of time. So the eNodeB knows exactly when and which HARQ process
must be processed. In this way the scheduling signaling is not necessary if it is
on the same PRBs. In contrast, in asynchronous scheme the retransmission can
be scheduled in any instant to the initial transmission and for this reason an
HARQ process identifier must be sent to associate the retransmission with the
original transmission. Adaptive or non-adaptive means that in retransmission
MCS and resource allocation can or can not be changed at each retransmission
[27].

2.5 DRX/DTX functionalities
LTE provides a set of functionalities to make UEs to perform micro sleep events
either in RRC_IDLE or RRC_CONNECTED state, to be able to extend bat-
tery life though guaranteeing high QoS and connectivity. The actual imple-
mentation allows the UE to not constantly monitor the PDCCH every TTI,
but only during specific time interval set by higher layers. This solution pro-
vides benefits both in downlink and uplink because all the scheduling control
informations are transmitted on PDCCH. During non active states, the UE can
go into power saving states that dramatically decrease the power consumption
impact of the RF modem. Indeed LTE should be the reply to the oncoming
desire of continuous connectivity, where the user remains persistently connected
to the network for long time spans, with a generally low activity frequency of
transmission and reception, avoiding numerous connection establishments and
releases that induce overhead and delay [22].

The RRC plays a crucial role in the DRX/DTX management since it per-
forms the biggest part of parameters setting for each UE. These parameters are
listed in table 2.4.

The DRX functionality in RRC_CONNECTED state provides two DRX
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Table 2.4: DRX parameters

DRX Parameter Description
DRX Cycle Specifies the periodic repetition of an active

state that last for on Duration, followed by an
inactive period (figure 2.13)

On Duration timer Specifies how many subframes the UE should
be in active state when a new DRX cycle starts
(figure 2.13)

DRX Inactivity timer Specifies how many PDCCH subframes after
successfully decoding a PDCCH the UE must
remain active. It’s a simple method to keep
the UE alive, especially useful for bursty traf-
fic, not for regular one (like VoIP) (figure 2.13)

DRX Retransmission timer Specifies the maximum number of consecutive
PDCCH subframes the UE should remain ac-
tive to wait an incoming retransmission after
the first available retransmission time. Very
useful for asynchronous HARQ (figure 2.15)

DRX Short Cycle Specifies the periodic repetition of an active
state when the UE is under short DRX con-
dition, it’s a sort of discontinuous inactivity
timer (figure 2.14)

DRX Short Cycle timer Specifies the consecutive number of subframes
the UE must the UE shall follow the short
DRX cycle after the DRX Inactivity Timer has
expired (figure 2.14)

On Duration

DRX Cycle

On Duration

Inactivity Timer

DRX Cycle

Figure 2.13: DRX states
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On Duration

Long DRX Cycle

On Duration

Short DRX Short DRX

On Duration On Duration

Short DRX Cycle Timer

Figure 2.14: Long DRX Cycle and Short DRX Cycle

cycles that can be set for each UE. The long DRX cycle is used during UE’s
inactivity periods, when it only has to check the control channels and no re-
sources are assigned: every DRX Cycle the RF modem is turned on for On
Duration timer consecutive subframes to listen to the control channels. When
data activity is detected both in downlink or uplink, the eNB triggers the short
DRX cycle for UE, increasing the responsiveness and connectivity of UE. The
transitions between long and short drx schemes are trigged directly by eNB, or
timer driven.

Another DRX feature is related to the power saving during HARQ retrans-
missions: when the UE fails to decode a transport block of one of HARQ active
processes, it assumes that the next retransmission will take place at least after
DRX Retransmission timer, so it can go in power saving state without the needs
to listen to PDCCH.

On Duration

Long DRX Cycle

On Duration

Long DRX Cycle

HARQ RTT HARQ Timer

Figure 2.15: DRX states and HARQ retransmissions

It’s notable to understand that the RRC should take its DRX/DTX deci-
sions finding the best trade-off between power saving and responsiveness of the
UEs. There are numerous DRX/DTX policies implementable to find the correct
balance between those two purposes, and each one shows a different impact in
term of:

• flexibility and complexity of the solution

• entities that can control DRX/DTX parameters at various levels, taking
into account that decisions made by higher layers imply higher delays and
logic executions that often don’t worth doing them.
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• periodicity of parameters changes to allow a fast adaptation of the DRX
activity to the traffic parameters

Obviously, having an a priori knowledge of the traffic transferred between
eNodeB and UE can represent the key to reach high performance with a pa-
rameters set completely fitted to the data dynamics. For example, with an high
bursty traffic, like web browsing, it’s useless to constantly monitor the shared
data channel while user is reading a page, and can be useful to trigger a short
DRX period when user fetch another page, to provide a faster response. VoIP
traffic is high predictable and it shows a dynamic that can be fully exploited
when setting DRX parameters. For example, the On Duration timer can be set
to 1 subframe with a short DRX cycle of 20ms to totally fit the AMR codec out-
put. HARQ retransmission are not taken into account with DRX cycles because
they are performed at random instant that would force the DRX parameters
setting to worst case scenarios.

Also the CQI and SRS reporting functionality is bound to DRX parameters,
and takes power saving advantages when its periodicity and phase is equal to
DRX one.

For LTE, DRX could represent an important success factor due to its power
saving benefits, but it has to be tightly connected with all other RRC procedures,
since it actually takes out an user from the scheduling candidates set thus it can
reduce the multi-user packet scheduling gains. So it’s mandatory to set correct
DRX parameters that consider the multi-user scenario and user related QoS
needs, like latency and responsiveness.
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Chapter 3

Modeling

In this chapter we will analyze the actual implementation of the LTE features
described in chapter 2, and how we have modeled some of the system entities.

3.1 Simulator architecture
As previously introduced, the developed simulator is a MATLAB R©program,
that performs system level analysis working on two link level traces provided by
two Nokia Siemens Networks link level simulators. The script can handle a single
user simulation, with a fine tuned parametrization of the main characteristics
involved in our analysis. The main structure has been opportunely divided into
different stand-alone modules that try to emulate several entities involved in
a cellular transmission, guaranteeing the correct isolation of logic flows, and a
simpler inter-modules communication.

The whole structure is depicted in figure 3.1.

Link-level Simulation
Conversation 
Simulation

Global Loader

SINR trace Call trace
Offline

Online

Simulation parameter

Periodic CQI
handler

Scheduler handler 
Transmission 

handler
Retransmission 

handler
DRX/DTX 

manager

Results analysis

Speech model
Radio channel 

parameters

Figure 3.1: Simulator architecture

The main program is basically divided in two big sections: the first one
initializes all needed variables and buffers, plus the voice call trace. The call
dynamic is indeed defined offline, before the system level simulation, and it
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is an execution of a conversational speech model, obtained with a finite state
machine, explained in the next section.

After the definition of the input buffer dynamics, the main loop of the system
level simulation is then applied: all the required modules are called in order:
channel quality reporting handler, scheduler, transmissions handler, retransmis-
sions handler, DRX/DTX manager. The modularization of the script allows to
call different kind of scheduler as well as channel quality report policies, with
every possible combination. For each script cycle execution both downlink and
uplink section of simulator run simultaneously.

We now introduce the entities running during the simulation, explaining
them in details in the rest of chapter.

Channel quality feedback handler This module runs periodically, or it is
ad hoc triggered in particular configurations and events combination. The pur-
pose is to keep two memories for downlink and uplink of latest available values
of channel quality feedbacks. The refresh of values can be done following the
first or the third of the three policies explained in section 2.4.4. The simulta-
neous event of a CQI reporting and a transmission is forbidden to comply with
[5].

Scheduler Schedulers implementations consist in four instances of scheduling
entities dedicated to SPS/DS policies in DL/UL. The execution flow involves
a simple VAD that detects the presence of new data in the input buffer. This
event, in SPS module, triggers the scheduling systems in the particular Talk
Spurt Active state, needed to handle the periodical allocation of resources, and
their release. Another key feature linked to this state transition is the activa-
tion of short DRX/DTX condition. The scheduling trigger starts the analysis
of channel quality feedback memory to perform the MCS selection, with the
purpose of a 10% BLEP transmission. The successive step is the execution of
time and frequency domain scheduling policies described in section 3.6.

Transmission The transmission module is a very simple probability analysis:
to emulate the block error, we perform a calculation of BLEP value considering
the effective channel conditions of PRBs involved in the transmission (i.e. PRBs
allocated to the user in the current TTI). Then the success of failure of the
transmission is modeled with the inverse percentile transformation method.

Retransmission The retransmissions handler is implemented with a pool of
HARQ processes emulators, that can manage up to eight instances, as specified
by 3GPP. The scheduling of retransmission data involves different calculation
and actions compared to first transmissions one, but the transmission part is
pretty similar. However, a simple model of incremental redundancy (IR) inter-
venes in the BLEP calculus. Retransmission handler is able to communicate
with scheduler in SPS mode, to force an MCS renegotiation under particular
circumstances.

DRX/DTX manager The activity state due to DRX/DTX events is tracked
by this module, that provides interfaces to tune and reconfigure DRX param-
eters during the simulation, to trigger the UE in active state (emulating the
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power transition states delays too) and to check the instantaneous availability
for transmission. This module provides a detailed log of instantaneous and av-
erage power consumptions, that we use to evaluate the different configurations
under examination.

Next sections will illustrate and analyze the detailed functionalities imple-
mentations.

3.2 Conversational Speech: Brady Model
The first step for an accurate design and analysis of communication systems
is to model the voice traffic. In VoIP traffic, particularly, it is important to
understand how the speech process happens in a two-way phone conversation.
This means that talk-spurts, silences, double-talks, and all the interaction be-
tween parties, are statistically relevant as speech patterns. Much research has
gone into this area, from the simplest on-off states to a more complex models
based on Markov Chains, but the final result establishes that Markov process
can describe the conversational dynamic better than other [20].

It is also possible to differentiate each model considering their accuracy, i.e.
the ability to predict the length of ten speech events [20]: talk-spurt, pause,
double-talk, mutual silence, alternative silence, pause in isolation, solitary talk-
spurt, interruption, speech after interruption, speech before interruption. In this
scenario, the Six-State Markov Chain Model, also called Brady Model (figure
3.2), is of interest because of the ability to realize those aims [20], and for this
reason we consider Brady Model useful to model and generate the VoIP traffic
in our simulator.

The model considers speaker A’s behaviour, governed by Poisson process
[10], engaged in conversation with speaker B. There are six states A can be
in, at any instant of time. The transitions among those states are controlled
by the α parameters. Those parameters are not probabilities. However, if any
α is multiplied by dt, α · dt represents the probability that A will leave the
state where it is in, at a given instant, to another one, during the next dt
seconds: ´´transitional” probability [10]. Since A’s behaviour can be see as a
succession of Bernoulli trials [10], the transitions between two states, and so the
correspondent α parameters, are functions only of the state where A is in, and
not of the duration of occupation of a state. The only exception for this rule
is actuated to guarantee silences > 200ms and talk-spurt > 15ms, modifying
some model’s parameters to block the states transitions for at least 200 ms when
A is in a silent state, and 20 ms when A starts to talk.

Once the conversation dynamics is defined, it is necessary to translate it into
a bit stream in order to simulate the effective voice transmission process in a
packet network system. 3GPP defines the Adaptive Multi-Rate speech codec as
mandatory codec for 3G systems. For this reason we choose the AMR codec to
generate voice frames in our simulator, following the codec parameters defined
in [24] table 3.1.

In conclusion, the final traffic model considers a generic user A engaged in a
two-way conversation with another user B. Every TTI A can be in one of the six
states defined by the Brady Model. The AMR speech codec generates a voice
frame of 320 bits every 20 ms and a SID frame of 120 bits every 160 ms after
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State 1
A talks, B silent

State 2
Double Talk,

A is interrupted

State 3
Double Talk,

B is interrupted

State 6
B talks, A silent

State 4
Mutial Silence,

A spoke last

State 5
Mutial Silence,

B spoke last

A talks, B is in silent

B talks, A is in silent

A and B are both talking

A and B are both silent

α1,2

α2,1

α3,1
α2,6

α6,3 α3,6

α4,6

α5,6

α6,5

α5,1

α1,4α4,1

Figure 3.2: Brady model

Table 3.1: Main parameters of the traffic model

Parameter Characterization
Codec RTP AMR 12.2,

Source rate 12.2 kbps
Encoder frame length 20 ms
SID payload Modelled

15 bytes (5Bytes + header)
SID packet every 160ms during si-
lence

Protocol Overhead with
compressed header

10 bit + padding (RTP-pre-header)
4Byte (RTP/UDP/IP)
2 Byte (RLC/security)
16 bits (CRC)

Total voice payload on air
interface

40bytes (AMR 12.2)
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the talk-spurt end, both for A user and B user. As concern the A’s behaviour,
it is handled as a succession of Bernoulli trials. So a one-step state transition
matrix is defined in order to identify the allowed state transitions and their own
probabilities, where the definition of the transitional probability is:

P {Si → Sj} = αij · dt (3.1)
The state transition parameters are defined in Table 3.2:

Table 3.2: State transition parameters for the Brady model

α1,4 α3,1 α2,1 α4,1 α5,1 α1,2
α6,5 α2,6 α3,6 α5,6 α4,6 α6,3

0.7941 2.157 2.325 2.222 1.044 0.2785

In order to respect the condition the talk-spurt must be at least 20 ms and
to follow the encoder frame length, the value of dt has been chosen to be 20 ms.
The normalized transition probability matrix P therefore is:

P =


98, 9274 0, 2785 0 0, 7941 0 0
2, 3245 95, 5183 0 0 0 2, 1572
2, 1572 0 95, 5183 0 0 2, 3245
2, 2222 0 0 96, 7340 0 1, 0438
1, 0438 0 0 0 96, 7340 2, 2222

0 0 0, 2785 0 0, 7941 98, 9274

 (3.2)

It is possible to identify the steady state probabilities vector π with:

π = lim
k→∞

[P ]k (3.3)

that gives the following results:

Table 3.3: Steady state probabilities

P1 P2 P3 P4 P5 P6

38,31 2,38 2,38 9,31 9,31 38,31

and the expected permanence time in each of the six model’s state:

E [Tj ] = 1
1− Pjj

(3.4)

Table 3.4: Permanence time

P11 P22 P33 P44 P55 P66

1,8646s 0,4463s 0,4463s 0,6124s 0,6124s 1,8646s

The distributions of silence and active state occupancy duration and their
expected permanence time are shown in figure 3.3.
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Figure 3.3: Brady model silence and active state occupancy duration

3.3 VoIP characterization
Once defined the voice activity model, it’s indispensable to define how voice
signal is digitalized and packeted to be fit to a packet switched network like
LTE.

Adaptive Multirate (AMR) is an audio compression scheme realized for
speech coding. It includes a multirate speech codec, a rate scheme controlled
by source helped by a voice activity detector (VAD), a comfort noise generator
and a set of functionalities for error masking. Available source rates are from
4.75kbps to 12.2kbps with a sampling rate of 8kHz. The rate setting can be
adapted every 20ms, i.e. the period of packet generation. During silence peri-
ods, Silence Descriptor (SID) packets are generated with a periodicity of 160ms.
The simulator uses a fixed 12.2kbps source rate, and applies ROHC that reduces
protocol total overhead and compressed headers to the values indicated in table
3.1.

VoIP is a conversational class service: it bases its satisfaction criteria on
mouth to ear voice delay induced by all network’s interfaces. In fact, unlike
full buffer traffic like web browsing, it needs real-time responsiveness and a
guaranteed bit rate with tight delay constraints. The maximum mouth to ear
delay acceptable without limiting the user interactivity is in the order of 150ms
as said in chapter 1. The E-model rating graph (figure 1.1) classifies the users
satisfaction based on the percentage of packets received with a certain amount
of delay.

This delay budget must be divided among the segments of network located
between sender and receiver equipments. The simulator analyzes the total air-
interface delay including scheduling delay and first transmission plus HARQ
retransmissions: all packets that take more than 50ms to be transferred both in
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downlink and uplink are discarded. In wireless communication systems, the loss
of a small fraction of the data it’s unavoidable. With VoIP traffic, the standards
mark users as satisfied if not exceeding a 5% outage. For LTE, an outage of 2%
of packets that exceed the delay budget during a call, is considered.

Another metric to evaluate the performance of the simulated system is the
maximum amount of satisfied users loadable into it.

3.4 UE mobility: radio channel
After defining voice behaviour, it is necessary to focus the user in a possible
radio channel experience. 3GPP establishes three different types of channel
model for this purpose: Typical Urban, Rural Area and Hill Terrain channels
[2].

Both for the downlink that the uplink, we choose Typical Urban as channel
trace with 10 MHz of bandwidth and suppose the user is moving along the cell
edge with a speed of 3km/h. We choose the cell edge condition to assume the
worst situation for an UE, in fact this is the cell part affected by the highest
interference given by neighboring cells signals. The whole channel bandwidth is
divided in 50 PRBs, but only in downlink is possible to allocate all the PRBs
for the user dates. In uplink the 2 PRBs at the bandwidth edges are reserved
for control transmissions.

In downlink, the G-factor is set to 0 dB, during the whole simulation. The
G-factor is defined as:

Gfactor = PeNB

PI + PN
(3.5)

where the PeNB is the eNodeB power, PI is the cell interference power and
PN the power noise perceived by the UE. The figure 3.4 shows the channel
selectivity.

For the uplink the user overall path gain is -125.65 dB. The trace gives infor-
mation about the UE signal power on each 48 PRBs and relative interference.
The figure 3.5 shows the final SINR trace for each PRB obtained as:

SINRP RBi = PSi

PIi

(3.6)

where SINRP RBi the SINR for the i-th PRB in TTI j and PSi is the signal
power of that PRB in TTI j and PIi the correspondent interference power.

Both the traces used in the simulator are obtained as a link level system
simulation and are modeled with the parameters in Table 3.5

Since the downlink and uplink link-level traces are produced by two different
simulators, we have checked that DL and UL signal properties are compatible
with the assumed position of UE at the cell edge. For this reason we used figure
3.6 to map the uplink average SINR with the corresponding G-factor value. The
red point shows the UE working point.

Figure 3.7 compares the average SINR of downlink and uplink trace. It is
possible to note the faster variance of channel condition and lower values of
uplink SINR.
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Figure 3.4: Downlink SINR trace

Figure 3.5: Uplink SINR trace
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Table 3.5: Simulator traces parameters

Parameter Value
Call time length 80s
Trace time length Downlink 11000ms

Uplink 1100ms
Antenna scheme 1× 2(MRC)
Temporal resolution 1ms (1TTI)
Bandwidth Downlink 10MHz

Uplink 10MHz
Frequency resolution Downlink 1 sub-carrier (15kHz)

Uplink 1 PRB (180kHz)
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Figure 3.6: Downlink G-factor versus average UL SINR. Red point shows UE’s
working point
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3.5 Link Adaptation
As seen in section 2.4.5 the knowledge of the channel state is a prerogative for the
eNodeB to handle the link adaptation in LTE. The model of link adaptation
we propose and implemented in our simulator bases its decision on CQI and
SRS reported by the UE. In downlink transmission, the CQI gives informations
about the user channel condition as indication of the highest MCS that ensures
BLER ≤ 10%. That indication is correlated to the user SINR as illustrated in
figure 3.8.

So the reported MCS index allows to achieve the BLER target with the
value of SINR evaluated in the measurement process as a geometric average of
N contiguous PRBs, where N is the frequency resolution:

SINRAV G = (
N∏
i

SINRi(t))
1
N (3.7)

The frequency resolution is set according to the chosen policy for time and
frequency domain schedulers. The periodicity is instead related to the packet
scheduling algorithm and can be selected by the eNodeB among the following
types:

1. Periodic CQI reporting (both for semi-persistent and dynamic scheduling)

2. Periodic CQI reporting and Aperiodic CQI reporting required for MCS
reconfiguration (only for semi-persistent scheduling)

3. Periodic CQI reporting and Aperiodic CQI reporting required at talk-
spurt beginning (only for semi-persistent scheduling)

45



CHAPTER 3. MODELING 3.5. LINK ADAPTATION

0 0.5 1 1.5 2 2.5 3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

linear SINR

B
L

E
P

 

 
QPSK 1/2
QPSK 3/5
QPSK 2/3

BLEP Target

Evaluated SINR

Chosen MCS
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4. Periodic CQI reporting and Aperiodic CQI reporting required at talk-
spurt beginning and for MCS reconfiguration (only for semi-persistent
scheduling)

Those types have been proposed in order to evaluate the impact of different
CQI reporting strategies on final BLEP and packets delays. In our study we will
not consider CQI measurement errors but we will take into account reporting
delays. Those delays are due to the time interval between the instant the CQI
is evaluated in, and the instant when it is actually used by the eNodeB. The
feedback inaccuracy affects the link adaptation causing a wrong MCS selection
and consequently high BLER. For this reason it is mandatory to adopt some
solutions to be able to achieve a BLER ≤ 10% like Time and Frequency Ag-
gressiveness and Outer Loop Link Adaptation, that will be introduced in section
3.6. The following scheme (figure 3.9) summarizes the link adaptation that is
performed in downlink and uplink.

1. Channel measurements
2. Preferred MCS choice

1. T/F aggressiveness /OLLA 
2. MCS choice
3. Allocation

CQI

SRS

Figure 3.9: Link Adaptation Scheme

In uplink transmission, the eNodeB makes its own MCS evaluation according
to the SRS sent by the UE. The selection process of the MCS index is the same
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of that made in downlink, but handled by the eNodeB. The evaluated SINR in
this case is obtained considering the sounding signal value and the corresponding
interference. Furthermore the eNodeB can choose the SRS periodicity between
the following two types:

1. Periodic SRS reporting (both for semi-persistent and dynamic scheduling)

2. Periodic SRS reporting and Aperiodic CQI reporting required for SRS
reconfiguration (only for semi-persistent scheduling)

The considered MCS and the corresponding values of PRB size for downlink
and uplink are summarized in table 3.6

Table 3.6: MCSs for DL and UL

MCS DL PRB size (bits) UL PRB size (bits)

QPSK 1/10 Not used 30
QPSK 1/6 Not used 50
QPSK 1/5 59 Not used
QPSK 1/4 74 75
QPSK 1/3 98 99
QPSK 2/5 118 Not used
QPSK 1/2 147 149
QPSK 3/5 176 Not used
QPSK 2/3 196 199
QPSK 3/4 221 224

16QAM 2/5 236 Not used
16QAM 9/20 266 Not used
16QAM 1/2 296 296
16QAM 11/20 325 Not used
16QAM 3/5 355 Not used
16QAM 2/3 394 394
16QAM 3/4 443 443
16QAM 4/5 473 Not used
16QAM 5/6 493 493

64QAM 1/2 Not used 444
64QAM 3/5 532 Not used
64QAM 5/8 554 Not used
64QAM 2/3 591 592
64QAM 17/24 628 Not used
64QAM 3/4 665 666
64QAM 4/5 710 Not used
64QAM 5/6 739 740
64QAM 7/8 776 Not used
64QAM 9/10 798 Not used

3.6 Scheduling
The modeled scheduler entity, as described in section 2.4.2, firstly works in time
domain to calculate a subset of all possible candidates to be scheduled in the
next TTI. Then applies an allocation algorithm to guarantee fairness among
users, and utilize all the resource units available in the best way.

The simulator supports two type of scheduling algorithms that exhibit differ-
ent behaviors for both time and frequency domains, dynamic packet scheduler
and talk-spurt based semi-persistent packet scheduler.
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Both of them, in time domain, firstly choose among users scheduled for the
next TTI: the choice is a combination of HARQ pending processes and normal
transmissions. Although the simulator runs a single user per time, it is able to
emulate other users requests, filling the transmission and retransmission queues
pools with data obtained with other asynchronous simulations. The simulator
scheduler checks if there are enough resources in current TTI to be able to
transmit a single VoIP packet (assuming packet bundling and segmentation is
not implemented).

Successive steps, in frequency domain, are emulated through an allocation
algorithm that finds the best position for the needed PRBs. Scheduling activity
is mainly based on a memory of channel quality indicators: the benefits from
FDPS are maximized when the CQI reporting provides a reliable estimation
that helps making a conservative predictive choice.

One of the main purpose of this report, is to investigate the actual pros
and cons of two different approaches finding the best trade-off between network
signaling load and scheduling accuracy. The following sections explore the actual
implementation of dynamic and a semi-persistent scheduling in the simulator

3.6.1 Dynamic packet scheduling
The dynamic packet scheduler implementation extends the time domain selec-
tion of candidate users with a control that limits the cardinality of SCS to ten
user, caused by the total amount of control channels and consequentially the
amount of UEs the eNodeB can manage together in a single TTI.

The selection of best frequencies for each UE, i.e. candidates PRBs, is
based on a ranking function that exploits the CQI granularity over the whole
bandwidth. The minimum value of CQI granularity of 3 PRBs is adopted.
The implementation is a simple stack of 3 adjacent PRBs groups #IDs, orderer
by latest available value of CQI, popped each time other PRBs are needed or
the current ones are already allocated. The total amount of needed PRBs is
evaluated by the simulator to fit a VoIP packet with the MCS reported by link
adaptation algorithm. If the number of needed PRBs exceeds the available ones
in the current TTI, the schedulers skips it by one TTI.

The scheduler implementation deals with the DRX/DTX control entity too.
When a new talk-spurt activity is detected, i.e. when new packets are queued
into the transmission buffer, it triggers the short DRX cycle, to ensure a co-
herent periodicity and synchronization of DRX/DTX active states and codec
packets. The return to normal long DRX/DTX cycle is automatically performed
when transmission buffers and HARQ processes buffers are empty for a relevant
amount of time.

Outer loop link adaptation analysis

To guarantee high transmission quality and BLEP target, the adopted solution
under dynamic scheduling is outer loop link adaptation (OLLA). As described in
2.4.6, OLLA aims to adapt the MCS to the actual channel condition, processing
the information provided by the CQI reporting. Since all the analysis are made
considering linear SINR, the equations (2.2) and (2.3) have been modified to
(3.9) and (3.8):
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Figure 3.10: Dynamic Scheduling flow chart
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Aoff = Aoff ∗Aup (3.8)

Aoff = Aoff

Aup
(3.9)

OLLA works as a digital discrete controller whit Aup and Adw control vari-
ables and their proper values must be identified in order to guarantee the target
tracking. The following analysis are made considering a single user at the cell
edge with channel state conditions described in 3.4. We will consider the effect
of different value of Aup and Adw on BLEP for growing values of CQI reporting
period. Table 3.7 sums up the simulation parameters.

Table 3.7: Simulation parameters Sim #3.1

Simulation parameter Value
Simulation Time 80 s
CQI granularity 3 PRBs
Bandwidth 10 MHz
BLER target 10%
Aup 1(0dB), 1.0116(0.05dB), 1.0233(0.1dB),

1.1220(0.5dB), 1, 2589(1dB)
CQI Reporting [5, 10, 15, 20, 25]ms
SRS Reporting [5, 10, 15, 20, 25]ms
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Figure 3.11: DS - BLEP trend in downlink for different Aup values and different
CQI reporting periods
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Figure 3.11 compares the downlink final BLEP trend using different values of
Aup with the one with OLLA disabled. The convergence to the BLEP target is
almost guaranteed for each value of Aup and different periods of CQI reporting.
The delay in CQI reporting affects the precision of the MCS selection because
of the basic inaccuracy of the channel condition reports. That is clearly shown
in the case without correction.

In case of long CQI reporting periods (in order of 20/25 ms), an increased
control action Aoff can still provide the target tracking. However, higher values
of Aoff result in a too fast and very less accurate control action: if the CQI
reporting delay is high (> 25 ms), the control can start to oscillate around the
optimal value, becoming unable to stabilize itself, and finally increasing the
overall BLEP.
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Figure 3.12: DS - BLEP trend in uplink for different Aup values and different
CQI reporting periods

The results concerning uplink statistics are shown in figure 3.12. The values
of BLEP are higher than downlink case because of the higher variance of the
uplink SINR trace (see figure 3.7 in section 3.4), but a step of 1.1220 (0.5 dB)
or 1.2589 (1 dB) is still able to make the controller to track the BLEP target.
Therefore, for the following simulation we will consider Aup = 1.1220 (0.5) dB
and Adw = 1.0129 (0.0556 dB).

It’s interesting to review how different values of OLLA offset change the
control behavior and how it is reflected over the average number of per user
assigned resources.

As explained before, high values of Aoff can assure the BLEP target by
means of a big control action. That means the perceived SINR is significantly
reduced and consequently the link adaptation provides a lower MCS to guaran-
tee reliable transmissions. The final result is an increased number of assigned
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PRBs (figure 3.13 and 3.14).
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Figure 3.13: Downlink average number of assigned PRBs with OLLA offset and
channel quality reporting period variation

3.6.2 Semi-persistent Packet Scheduling
The time domain scheduling implementation in semi-persistent scheduling is
slightly different from dynamic one. The considered SPS modality is talk-spurt
based, so a sort of VAD functionality helps to distinguish the talked parts of the
call trace both in downlink and uplink. A the beginning of every new detected
talk-spurt, the scheduler triggers a periodic (with appropriate periodicity) al-
location of PRBs and a simultaneous message to DRX/DTX entity. The fixed
allocation of resources in a talk spurt can still be forcibly released if to many
retransmission events occurs. This is due to an evident bad MCS selection
performed in a transitive good quality channel condition that results in an over-
estimation. In this case, a special procedure, we address as MCS reconfiguration
is triggered: if eight first transmissions suffer from failures, the scheduler releases
the allocated PRBs and restarts the MCS selection algorithm, taking care to
adopt an higher order modulation or coding scheme. This procedure can be
performed channel blindly too, if no CQI report are requested, only increasing
the coding scheme.

The CQI reporting mode, chosen for SPS simulations, is Wideband CQI,
so SPS can not exploit frequency diversity. The actual attempt is based on
the statistical analysis of the common channel fading dynamics among the con-
sidered bandwidth. In fact, as seen in figure 2.10, there are lots of groups of
adjacent PRBs that share poor channel conditions: the statistics suggests that
the choice of non adjacent PRBs over the full bandwidth increases the chance
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Figure 3.14: Uplink average number of assigned PRBs with OLLA offset and
channel quality reporting period variation

to find high SINR portion of that, exploiting the maximum frequency diver-
sity, when detailed informations of quality are not available [9]. The algorithm
can be configured to use a fixed PRBs distance or calculate it dynamically: in
the latter modality it makes use of values of allocated bandwidth, number of
needed PRBs, and the allocation table for the concerned TTI to try to find a
possible allocation, recursively skipping PRBs already assigned to other users
and reducing PRBs spacing to avoid fragmentation of the set of available ones.
Frequency hopping for SPS allocations is not implemented.

As specified in [5] SPS allocated resources are implicitly released when a
configurable amount of them are not actually used. The release of resources
coincide with the end of shortDRX condition too.

Time and Frequency Aggressiveness analysis

As previously explained, the SPS needs a conservative MCS choice to cope with
the channel condition variations. The adopted solution provides to lower the
user perceived SINR. Since the eNodeB receives channel state informations as
MCS index, equation (2.4) relates the SINR value to be processed in order to
choose a new more conservative MCS. The first processing step is a low pass
filtering of the SINR reported by the UE in time domain:

SINRi
filtered = SINRi−1

filtered · (1− α) + SINRi
cqi · α (3.10)

where SINRi
cqi is the reported SINR, SINRi−1

filtered is the previous low pass
filtered simple, and α the smoothing factor that we will refer to as Time Ag-
gressiveness from now on.
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The second step is a frequency reduction of SINRi
filtered:

SINRproc = SINRi
filtered · β (3.11)

where β is a reduction factor we will call Frequency Aggressiveness.
The values of Frequency and Time aggressiveness can be chosen in [0,1]. So

an accurate analysis is needed to find the best values in order to achieve the
BLER target of 10 %. The simulation assumption are shown in table 3.8.

Table 3.8: Simulation parameters Sim #3.2

Simulation parameter Value
Simulation Time 80 s
CQI reporting scheme Wideband CQI
Bandwidth 10 MHz
BLER target 10%
Time Aggressiveness [0, 9 : −0.1 : 0, 6]
Frequency Aggressiveness [1 : −0, 05 : 0, 6]
CQI Reporting 60ms
SRS Reporting 20ms

We consider a single user at the cell edge with a channel state for downlink
and uplink described in 3.4. The eNodeB requires a periodic CQI and SRS
reporting respectively every 60 ms and 20 ms; an aperiodic CQI is required for
talk-spurt beginning and MCS reconfiguration and an aperiodic SRS reporting
for MCS reconfiguration.

All the possible combination are made considering value of Time aggressive-
ness between 0.9 and 0.6 with 0.1 of resolution and Frequency Aggressiveness
between 0.1 and 0.6 with 0.05 of resolution. Each simulation is repeated 10
times.

Figure from 3.16 to 3.23 show the BLEP trend for each combination, in
downlink and uplink transmission. We can see the BLEP is reduced lowering the
frequency aggressiveness and the value of 0.65 seems to be the maximum value
to guarantee a BLEP around the target of 10 % for downlink transmission. In
uplink, instead, no values of frequency aggressiveness can ensure the convergence
to the target. Nevertheless, we can allow a transmission with a BLEP around the
target only choosing 0.6, or lower, as frequency aggressiveness. As concern the
time aggressiveness, it can reduce the variance of BLEP values. That allow to
increase the probability to have a BLEP closer to the target with less varibility.

The frequency aggressiveness effect is an under estimation of the channel
state that provides a more conservative MCS choice at the beginning of the
talk-spurt, as shown in figure 3.24, in order to cope with lower channel condition
during the talk-spurt. In fact, we can see that a processed WB-SINR higher
than the one perceived by the UE causes an higher BLEP in transmission.

At the same time we can not use too low values of frequency aggressiveness
because that means a lower MCS selection and so a higher number of allocated
PRBs for the UE during the talk-spurt (from figure 3.25 to 3.28).

As we can see in figures from 3.25 to 3.28 the bottleneck is the uplink. Con-
sidering 10 MHz of bandwidth there are 48 allocable PRBs and if the eNodeB
sets the frequency aggressiveness to 0.6 the allocated PRBs are 8 for one UE,
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Figure 3.16: Downlink BLEP trend with Time Aggressiveness = 0.9
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Figure 3.17: Downlink BLEP trend with Time Aggressiveness = 0.8
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Figure 3.18: Downlink BLEP trend with Time Aggressiveness = 0.7
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Figure 3.19: Downlink BLEP trend with Time Aggressiveness = 0.6
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Figure 3.20: Uplink BLEP trend with Time Aggressiveness = 0.9
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Figure 3.21: Uplink BLEP trend with Time Aggressiveness = 0.8
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Figure 3.22: Uplink BLEP trend with Time Aggressiveness = 0.7
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Figure 3.23: Uplink BLEP trend with Time Aggressiveness = 0.6
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Figure 3.24: a) BLEP trace during talk-spurt in a generic call; b) Real WB-
SINR versus estimated WB-SINR in the same talk-spurt
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Figure 3.25: SPS - Average number of allocated PRBs in downlink and uplink
transmission, Time Aggressiveness = 0.9
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Figure 3.26: SPS - Average number of allocated PRBs in downlink and uplink
transmission, Time Aggressiveness = 0.8
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Figure 3.27: SPS - Average number of allocated PRBs in downlink and uplink
transmission, Time Aggressiveness = 0.7
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Figure 3.28: SPS - Average number of allocated PRBs in downlink and uplink
transmission, Time Aggressiveness = 0.6

so the 16% of the resources are used only by that user in a TTI. If we consider
20 ms, i.e. the vocal frames generation interval for AMR codec, the number of
schedulable users at the cell edge, talking at the same time, is 120. Obviously it
is an ideal case because it is necessary to consider also other factors like other
different traffic types, dynamically scheduled users etc., so the number of users
at the cell edge that can be scheduled with semi-persistent scheduling should
be much lower than 120 in 20 ms.

3.7 Transmission and HARQ Retransmission
In order to estimate downlink transmission quality and performance we choose
Exponential Effective SINR Metric (EESM) to find the instantaneous channel
condition as an effective SINR value. The Actual Value Interface (AVI) is used
to obtain the received BLER as a function of the effective SINR and the MCS
chosen by means of the link adaptation (figure 3.29).

The EESM model is represented by equation (3.12).

EESM = −β ∗ log(
N∑
i

e
−γi
β ) (3.12)

where β is a parameter obtained from link-level simulations for each adopted
MCS, γ is the SINR of the i-th sub-carrier and N is the number of sub-carriers
allocated for the UE.

In uplink transmission, it is not possible to use EESMmapping because of the
different digital modulation scheme, based on SC-FDMA instead of OFDMA.
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Figure 3.29: Downlink BLEP AVI curves

An alternative mapping scheme that involves a Maximum Ratio Combining
(MRC) receiver can be applied to map the channel conditions into a single
value of SINR. This algorithm is based on the knowledge of both signal and
total interference powers the UE perceives on individual portions of bandwidth:
the MRC functionality is represented by equation (3.13).

SINR =
∑N

i Si∑N
i Ii

(3.13)

where Si is the i-th PRB signal and Ii the relative interference, and N is
the number of PRBs assigned to the UE. Like in downlink that value maps the
correspondent BLER using the AVI approach (figure 3.30).
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Figure 3.30: Uplink BLEP AVI curves
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The final BLER gives a probability of transmission success or failure.
The acknowledgment for the packet at the TTI n is received after 4 TTI

from the transmission. In case of NACK the packet is stored in the HARQ soft
buffer and the HARQ transmitter entity will handle the packet retransmission.
The processing time is set to 4 ms. So the UE can be scheduled at the TTI n
+ 8 (HARQ round trip time), both for downlink and uplink (figure 3.31).

Packet 1 NA
CK

RTX Packet 1

HARQ RTT

HARQ RTT

Figure 3.31: HARQ: The user can be scheduled at least after 8 ms

In downlink we adopt asynchronous adaptive scheme whereas synchronous
adaptive scheme in uplink. Hence, both need a new link adaptation and a
new MCS, but in downlink the packets can be scheduled as soon as possible
(figure 3.32), in uplink, instead, there are predefined time instant to send the
retransmissions.
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Figure 3.32: Downlink HARQ: the packet retransmission can be scheduled at
least after 8 ms

After each retransmission the HARQ receiver entity combines the old packet
with the new one and an improvement of the BLER is expected.

Because of the adaptive HARQ, a new MCS is chosen every retransmission
considering the channel state. The model we adopt to improve the expected
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Figure 3.33: Uplink HARQ: the packet retransmission can be scheduled only
after 8 ms

BLER is based on a simple recursive SINR sum:

SINRHARQ =
N∑
i

SINRi (3.14)

where the SINRHARQ is the combined SINR after N transmission of the
same packet. Since we consider IR as our combining strategy, each retransmis-
sion provides the receiver extra information, improving the final BLER. Hence
the value of SINRN−1 is a gain for the actual SINRN perceived by the UE
and allows to simulate a shift of the SINR vs. BLER curves (figure 3.34).

We also set to 4 the maximum number of allowed transmission for each
packet after which the packet is considered lost, as defined in LTE.

3.8 Power consumption
The UE power consumption depends by different components like active pro-
cesses, display, applications, amplifiers, etc. Because of the impossibility to
simulate all those factors we adopt a simplified model referred only to the RF
modem power consumption based on the one described in [22]. In our study we
need to consider both downlink and uplink behaviour. Hence, the model rep-
resented in figure 3.35 is modified with uplink power parameters from internal
NSN specification [23].

The model identifies three main activity states: Deep Sleep, Light Sleep, Ac-
tive, and include also fixed state transition times and relative power consump-
tion. Those transition states are necessary to describe the circuit activation
time between off and active state and are aligned to the simulator resolution
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Figure 3.35: Power Consumption Model

66



CHAPTER 3. MODELING 3.8. POWER CONSUMPTION

set to 1 TTI. In active state it is possible to define three UE behaviour related
to data reception, data transmission and control channel decoding. The value
of power consumption for each main state are reported in [17] as a arbitrary
average values.

In active state with data receiving we take into account packet reception, ac-
knowledgment reception, and scheduling request response from the eNodeB. As
concern the uplink behaviour, the active state considers data transmission, ac-
knowledgment response, scheduling grant request, CQI and SRS report send by
the UE. The power consumption value is not defined in [17] hence we arbitrary
choose 3000 mW.

The information described above are utilized to calculate a power consump-
tion average of the UE during the whole simulation.
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Chapter 4

DRX/DTX with SPS

As previously explained, the target of this study is to analyze DRX/DTX
strategies and performance for VoIP traffic in LTE, under two different packets
scheduling algorithms. In the following chapter we start analyzing the UE per-
formance under semi-persistent scheduling. This scheduling algorithm seems to
be able to easily handle the allocation of periodic network traffic like VoIP. At
the same time, because of the resource preallocation, the SPS can not adapt
each transmission to the channel condition state. For this reason the first fol-
lowing analysis will be carried out through the SPS performance evaluation in
terms of BLER target tracking, both for downlink and uplink. Afterwards, the
analysis will be focused on the DRX/DTX functionalities performance to verify
the impact on power consumption saving and packets delays. The purpose is to
find out a set of parameters able to guarantee the best trade off between battery
saving and user satisfaction.

The analysis will be lead by means of the Matlab R©simulation tool we de-
veloped for the aim. Both user uplink and downlink behaviour will be carefully
analyzed.

4.1 Modeling Assumptions
The simulations will be carried out from the point of view of a user that is moving
along the cell edge with a velocity of 3 km/h, engaged in a bidirectional call
with another user, whose call dynamics is defined by the Brady Model (section
3.2). Link adaptation and packet scheduling are implemented in detail as well as
the UE DRX/DTX functionalities. The channel radio conditions are simplified
assuming a single cell scenario as described in section 3.4: a SINR trace with
Gaussian G-factor distribution set to 0 dB describes the UE channel experience
in downlink, and a signal power trace and relative interference describes the one
for the uplink.

The packet scheduler can handle different users in time and frequency do-
main, allocating resources among them and trying to ensure a transmission
BLER below 10%, both for downlink and uplink. The scheduler must also take
into account the UE’s DRX/DTX behaviour in order to syncronize the user
scheduling with DRX/DTX active states.
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Uplink scheduling request delay, processing delay, air interface delay and
network jitter are considered, respectively of 14 ms, 3 ms, 1 ms and [1 : 3] ms.

For the power consumption we will refer to the model described in section 3.8.
Since the values reported in section 3.8 are indicatives, we can not consider the
final power consumption value as reliable but it gives an important indication
of the power consumption trend under the scenarios we are going to analyze.

The HARQ entity can handle max 8 stop-and-wait processes. Every retrans-
missions can be scheduled after 8 ms the first packet transmission, as described
in section 3.4. The max number of consecutive transmissions for a packet is
set to 4 and it is possible to perform a MCS reconfiguration after 8 first packet
consecutive transmissions failures, also without CQI or SRS reporting request.

The system performance will be evaluated in term of power consumption and
user satisfaction. i.e. the number of dropped packets due to a transmission
delay higher than 50 ms.

4.2 SPS performance without DRX/DTX
We start analyzing a single and multiple users scenario without considering
DRX/DTX strategies to verify the SPS performance in presence of a generic
user at the cell edge. The proposed solution has been shown in section 3.6.2
to guarantee reliable transmissions under variable channel condition for pre-
allocated resources during the talk-spurt. The previous analysis indicates that
the time and frequency aggressiveness can provide the BLER target only if the
UE ’s perceived SINR is reduced at least to 65% of the orginal value in downlink
and 60% in uplink, in order to choose a more conservative MCS.

In the following simulations, time and frequency aggressiveness are set to
corresponding value of 0.7 and 0.6 respectively. All the CQI and SRS strategies
described in 3.5 will be considered in order to verify if and how the CQI and
SRS reporting periodicity can influence the final BLER, the packets delays and
the power consumption.

4.2.1 Single user scenario
The aim of this scenario is to analyze the SPS performance in a ideal case where
only a single user has to be scheduled in the cell. That means the scheduler can
use all the network resources to handle the user.

More frequent CQI reporting is supposed to assure better channel condition
knowledge. With SPS scheduling the link adaptation is handled only at the
beginning of each talk-spurt, so a too much frequent periodic CQI reporting
should not be necessary. For this reason the period is set to 60 ms. In single
user scenario, a CQI reporting at talk-spurt beginning, instead, can improve
of around 20% the probability to achieve the BLEP target compared to the
only periodic CQI reporting, as shown in figure 4.1. The same result can be
reached with an aperiodic CQI reporting for the MCS reconfiguration. Hence
a channel condition feedback at the beginning or during the talk-spurt allows
a more reliable transmission exploiting the slow channel variations in downlink
(figure 3.7 in section 3.4) and a conservative MCS selection that assures adeguate
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Figure 4.1: SPS - Downlink BLEP CDF, single user scenario

transmissions for a longer period than the one provided by the only periodic CQI
reporting. In case of aperiodic CQI reporting both for talk-spurt beginning and
MCS reconfiguration the final BLEP is similar to the previous cases but there
are higher packets delays due to the needed time to require, receive and process
the aperiodic CQI reporting.

It is important to underline that the proposed results have been obtained
by a large number of simulations in order to realize a Monte Carlo statistical
analysis, as explained in section 1.2.1. Due to the presence of high number of
random events among the simulations, like network jitter, channel state vari-
ations, different CQI reporting measurement instants, different call traces, the
described CQI reporting strategies can obviously show different behaviour case
by case. Despite this, the results proposed can describe the average BLEP trend
among the CQI reporting strategies.

As concern the uplink, the SRS reporting period is set to 20ms in order to
follow the high variability of channel conditions. Figure 4.2 shows that the MCS
reconfiguration with aperiodic SRS does not guarantee a high gain in BLEP
target tracking. Furthermore this strategy could introduce more transmission
delays due to the needed time to require and receive the SRS reporting.

4.2.2 Multiple users scenario
The purpose of the following analysis is to verify if an higher number of users in
the cell can modify the SPS performance compared to the single user scenario.
In this scenario we will consider 250 users at cell edge.

Comparing the BLEP CDF of figure 4.3 with the one in figure 4.1, for
the downlink, and figure 4.2 and 4.4 for the uplink, there are not significant
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Figure 4.2: SPS - Uplink BLEP CDF, single user scenario

differences. Also in this case, the BLEP target is almost ensured in downlink
but not in uplink.

Because of the small improvements provided in the previous analysis by the
aperiodic SRS reporting in BLEP target tracking, compared to the periodic SRS
reporting performance, we will leave out this case in the following DRX/DTX
simulations.
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Figure 4.3: SPS - Downlink BLEP CDF, multiple users scenario (250 users at
cell edge)
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Figure 4.4: SPS - Uplink BLEP CDF, multiple users scenario (250 users at cell
edge)
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4.3 DRX/DTX impact
After a brief SPS performance introduction without DRX/DTX, the interaction
between SPS and DRX/DTX will be evaluated. The purpose is to underline
the effect of DRX/DTX on SPS performance, in terms of packets delays, and
so user satisfaction, as well as the performance of SPS on power consumption,
and how much the DRX/DTX can guarantee power saving.

The simulation and DRX/DTX parameters are shown in table 4.1

Table 4.1: Simulation parameters Sim #4.1

Simulation parameter Value
Simulation Time 80 s
Loaded Users 1; 250
CQI reporting scheme Wideband CQI
Bandwidth 10 MHz
BLER target 10%
Time Aggressiveness [0, 7]
Frequency Aggressiveness [0, 6]
CQI Reporting 60ms
SRS Reporting 20ms
DRX Long Cycle 20 ms
On-duration 1; 5; 7 ms

The long DRX cycle is set to 20 ms according to the AMR codec voice
frame generation, the on-duration to 1, 5 and 7 ms. The value of 1 ms could
be plausible in SPS because each packet is scheduled every 20 ms starting from
the talk-spurt beginning without control signaling. Hence the UE can go to the
active state in a precise instant of time only to receive or send the packet and
check the PDCCH, without signaling activity.

4.3.1 Single user scenario
In section 4.2 it has been shown the gain introduced by aperiodic CQI reporting
in BLEP target tracking for downlink transmissions. The benefits of BLEP re-
duction are lower network load and the possibility to reduce the time in active
state in case of downlink retransmissions. Nevertheless there are not improve-
ments on power saving (figure 4.5) due to the little impact that the downlink
transmissions have on the final power consumption.

In fact, if we suppose that the UE receives 200 packets in downlink and sends
200 packets in uplink in 1000 TTIs, with 100 retransmissions both for uplink and
downlink, the average power consumption, due to the transmitted and received
packets, is 1.05 W. If retransmissions are reduced to 30 in downlink, the average
power consumption is 0.8 W and the actual saving is only of 10 mW. This
behaviour is associated to the higher uplink transmission power consumption
(section 3.8). So, if we suppose to reduce also the uplink retransmissions, from
100 to 30, the final average power consumption is 0.8050 W. In this case the
battery saving is almost 200 mW.

In this scenario, the DRX/DTX does not introduce high delays because all
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Figure 4.5: SPS - Average power consumption, single user scenario

time/frequency resources are available. The packets dropping events (figure 4.6)
could be due to the needed time to deliver them that includes DRX/DTX plus
retransmissions delays.

4.3.2 Multiple user scenario
In the following analysis the effect of multiple users scenario will be shown to
verify if there is an impact to power consumption and user satisfaction when
the scheduler has to handle 250 users at the cell edge.

Comparing the power consumption in figure 4.7 with the one in figure 4.5
it is possible to verify that the average values are almost the same in both
cases. So, 250 users in the cell can not influence the DRX/DTX behavior and
compromise the SPS performance in downlink, as it can be seen from the low
number of dropped packets in figure 4.8.

As concern the uplink, the delays (figure 4.9) are higher than the downlink
ones because, as explained in section 3.6.2, the uplink requires more resources to
ensure a reliable transmission and, with 250 users, the number of free PRBs is
significantly reduced. This means that, because the DRX/DTX activity reduces
the time instants where the UE can be scheduled, the resources can be already
allocated to other users when the UE goes to active state.
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Figure 4.6: SPS - Downlink packet drop probability, single user scenario
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Figure 4.7: SPS - Average power consumption, multiple users scenario (250
users at cell edge)
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Figure 4.8: SPS - Downlink packet drop probability, multiple users scenario
(250 users at cell edge)
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Figure 4.9: SPS - Uplink packet drop probability, multiple user scenario (250
users at cell edge)
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4.4 Short DRX/DTX
The use of the short DRX/DTX, compared to the static DRX/DTX, is an-
other interesting DRX/DTX functionality to analyze. The short DRX/DTX
purpose is to further reduce the time instant in active state when the UE is not
receiving/sending data or control signaling for long periods.

Also in this case, the simulations will be carried out both for single and
multiple scenario. The parameters are shown in tab. 4.2

Table 4.2: Simulation parameters Sim #4.2

Simulation parameter Value
Simulation Time 80 s
Loaded Users 1; 250
CQI reporting scheme Wideband CQI
Bandwidth 10 MHz
BLER target 10%
Time Aggressiveness [0, 7]
Frequency Aggressiveness [0, 6]
CQI Reporting 60ms
SRS Reporting 20ms
DRX Long Cycle 40; 60; 80; 160 ms
Short DRX Cycle 20 ms
On-duration 1; 5; 7 ms

All the CQI reporting strategies have been considered. However, only the
strategies 1 and 3 of those defined in section 3.5 will be shown. The aim of that
choice is to represent the DRX/DTX behaviour for the “best” and “worst” CQI
reporting strategies, as shown in section 4.2.

4.4.1 Single user scenario
The following results will be divided in two set of analysis: CQI reporting types
1 and 3, varying in each case the long DRX cycle and the on-duration period.
In general, the short DRX/DTX seems to not provide significant power saving
in this scenario (figures 4.10 and 4.11) if compared to the power consumption
values of the static DRX/DTX case (figure 4.5). Further, the same behavior
can be observed comparing the power consumption with long DRX cycle of 40
ms to the one with long DRX cycle of 160 ms: there is only a slight difference
between them.

The reason of these results can be found if we consider the behaviour of two
users engaged in bidirectional conversation during a generic call. Since we are
considering both downlink and uplink, the UE terminal is most of the time in
active state with data reception or transmission. In fact, even if the user is
quite, the second user, is probably talking. In this way the UE terminal will
receive voice packets every 20 ms and send SIDs every 160 ms, according to the
AMR codec frame generation. Hence the short DRX cycle can be switched off
only during the mutual silence events but, statistically, there are few mutual
silence events in a bidirectional conversation (see section 3.2).
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Figure 4.10: SPS - Average power consumption, single user scenario, CQI re-
porting type 1
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Figure 4.11: SPS - Average power consumption, single user scenario, CQI re-
porting type 3
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The only short DRX remarkable effect consists in higher delays and thus
more dropped packets (figures 4.12 and 4.13). That behaviour is more explicit
in downlink than in uplink. In fact, in downlink the UE can be scheduled only
when it goes back to active state. This means that, if the first packet of talk-
spurt reaches the buffer few TTIs after the end of the last on-duration, the
UE could be scheduled only after around 120 ms. In this period at least the
first 4 packets will be dropped by the eNodeB. Furthermore these delays can be
worsened if an aperiodic CQI reporting is required at the talk spurt beginning,
as it is possible to see comparing the figures 4.12 and 4.13.
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Figure 4.12: SPS - Downlink packet drop probability, single user scenario, CQI
reporting type 1

For the uplink, instead, the UE will be scheduled after few TTI the schedul-
ing grant. In single user scenario, since all resources are free, there are not
packets delays.

4.4.2 Multiple users scenario
The multiple users scenario shows a slight increase on power consumption (fig-
ures 4.14 and 4.15) if compared to the single user scenario (figures 4.10 and
4.10), both for CQI reporting type 1 and 3. Also in this case an extended pe-
riod of long DRX cycle can not assure a clear power consumption reduction for
the same reason explained before.

As concern the downlink delays, they are further increased than the single
scenario, because of the presence of more users in the cell. This means that the
resources can be completely allocated to other users when the UE goes to active
state. So if the on-duration is 1 ms the scheduler can not serve the UE in the
current and following TTIs, as can happen for longer on-duration (5 ms and 7
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Figure 4.13: SPS - Downlink packet drop probability, single user scenario, CQI
reporting type 3
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Figure 4.14: SPS - Average power consumption, multiple users scenario (250
users at cell edge), CQI reporting type 1
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Figure 4.15: SPS - Average power consumption, multiple users scenario (250
users at cell edge), CQI reporting type 3

ms), but only in the next active state (4.16). This behaviour can introduce high
packets delays.

Moreover, these delays can increase if the long DRX is set to 160 ms, for the
same reason explained in 4.4.1, and in this case the number of dropped packets
can increase over the user satisfaction threshold of 2% (figures 4.17 and 4.18).

Also in this scenario, the uplink delays are low: the UE can be scheduled
after only few TTIs after the scheduling grant (figure 4.19), exploiting the chance
to anticipate the DTX active state with the short DRX/DTX.
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Figure 4.16: Downling UE scheduling with static DRX/DTX
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Figure 4.17: SPS - Downlink packet drop probability, multiple users scenario
(250 users at cell edge), CQI reporting type 1
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Figure 4.18: SPS - Downlink packet drop probability, multiple users scenario
(250 users at cell edge), CQI reporting type 3

Long DRX cycle

eNB

UE

PRBs Matrix

VoIP Packet 1 VoIP Packet 2

On-Duration

DRX State

In VoIP Packets

Short DRX cycle

SR

Scheduling Grant

Figure 4.19: Uplink UE scheduling with short DRX/DTX
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4.5 Main outcome
The shown results confirm the power saving gain provided by the DRX/DTX
functionalities. In fact, there is a difference of around 200 mW/TTI between
power consumption without DRX/DTX and with static DRX/DTX. The effect
of longer on-duration period can obviously change the final power consumption,
but at the same time can reduce packets scheduling delays in case of higher
users in the cell, both for downlink and uplink.

The short DRX/DTX utility can not assure a further power saving because
of the absence of long mutual silence periods between two talk-spurts. This
leads the UE to a continuous data reception/transmission during the whole
call. Moreover, the use of extended long DRX cycle decreases the downlink
SPS performance in terms of number of dropped packets. The uplink, instead,
seems to guarantee good performance from this point of view. When the UE
has to transmit, it can wake up without waiting a new on-duration event and
can be scheduled in the first available TTI, triggering the beginning of the short
DRX/DTX in that instant.
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Chapter 5

DRX/DTX with DS

In the following section we will analyze the behavior of the previously described
dynamic packet scheduler in several system level simulations. DS is the most
commonly used scheduler for traffic that shows bursty dynamic, and non repeti-
tive patterns. The characterization of VoIP traffic suggests that semi-persistent
packet scheduling should fit better the periodicity and fixed size of VoIP pack-
ets, but we want to analyze if better tracking of channel conditions achievable
with DS can show fine effects over the number of retransmissions and therefore
on power consumption.

We will analyze the general behavior of DS in single and multiple users
scenarios, where other 250 users, similarly located at the cell edge, require the
same type of service. The simulations will involve both static DRX/DTX and
short DRX/DTX, with different settings for channel quality feedback reporting
period.

The chosen performance evaluation metrics are packets delivery delays and
average power consumption.

5.1 Modeling Assumptions
Like SPS case, the considered UE is moving along the cell edge at the speed
of 3km/h, with radio channel conditions previously explained in section 3.4
based on traces that assume full interference. The simulation is performed on a
single user basis, but other users and thus network load, are emulated filling the
time/frequency grid with data from previous asynchronous simulations. In this
way results for single user and 250 users scenarios are also presented. The single
user scenario considers a completely empty time/frequency allocation table, so
the time domain scheduler has not any problem allocating each new packet in
the first possible TTI. The frequency domain scheduling exploits an optimal
situation too. Since we assume a full CQI reporting, the scheduler can assign
the best PRBs for each transmission.

In the following simulations we will not consider TTI packets bundling because
not implemented.
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The core functionality of dynamic packet scheduler, that differentiates it from
SPS, is the continuous adaptation to channel conditions, in terms of number of
assigned PRBs and their position among the whole channel. While this solution
assures better BLEP target tracking at the level of single transmission (while
SPS can assure it as average on the whole talk-spurt), it generates much more
quality reports and signaling in general. In fact, the scheduler core is run every
TTI, without saving an allocation state: every new packet detection triggers a
new scheduling decision that requires frequent activity of channel measurement
entities.

Section 3.6.1 accurately describes the functionalities of dynamic scheduler.

5.2 Dynamic scheduling performances without
DRX/DTX

The BLEP target for MCS decisions is fixed to 10% for both downlink and
uplink. Considering the iterative nature of dynamic scheduler, it is possible to
define a main differece in the importance of the signaling activity performed
inside and outside talk-spurt periods. However the amount of this signaling
depends on configuration, SPS bases its scheduling a priori choice on the infor-
mations received during non-talks-purt periods, and does not take advantages of
the ones reported during talk-spurt ones. On the contrary, DS scheduler exploits
the whole talk-spurt duration to continuosly adapt each packet transmission to
the channel quality trend, basing its choices on the quality reporting activity.
It can be said that the SPS’s control action is performed offline with the talk
spurt and the DS’s one is online instead.

The first analysis executed to evaluate the performances of dynamic schedul-
ing with VoIP traffic does not include any type of power saving policy, so the
RF modem is kept on for the whole duration of the simulation. This means
that the UE responsiveness is immediate, there is not any type of delay due to
sleeping states of the UE.

This kind of analysis is performed to simply evaluate how much DS channel
quality conditions tracking is valuable, to verify if it is worth to be used despite
its overhead.

5.2.1 Single user scenario
As said before, the single user scenario considers an ideal case where the UE can
be scheduled in a short amount of time, and over the best frequencies where it
is not affected by signal degradation phenomena.

Table 5.1 summarizes the simulation parameters used to evaluate DS per-
formances in downlink.

OLLA AUP offset is set to 0.5 dB and we choose two CQI reporting periods,
10 and 20 ms, that show good tracking properties (figure 3.11). This choice
is based on the OLLA behavior analysis described in section 3.6.1 and some
DRX/DTX considerations that will be explained in the next sections. CQI
selectivity is 3 PRBs, the maximum value specified by 3GPP.

Both of the simulations results show (figure 5.1) a very fine tracking of
the selected BLEP target. This means that the OLLA control is correctly
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Table 5.1: Simulation parameters Sim #5.1

Simulation parameter Value
Simulation Time 80 s
Users in the system 1
CQI selectivity Full CQI
CQI granularity 3 PRBs
Bandwidth 10 MHz
BLEP target 10%
Aup 0.5dB
CQI Reporting [10, 20]ms
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Figure 5.1: DS - Downlink BLEP CDF, single user scenario
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parameterized: averaging the results of simulations, the 100% of values are
included in the target ±1%. It can be seen that the curve with 10ms of CQI
reporting period shows a better behavior than the other: this is due to the
benefits that OLLA receives with a more frequently refreshed memory of channel
quality indicators. However these improvements have to be evaluated to verify
if they are worth, in fact they consume signaling resources and require more
sleep-to-active transitions if DRX-DTX is enabled.

DS uplink evaluation is conducted with the same parameters of downlink (ta-
ble 5.2), tuning the SRS reporting period to 10 and 20 ms for the same reasons.
OLLA uplink control shows an average good behavior with these parameters as
represented in figure 3.12.

Table 5.2: Simulation parameters Sim #5.2

Simulation parameter Value
Simulation Time 80 s
Users in the system 1
SRS selectivity Full CQI
SRS granularity 3 PRBs
Bandwidth 10 MHz
BLEP target 10%
Aup 0.5dB
SRS Reporting [10, 20]ms
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Figure 5.2: DS - Uplink BLEP CDF, single user scenario

Figure 5.2 shows slight worse results mainly due to higher values of variance
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of uplink channel quality that make the accurate tracking of it more difficult.
However, OLLA control is still capable to maintain the overall BLEP of trans-
missions around the preferred target. Also in this case a more frequent channel
quality reporting improves the tracking, in fact the 10ms CDF if steeper than
the other.

5.2.2 Multiple users scenario
Next analysis involves a system with a large number of concurrent users. The
purpose is to evaluate how much is the BLEP tracking decreased when the sched-
uler meets difficulties finding the needed empty PRBs in the time/frequency
grid. Since we assume packet segmentation in different TTIs is disabled, the
time domain scheduler must find a TTI row with enough free PRBs to transmit
the whole packet with the chosen MCS. The “always on” particular UE state
of these simulations, however, makes space to a simpler choice for the scheduler
because of the large set of available TTIs in which it can search for available
resources.

Table 5.3: Simulation parameters Sim #5.3

Simulation parameter Value
Simulation Time 80 s
Users in the system 250
CQI selectivity Full CQI
CQI granularity 3 PRBs
Bandwidth 10 MHz
BLEP target 10%
Aup 0.5dB
CQI Reporting [10, 20]ms

The network load given by other 250 users allocations seems not to represent
an issue in downlink and the very low values of BLEP imply the lack of signifi-
cant delays, so that the considered user is always satisfied. The slow variance of
downlink channel trace allows the channel reporting entity to correctly estimate
the conditions, giving results that can be proficiently used for a pretty high
number of TTIs: the scheduling delay, induced by already occupied resources,
does not influence the BLEP tracking a lot. Moreover good tracking means a
correct estimation of needed PRBs, without waste of them. This result in a
time/frequency grid that, however filled with 250 users, has still enough free
space to not significantly decrease the scheduler performance.

The results are quite different in uplink. The highly variable uplink trace
causes more retransmissions than downlink and an overall poorer BLEP track-
ing. Since each transmission is subject to a general higher number of retransmis-
sion, each of which has a growing number of needed PRBs, causes a premature
filling of the allocation grid. In every simulation we have observed that the up-
link high load percentage, i.e. inability to accept other users, leads the system
to outage events.
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Figure 5.3: DS - Downlink BLEP CDF, multiple users scenario (250 users at
cell edge)

Table 5.4: Simulation parameters Sim #5.4

Simulation parameter Value
Simulation Time 80 s
Users in the system 250
SRS selectivity Full CQI
SRS granularity 3 PRBs
Bandwidth 10 MHz
BLEP target 10%
Aup 0.5dB
SRS Reporting [10, 20]ms
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Figure 5.4: DS - Uplink BLEP CDF, multiple users scenario (250 users at cell
edge)

5.3 DRX/DTX impact
The following simulations show the impact of DRX/DTX functionality on UE’s
power consumption. The tuning of DRX/DTX is responsible of several varia-
tions of these values, so we analyze which is the best adoptable solution. It’s
important to evaluate the further gains that short DRX/DTX activation can
provide, and if it is a valuable technique to be used with VoIP traffic.

The following simulations set is performed with short DRX/DTX functional-
ity disabled. This should produce a general improvement in power consumption,
however independent from talk spurts call parts. The channel quality reporting,
in downlink and uplink is forced to be synchronized with DRX/DTX cycle. The
latter is set to 20 ms to allow the scheduler to smoothly flush the packet queue,
since packets bundling is not enabled.

5.3.1 Single user scenario
The results produced with the introduction of DRX/DTX activity are compared
with those of an always-on UE. The reason of the on-duration values choice is
based on some scheduling considerations. Especially in downlink, a too small
on-duration timer (less than 5 ms) would force the UE to go to sleep state before
being able to receive the packet, counting the implicit scheduling delays. The >
5 ms on-duration enables the UE to send the CQI report and receive the packet
in a single DRX cycle activity, allowing the eNodeB to effectively schedule the
transmission without waiting for another DRX cycle. Higher on-duration values
should imply lower power consumption gains, penalizing the whole DRX/DTX
functionality.
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Table 5.5: Simulation parameters Sim #5.5

Simulation parameter Value
Simulation Time 80 s
Users in the system 1
CQI/SRS selectivity Full CQI
CQI/SRS Reporting 20ms
DRX/DTX Cycle 20ms
short DRX/DTX disabled
on-duration [5, 7]ms
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Figure 5.5: DS - Average power consumption, CQI/SRS periodicity 20ms, single
user scenario
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The single user scenario results confirm the average gains in power saving
due to the sleeping pause of the UE. The difference of 2 TTIs in on-duration
timer, however, gives a really slight power consumption difference, due only to
the actual additional active TTIs (+66% of active without data TTIs).

5.3.2 Multiple users scenario

Table 5.6: Simulation parameters Sim #5.6

Simulation parameter Value
Simulation Time 80 s
Users in the system 250
CQI/SRS selectivity Full CQI
CQI/SRS Reporting 20ms
DRX/DTX Cycle 20ms
short DRX/DTX disabled
on-duration [5, 7]ms
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Figure 5.6: DS - Average power consumption, CQI/SRS periodicity 20ms, mul-
tiple users scenario (250 users at cell edge)

The more loaded scenario shows pretty the same results in power consump-
tion savings compared to the disabled DRX/DTX case. However the difference
between 5 and 7 ms on-duration timers is more evident: the reason of this
behavior has to be found in the scheduling activity described in the previous
paragraph. The presence of an high number of users in the systems reduces the
chance to find free PRBs before the on-duration ending. This phenomenon is
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more accentuated when the set of eligible TTIs is very small, i.e. 5 TTIs. The
direct consequence of this, is the postponement of the allocation to the next
DRX/DTX cycle. If this referral happens more times, the eNodeB itself drops
the packet because it is not able to guarantee a delay lower than 50ms. The lack
of signaling and transmission of these packets represents a slight but significant
reduction of consumed power.

This can be demonstrated in figure 5.7, that shows the significant increase
of dropped packets percentage when on-duration timer is set to low values.
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Figure 5.7: DS - Uplink packet drop probability, multiple users scenario (250
users at cell edge)

5.4 Short DRX/DTX
The introduction of short DRX/DTX functionality could optimally adapt the
RF modem activity to the VoIP traffic characteristics. In fact, it would be
obvious to set a long DRX/DTX cycle that fits the SID packets frequency and
the short cycle to the AMR codec activity. These choices, however, are the best
solutions only in ideal conditions, with a low loaded network and good channel
conditions. In real scenario a lot of random factors, like jitters, retransmissions
bursts, fully loaded TTIs, and so on, can influence and worsen the transmission
process.

We will analyze the performances of the systems in terms of user satisfaction
and power consumption. The satisfaction is evaluated measuring the number of
packets dropped by the source or by the receiver because of a scheduling delay
higher than 50 ms. The analysis are performed with a single or 250 users in the
system, with several values of channel quality reporting periods.
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5.4.1 Single user scenario, CQI reporting period 10ms
The first set of simulations involves a single user with short DRX/DTX enabled.
The CQI reporting is set to 10 ms.

Table 5.7: Simulation parameters Sim #5.7

Simulation parameter Value
Simulation Time 80 s
Users in the system 1
CQI/SRS selectivity Full CQI
CQI/SRS Reporting 10ms
DRX/DTX Cycle [40, 60, 80, 160]ms
short DRX/DTX cycle 10ms
on-duration [5, 7]ms
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Figure 5.8: DS - Average power consumption, shortDRX, CQI/SRS periodicity
10ms, single user scenario

Figure 5.8 - The results are quite self-explaining: a longer DRX/DTX cycle
results in very poor power consumption gains. The main reason of this behavior
should be searched for in the particular traffic type we are analyzing. The long
DRX/DTX condition is triggered only when no voice data have to be send both
in downlink and uplink. This corresponds to our mutual silence speech states,
and reviewing table 3.3 it is clear that this condition is reached few times and
for small periods.

Figure 5.9 - The low relevant differences in power consumption given increas-
ing the DRX/DTX long cycle to 160 ms, i.e the periodicity of SID packets, have
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Figure 5.9: DS - Downlink packet drop probability, shortDRX, CQI/SRS peri-
odicity 10ms, single user scenario

though quite a bit impact on downlink packet drop probability. The threshold
of 2% is not reached, but considering that this is a single user scenario it can
be predicted that the results obtained with so high long DRX/DTX cycles are
inacceptable.

The reason behind these high packet drop probabilities resides in the general
high time a packet have to spend in the transmission queue if a DRX/DTX
cycle is just finished. The high probabilities are, in fact, the result of packet
discarding acted by the eNodeB, that can be very frequent with 160 ms long
cycle: considering that the eNodeB drops a packet if its scheduling delay is
higher than 50ms, if the worts case of a just finished DRX/DTX cycle happens,
there is a time frame of 110 ms (or even more if eNodeB takes into account
scheduling delays too) that corresponds to a potential amount of 5 dropped
packets. Table 3.4 indicates that a talk-spurt lasts about 1.8 seconds, i.e. 90
packets: this means a loss of 5,6% of talk spurt’s data. The effect of a 160 ms
long DRX/DTX cycle is a truncation of each downlink talk spurt beginning.

Figure 5.10 - The uplink transmission is not affected by this effect. This is
due to the different transmission process actuated when new data are available at
the UE. In fact, the UE itself can “break” the long sleep state triggering the RF
modem activation, without waiting for a planned activation. This asynchronous
process does not cause any kind of delay at the source of the transmission. A very
low packet drop probability is detected with 160ms long DRX/DTX cycle, and
this should be imputable to first packet unsuccessful of talk spurt transmissions
due to initial bad channel estimations. The OLLA control, in fact, is rarely run,
so it is not able to fix a good starting estimation at the beginning of talk spurt.
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Figure 5.10: DS - Uplink packet drop probability, shortDRX, single user scenario

5.4.2 Multiple users scenario, CQI reporting period 10ms
The multiple users scenario emulates an high traffic load on the network that
force the scheduler to handle a wide amount of simultaneous resources requests.

The users are localized at the cell edge, so there is an high amount of needed
PRBs per user. We will show the results of the simulations, to evaluate how
these conditions change the performances of the system. All the simulation
parameters are shown in table 5.8.

Table 5.8: Simulation parameters Sim #5.8

Simulation parameter Value
Simulation Time 80 s
Users in the system 250
CQI/SRS selectivity Full CQI
CQI/SRS Reporting 10ms
DRX/DTX Cycle [40, 60, 80, 160]ms
short DRX/DTX cycle 10ms
on-duration [5, 7]ms

Figure 5.11 - The power consumption results are generally congruent to those
of single user scenario. The average of results is however slightly higher, and
this can be explained by the fact that the scheduler does not generally allocate
the best PRBs for each UE, maybe because the best ones indicated by UE are
already reserved for other users. The utilization of lower quality PRBs forces
an higher BLEP that triggers more power consuming for retransmissions.
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Figure 5.11: DS - Average power consumption, shortDRX, CQI/SRS periodicity
10ms, multiple users scenario (250 users at cell edge)
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Figure 5.12: DS - Downlink packet drop probability, shortDRX, CQI/SRS pe-
riodicity 10ms, multiple users scenario (250 users at cell edge)
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Figure 5.12 - The downlink packet drop probability is similar to the one of
single user scenario. The expected degradation in scheduling performances is
not so considerable. This is caused by the provided parameters that keep the
UE in active state for a very big part of the DRX/DTX cycle: setting the short
DRX/DTX cycle to 10ms and on-duration to 5 or 7 ms, the UE goes to sleep
state only for a 50% or 30% of the time during a talk spurt. This makes space
to an high number of eligible PRBs to perform the allocation.

The uplink delays results show that each packet does not suffer of any type
of delay. Even the multiply retransmitted packets keep the transmission delay
under 50 ms.
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5.4.3 Single user scenario, CQI reporting period 20ms
The following simulations involve a larger CQI/SRS reporting period synchro-
nized with the AMR codec periodicity. The first consequence of this choice is
a lower power consumption, assuming that the transmissions of channel qual-
ity feedback are uplink transmissions, those require usually high power (figure
3.35). The settings concerning long DRX/DTX cycle and on-duration timers
are the same of the previous analysis.

Table 5.9: Simulation parameters Sim #5.9

Simulation parameter Value
Simulation Time 80 s
Users in the system 1
CQI/SRS selectivity Full CQI
CQI/SRS Reporting 20ms
DRX/DTX Cycle [40, 60, 80, 160]ms
short DRX/DTX cycle 20ms
on-duration [5, 7]ms
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Figure 5.13: DS - Average power consumption, shortDRX, CQI/SRS periodicity
20ms, single user scenario

Figure 5.13 - The power consumption trend is quite similar to the one with
10 ms of short DRX/DTX cycle, however the average value for all the four sets
of parameters is lower. This demonstrates that the CQI/SRS reporting activity,
that runs with uplink transmissions, represent a strong component of the whole
power consumption. The impact of this parameters change is higher than that
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of long DRX/DTX cycle expansion, because of the general longer time the UE
spends in short DRX/DTX condition.
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Figure 5.14: DS - Downlink packet drop probability, shortDRX, CQI/SRS pe-
riodicity 20ms, single user scenario

Figure 5.14 - The downlink drop probability for 20ms short DRX/DTX cycle
follows the same trend of the 10 ms one. The explanation of the higher value
of drop probability for 160 ms is well explained in section 5.4.1. An extended
period for channel quality reporting does not show significant improvements in
the overall user satisfaction.

Figure 5.15 - The uplink transmission does not show packets dropping events
at all. The asynchronous character of uplink process makes near impossible an
event like this with a single user in the system.

5.4.4 Multiple users scenario, CQI reporting period 20ms

Table 5.10: Simulation parameters Sim #5.10

Simulation parameter Value
Simulation Time 80 s
Users in the system 250
CQI/SRS selectivity Full CQI
CQI/SRS Reporting 20ms
DRX/DTX Cycle [40, 60, 80, 160]ms
short DRX/DTX cycle 20ms
on-duration [5, 7]ms
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Figure 5.15: DS - Uplink packet drop probability, CQI/SRS periodicity 20ms,
single user scenario
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Figure 5.16: DS - Average power consumption, shortDRX, CQI/SRS periodicity
20ms, multiple users scenario (250 users at cell edge)
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Figure 5.16 - The average power consumption with a short DRX/DTX cycle
of 20 ms is obviously lower than the case with 10ms. The obtained gains are
quite evident, and put the question if the decay in user satisfaction can be
acceptable with this configuration.
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Figure 5.17: DS - Downlink packet drop probability, shortDRX, CQI/SRS pe-
riodicity 20ms, multiple users scenario (250 users at cell edge)

Figure 5.17 - The answer to the previous question is shown in downlink
packet drop probability results. The threshold of 2% outage is never reached
even with 160ms of DRX/DTX long cycle. This is due to the OLLA control that
is able to work smoothly with a 20 ms clock, limiting the number of retrans-
missions to low values at the cost of a slight high number of used PRBs. The
drop events are necessarily imputable to the beginning of talk spurt truncations
previously explained.

Also in this scenario the uplink results do not show any useful behavior, and
all packets are transmitted in the 50 ms threshold.

5.5 Main outcome
The performed analysis shows interesting results with the utilization of dynamic
scheduler in power saving aspect with VoIP traffic. First of all it’s unavoidable
to note that the uplink results show an overall good user experience due to the
fact that the UE can wake up asynchronously when it has data to transmit, and
the eNodeB can tune the eventual short DRX/DTX cycle to fit the first available
TTI. A second noticeable result is shown in short DRX/DTX cycles utilization:
the power saving gains that it can introduce are very limited, so they do not
seem the right direction to search for a reduction of power consumptions.
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Chapter 6

SPS/DS Comparison

In this chapter we will take the results of the previous analysis to make a direct
comparison between semi-persistent and dynamic packet scheduling policies.
Both of enabled and disabled short DRX/DTX cases will be shown to verify
pro and cons of each of the two solutions. The main outcome we want to
find is the solution that can guarantee a trade-off between acceptable delays
and significant power saving. For this reason the previous results are shown in
single plots relating average power consumption and dropped packets.

6.1 Single user scenario
The first comparison is about the downlink scheduling and power saving per-
formances in an ideal case that involves a completely empty cell scenario with
a single user at the cell edge.

The SPS shows in general a very remarkable power saving characteristic
but at the same time can not ensure the fulfillment of delay requirements with
extended long DRX/DTX cycle (figure 6.1).

On the contrary the DS is able to make the scheduling to satisfy the user
experience without high degradation 6.2. The cost of this peculiarity is obviously
observable in the power consumption increase: the higher amount of signaling
impacts to the average consumption.

As concern the uplink, the values of delays are not significant both for SPS
and DS (figures 6.3 and 6.4). This happens because the UE can instantly require
resources when it detects a new packet in its transmission buffer whatsoever the
DRX/DTX state it is in. Moreover all the network resources are free in this
scenario.

These first results show the impossibility to reach a compromise between
power consumption saving and packets delays both for SPS and DS: if the
SPS can assure more saving gain, at the same time its combination with the
DRX/DTX functionalities decreases the SPS performance in packets delivering
delays. At the contrary, the DS can guarantee lower delays but with more power
consumption.

If we consider also the BLEP performance (section 4.2 and 5.2), the SPS
with DRX/DTX can assure lower power consumption but with higher delays
and an higher number of retransmissions due to the low precision to track the
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Figure 6.1: SPS - Average power consumption versus downlink packet drop
probability, single user scenario
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Figure 6.2: DS - Average power consumption versus downlink packet drop prob-
ability, single user scenario
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Figure 6.3: SPS - Average power consumption versus uplink packet drop prob-
ability, single user scenario
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Figure 6.4: DS - Average power consumption versus uplink packet drop proba-
bility, single user scenario

106



CHAPTER 6. SPS/DS COMPARISON 6.2. MULTIPLE USERS SCENARIO

BLEP target, especially in uplink. The DS, indeed, can fit the channel condition
variations providing the BLEP target but with less power saving because of an
increased control signaling.

6.2 Multiple users scenario
Varying the number of users in the cell, the network resources are obviously
reduced because they are shared among an higher number of users, all of them
at the cell edge. In these conditions, since there are fewer available PRBs
per TTI, the scheduler has to search further in time for a possible allocation,
increasing the packets delays (figures 6.5, 6.6, 6.7 and 6.8). This is worsened
by the fact that we do not consider and implement VoIP packets segmentation
and by extra constraints set by DRX/DTX activity.
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Figure 6.5: SPS - Average power consumption versus downlink packet drop
probability, multiple users scenario (250 users)

In multiple users scenario, the trade-off between power saving and user sat-
isfaction seems to be further compromised than the single one, both of SPS
and DS. In particular, the delays are increased and we can suppose that with a
number of users higher than 250 the performance can be further worsened. The
power consumption, indeed, in not affected by the number of users in the cell.

6.3 Main outcome
The purpose of this chapter has been to summarize the results of the previ-
ous chapters 4 and 5, making a comparison between SPS and DS performance
with DRX/DTX and trying to find a trade-off between power saving and user
satisfaction.
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Figure 6.6: DS - Average power consumption versus downlink packet drop prob-
ability, multiple users scenario (250 users)
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Figure 6.7: SPS - Average power consumption versus uplink packet drop prob-
ability, multiple users scenario (250 users)
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Figure 6.8: DS - Average power consumption versus uplink packet drop proba-
bility, multiple users scenario (250 users)

As concern the performance, the SPS and DS have opposing behaviour han-
dling the UE with DRX/DTX: while the former shows a low UE’s power con-
sumption and high delays (especially in multi users scenario), the latter can pro-
vide a reliable transmission with lower delays but an higher power consumption
for the UE. This means that a more frequent signaling can affect consistently
the battery life, since the uplink transmissions imply high power consumption.

The trade-off between power saving and user satisfaction generally is an hard
result to find. The best performances are shown by the SPS with long DRX of
40 ms and on-duration of 1 ms.

The overall analysis shows that the introduction of DRX/DTX feature, short
DRX/DTX enabled or disabled, provides a reduction of power consumption
values, and, if not correctly configured, can allow a little degradation of per-
formances that is still not perceptible from the point of view of the user. The
short DRX/DTX does not provide significant power savings, both for SPS and
DS; the use of this functionality seems not to be worthy.
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Chapter 7

Conclusions

The purpose of this master thesis project has been to evaluate the DRX/DTX
functionality performances under semi-persistent and dynamic packet schedul-
ing policies in order to find the best solution that can provide significant battery
power saving for an LTE UE engaged in a VoIP call. The main chosen satisfac-
tion indicators have been the average power consumption of the RF modem, and
the packets delivery delays and dropping probability. The former gives an idea
of the activity of the user equipment, the latter evaluates the actual satisfaction
and usage experience for the user engaged in the VoIP call.

The project line of development involved the accurate modeling and imple-
mentation of a conversational speech model, the realization of the main LTE
functionalities concerning scheduling and data transmission with link adapta-
tion techniques, the creation of a specialized DRX/DTX framework and finally
the implementation of a reference power consumption model.

An extensive simulation campaign has been carried out varying a wide num-
ber of parameter configurations, to be able to obtain a large results data base.
This helped to find the best scheduling and DRX/DTX parameters as well as
to verify the common behaviors of performances indicators under different as-
sumptions and conditions. The tuning of inputs and parameters followed the
specifications established by 3GPP and personal assumption derived from ob-
servations, analysis and discussions.

The SPS set of simulations emphasized the common defects that the a priori
scheduling implies: the reduced amount of signaling costs an incorrect estima-
tion of the effectively needed resources. Although the effects of SPS can result
in both overestimation and underestimation of the channel quality, the observed
trend is the former: without a proper control and preprocessing of inputs, the
scheduler tends to assign too few resource units to the UE, resulting in an unreli-
able transmission. This is more evident in uplink (figure 3.25). The implemented
controls named time aggressiveness and frequency aggressiveness, show that the
SPS scheduler can be directed to better evaluate the channel conditions with
a very simple calculation, leading the scheduler to commonly assign the same
average number of PRBs (3.5 downlink, 7.5 uplink) that Dynamic scheduler
chooses with the help of a more refined (and signaling expensive) control, as
OLLA (figures 3.28, 3.13 and 3.14).
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The increased robustness of transmissions obtained with the scheduler pre-
processing control seems to work very well with downlink (figure 3.19), but it
suffers of the high variance (±10%) of uplink channel quality, being able to
assure a BLEP target of only 15% (figure 3.23). Although the number of SPS
allocated PRBs is similar to the one of DS, the causes of higher uplink BLEP
trend reside in the actual positioning of allocated PRBs. The preallocation
and adjacency of resource units suffers of eventual bad positioning along the
bandwidth and the impossibility to exploit frequency diversity.

The channel aware dynamic scheduling, run in the second set of simulations,
assures an almost continue correctness in resources allocations. The downlink
analysis, as well as in SPS, shows an accurate use of resources even without
particular controls on the scheduler behavior (figure 3.13). In uplink, the OLLA
action seems to be mandatory (figure 3.14). The OLLA control is demonstrated
to be a good solution that shows its benefits providing accuracy regardless the
channel quality feedback periodicity (figures 3.11 and 3.12).

The DRX/DTX functionality is an effective way to reduce the UE’s bat-
tery power usage, but at the same time introduces further constraints in the
scheduler’s tasks. The immediate consequence of them is an average increase
of packets delivery delays . The short DRX/DTX represents a further attempt
to exploit the inactivity periods of UE to save even more power. This further
saving could be remarkable with certain types of traffic, but can also be very
limited with others, like VoIP.

DRX/DTX and SPS show a possible interoperability that can finely handle
the particular type of network traffic represented by the VoIP. The known char-
acteristics of this data source fits the SPS recurrent resource allocation that
is adapted to the packets inter arrival time. The DRX/DTX can also overlap
with this periodical activity realizing a system almost fully synchronized in all
its parts. This is shown in the average good delay results of the SPS scheduler
even for heavy loaded system (figures 4.8 and 4.9). This consideration, however,
can not be fixed as a rule. If the number of users increases, the scheduler can
have difficulties planning the allocation in the few time instants where the UE is
supposed to be active and the packet scheduled, because of the lack of available
resources. This is reflected in the waiting for a new UE’s active state and a
constant delay, propagated then on the whole talk-spurt (if TTI bundling is not
implemented). While this behavior is very limited in static DRX/DTX simula-
tions, it is clearly observable with the introduction of short DRX/DTX and high
extended long DRX/DTX cycles (til +5% of dropped packets in downlink, fig-
ures 4.17 and 4.17). The small power savings obtainable with short DRX/DTX
causes an unbearable user dissatisfaction (figure 6.5).

The DS scheduler interaction with DRX/DTX functionality shows a low in-
duction of packets delivery delay: the more careful usage of radio resources can
limit in some cases the number of retransmissions, and, moreover, the absence
of preallocation avoids the propagation of delays along the talk-spurt. In fact
each single packet transmission is not affected by previous transmission delays
at all, unlike SPS. The downside of the use of this kind of scheduler is mainly
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represented by the amount of signaling activity that implies uplink transmission
of CQI and SRS. This is worsened by the time between the request for channel
reporting and transmission instant where UE remains in active state, affecting
the battery life higher than SPS case (til +200 mW, figures 4.5 and 5.5 5.13).
The increase of channel quality reporting frequency during talk-spurts (+50%)
increases the amount of power consumption (figures 5.16 and 5.11), but does
not improve the delays trend (figures 5.17 and 5.12).

One of the remark of this project concerns the not significant gain carried by
short DRX/DTX functionality. The lack of big mutual silence period in a voice
call makes the extension of DRX/DTX cycle really insignificant, in the attempt
to save more power. Besides, the downlink responsiveness to new vocal activity
is severely lowered, causing high delays and loss of a considerable amount of
packets at the beginning of each talk spurt (from 3% to 6% of dropped packets).

7.1 Future works
The tool developed to perform this thesis analysis lends itself to be used to
perform a quite big number of other studies that exploit any sort of combinations
of the input parameters, added to the ones presented in the previous chapters.
The system indeed can be fed with different link-level traces to test the system-
level behavior for users in better conditions than at the cell edge. The behavior
of all transmission entities and models can be finely tuned making very easy,
for example, to apply other kinds of scheduling policies, DRX/DTX behaviors
(battery-aware strategies, for example) or power consumption models.

It should be feasible with further analysis of scheduling behaviors, in case
of a combined source of VoIP traffic and best effort traffic (web browsing, mail,
FTP, etc.) too.
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