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ABSTRACT 
Information systems are invading our cars, along with 
concerns about their impact on safety. But there are systems 
that aim to improve safety, such as advance warning 
systems. The effects of these systems, however, is a subject 
of ongoing research. We conducted an experiment on a 
closed circuit, to determine how advance warnings about 
various road and traffic conditions affected driver behavior 
and attention. Our results show that the advance warnings 
overall had a limited effect on the speed of the drivers, 
although they had a positive effect for some road 
conditions. The drivers had significantly more eye glances 
at the system. In particular, they glanced at the system when 
a warning was issued.  

Author Keywords 
Advance warnings, driving behavior, attention, in-vehicle 
systems. 

INTRODUCTION 
Car drivers today have more information systems in their 
vehicles than ever before, and more advanced systems are 
on their way. The purpose of these in-vehicle systems 
varies greatly, and includes providing entertainment, 
offering navigational aid and assisting mobile phone 
communication. These systems also concern different 
aspects of driving. Specifically, a distinction is often made 
between systems dealing with so-called primary driving 
tasks (related to maneuvering the vehicle, such as GPS 
systems) and secondary driving tasks (not directly related to 
maneuvering the vehicle, such as car stereo systems) (e.g. 
[3, 11]. 

With the increase in in-vehicle systems as well as the 
general technological progress, it is possible to present an 

ever-increasing amount and diverse type of information to 
the driver. Using the right information in the right manner, 
it would be possible to assist the primary driving task by 
supporting the decision-making process and contribute to 
improving traffic safety. In-vehicle advance warning sign 
systems are designed to do just this. Their purpose is to 
provide the driver with up-front information, about 
conditions ahead, in order to enable the driver to perform 
more accurate decisions about upcoming maneuvers [6]. 

The development of the technology that allows cars to 
gather and react to information about the driving context is 
well underway [19]. Already a consumer product is 
available that senses and relays information about the 
surroundings to the driver. The Opel Insignia car comes 
with the Opel Eye system that recognizes traffic signs along 
the road and draws the driver’s attention to them via a 
dashboard-based warning sign system [17]. 

Although the topic of advance warning signs has been 
explored, it remains to be determined exactly how the 
added context information benefits the driver and what 
effects it has on driving behavior in the long term [6]. At 
the same time, it is unclear precisely which type of context 
information promotes traffic safety and which is merely a 
further distraction [5]. 

In this paper we investigate the effects of five different in-
vehicle advance warning signs on driver behavior and 
attention. In an experiment on a closed circuit, participants 
are exposed to several different road and traffic conditions 
with and without advance warning signs, in order to see 
how they affect vehicle speed and eye glance behavior. 
First, we present related work on in-vehicle advance 
warnings signs. Then we introduce the system used in the 
experiment and describe the experiment itself. Finally, we 
present and discuss our results. 

RELATED WORK 
There have been several previous studies on the potentially 
beneficial effects of advance warning systems [8, 13, 16]. 
In-vehicle collision avoidance warning system in particular 
have received a lot of research attention (e.g. [4, 12]). Lee 
et al. (2002) examined the effects of collision avoidance 
systems on driver performance by conducting two 
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experiments in a high-fidelity driving simulator. The results 
from the first experiment showed that advance warnings 
helped distracted drivers react more quickly, than with no 
warnings, and reduced the number of collisions by about 
80%. The second experiment showed that undistracted 
drivers also benefit from the collision warning system, 
allowing them to brake faster [12]. These results are 
supported by Ben-Yaacov et al. (2002), who also find 
beneficial long-term effects of in-vehicle collision 
avoidance warning systems [4]. 

Luoma and Rämä (2002) set out to investigate driver 
acceptance of in-vehicle traffic sign information. In their 
study, subjects were exposed to four different 
configurations of traffic sign information in the car, while 
driving on a real road. This included a visual sign, visual 
sign with auditory message, visual sign and auditory 
feedback based on driver behavior and visual sign with 
elaborate auditory instructions. Luoma and Rämä’s study 
showed that the test subjects accepted the integration of 
traffic sign information in the car, and generally found it 
useful in terms of improving traffic safety [13]. 
Specifically, the visual sign information was rated most 
useful. However, many of the drivers encountered problems 
such as unintentional speed decreases and late detection of 
other road users and obstacles. Similar side effects were 
found by Hanowski et al (1999) who examined the benefits 
of a dashboard-based in-vehicle information system that 
included an advance warning system. Drivers were warned 
5 seconds in advance about incidents such as crash ahead, 
car entering from hidden entrance and emergency vehicle 
approaching from behind. Despite the minor side effects, 
the advance warnings were found to indicate a clear benefit 
to drivers [8]. 

Intersections are another driving situation where in-vehicle 
advance warnings are believed to have an impact. Staplin 
and Fisk (1991) performed a series of studies to determine, 
if advance information about left curves improved decision 
performance. These studies were conducted in a laboratory 
setting, where the participants were faced with decisions 
about whether to turn or wait at left curve intersections, 
both with and without advance sign information. The 
results revealed that the test participants made faster and 
more accurate decisions when advance information was 
available [16]. 

Similarly, Caird et al. conducted a study to determine 
whether in-vehicle advance warnings could improve the 
intersection performance of both younger and older drivers. 
Using a driving simulator, test subjects were exposed to two 
different Head-Up-Display-based advance warning signs, 
warning them of upcoming intersections. The results were 
then compared to baseline drives without any advance 
warning signs. During all the drives late yellow light 
changes were randomly interspersed at the intersections. 
The data recorded included vehicle speed before, during 
and after the intersections, the number of test subjects that 
stopped or ran the yellow light, eye movement behavior, as 

well as the subjects’ response time at the late yellow light 
changes. The results showed that the advance warning signs 
caused an overall increase in the number of test subjects, 
who stopped at the late yellow lights. Furthermore, the 
intersection approach speed for all test subjects was 
decreased. Caird et al. argues that this caused the test 
subjects to make more accurate decisions regarding 
intersection traversal. The primary side effect of the 
advance warning signs was determined to be a tendency 
among the drivers to reduce speed in advance of 
intersections. Based on the results of their study, Caird et al. 
conclude that drivers who are inattentive or distracted as 
they approach intersections may benefit from in-vehicle 
advance sign systems. Similarly, drivers who look, but do 
not see the intersection ahead, may find advance warning 
signs helpful. Both Caird et al. and Luoma and Rämä 
conclude that while in-vehicle advance warnings signs look 
promising, more research is needed to investigate the 
effects of this kind of system on driver behavior, especially 
outside the laboratory [6, 13]. 

The experiment in [6] was conducted in a driving simulator. 
While this approach has its advantages, it arguably entails 
some limitations in the degree of realism associated with 
the driving and context, a claim that is supported by e.g. 
Bach et al. (2008), who find that the lack of sensory 
feedback from the vehicle and context, in simulated driving, 
causes problems with speed maintenance [2]. Since in-
vehicle advance warning signs are so closely related to the 
driving context, it might therefore be worth studying their 
effects in a more realistic setting. Motivated by this, we aim 
to investigate the effects of a variety of context-based 
advance warning signs on driving performance in a real 
vehicle on a closed circuit, which should provide a higher 
degree of realism in terms of contextual information. 

ADVANCE WARNING IN-VEHICLE SYSTEM 
The system is designed to present the driver with necessary 
basic functionality in the dashboard to the driver, displaying 
a speedometer, fuel gauge, trip meter and the cars operating 
temperature (as depicted on Figure 1) . 

The basic functionalities have a central position on the 
screen and are always visible, whereas the warning signs 
only are visible, when the driver approaches a given road or 
traffic condition. The system shows the current speed of the 

 
Figure 1. System interface with two warnings active. 
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car, by means of a Holux GPS unit, placed in the 
windscreen of the car. The GPS unit receives the current 
speed every second and through a Bluetooth connection 
sends it to a laptop which then displays it on the system. 
The speed is represented in 3x2 cm white digital numbers, 
on a black background, resulting in easily read numbers in 
high color contrast. The advance warnings are, when 
visible, depicted as 1.5 x 1.5 cm icons above the speed 
representation. The fuel gauge, trip meter and operating 
temperature are depicted in the lower part of the screen. 
The system was developed in C# using Microsoft Visual 
Studio .NET 2008. Besides the aforementioned visual 
information, the system prompts the driver with audio 
(earcons) and visual warnings (see Figure 2), regarding the 
incident ahead. The system displays advance warning signs 
which are recognizable since they have been chosen to 
mimic those from real life driving. The advance warnings 
appear in the dashboard, 75 m before the incident occurs 
where they are constantly lit, and again, when the incident 
occurs, when they start to flash. Besides the visual 
warnings, the system furthermore warns the driver with two 
different earcons one for each state of warning.  

We issued the advance warnings 75m before the incident 
occurred, based on guidelines from the Danish road 
directorate, who recommend placing traffic signs 50 meters 
before the incident for speeds below 60 km/h, plus two 
seconds of reaction time to allow drivers to read and decode 
the traffic sign. We set this reaction distance to be 25m, 
based on an average of the recommended distances at 30, 
40, 50 and 60 km/h. As an example see Figure 3 depicting 
the distance before a 40 km/h sign [18]. 

EXPERIMENT 
The purpose of our experiment was to investigate the 
effects advance warnings, produced by our in-vehicle 
system have on participants driving behavior.  

Experimental Design 
In the experiment, a within-subject approach with twelve 
participants was adopted. In order to minimize learning 
effects, the participants were counterbalanced such that they 
alternated between the two conditions of the experiment, 
namely switching between starting with advance warnings 
from the system, and starting without (baseline). The 
dependent variable of the experiment was primarily driving 
speed and secondarily eye glance behavior. The 

independent variables were the aforementioned two 
conditions of driving with and without advance warnings. 

Participants 
Our twelve participants consisted of seven male and five 
female participants with ages ranging between 24 and 30 
years (M=26.17, SD=1.85). All test subjects carried valid 
drivers’ licenses’ and had done so for an average of 7.5 
years (SD=0.65). The participants driving experience, in 
terms of how many kilometers they drove pr. year, ranged 
from 50 to 25000 km/year (M=6354, SD=7205). All of the 
participants stated that they, to some degree, had prior 
experience with in-car systems, mostly GPS systems.  

Setting 
The experiment was conducted on a closed circuit primarily 
used for driving courses for training future drivers (see 
Figure 4). The course consisted of various sections, three of 
which were equipped with water sprinklers along both 
sides, and were asphalted with a special epoxy/asphalt 
blend which, when wet, made the road slippery (the white 
sections on Figure 4). The sprinklers could be turned on and 
of enabling us to vary the driving condition.   

For added realism, another car drove around the circuit in 
order to simulate real life driving, in the sense that the 
participants had to be aware of the other car, and act 
accordingly. The vehicle used in the experiment had been 
fitted with our advance warning prototype system in such a 
way that the cars original speedometer was covered and no 

 
Figure 2. Types of advance warnings used, based on real 

signs used on Danish roads. 

 
Figure 4. Experimental setting at a closed circuit. 

 
Figure 3. The first warning is displayed 75m before the 

incident, the second warning at the incident. 
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longer visible, as seen in Figure 5. 

Procedure 
At the onset of each session the participants were seated in 
the driver’s seat of the car, and asked to adjust their seating 
position according to preference. The supervisor of the 
experiment then read an introductory text aloud explaining 
what was going to happen, and which configuration they 
were going to start with. If the participants were to start 
with advance warnings engaged, they were shown how the 
warning system worked, otherwise this was done just 
before the second part of the session. Furthermore, the 
participants were instructed to obey the normal traffic 
regulations with a general speed limit of 60 km/h, and to 
otherwise drive the car, as they would normally do. 
Afterwards the participants were given an opportunity to 
familiarize themselves with the car before starting the 
experiment.  

When the participants felt they were ready, the supervisor 
instructed them to enter the course and throughout the 
session instructing the participants which direction to drive. 
Each session was divided into two parts; (each part around 
6.5 km) 8 laps with advance warnings – 8 laps without. The 
two parts followed the same eight predetermined routes in 
the same order. During each of the two parts, the water 
sprinklers were initially turned off on the sections equipped 
with these, such that they were not slippery the first time 
around. The water sprinklers were then turned on without 
the participants knowing, making the two sections slippery, 
the second time the participants encountered them. The 
experiment was in part based around a Wizard of Oz 
approach, as the advance warnings were controlled by an 
observer, seated in the back of the car. To ensure uniformity 
we had placed inconspicuous markings, signifying to the 
observer when to turn on the warnings, around the track.  

As previously mentioned one of the authors of this paper 
drove another car around the circuit during the test in order 
to simulate real life traffic, and to initiate the traffic jams, 
which the participants encountered during the experiment.  
One of the authors of this paper was also responsible for 
turning the water sprinklers on and off at the right time. 

After the driving part of the session was concluded, the 
participants were interviewed by the supervisor following a 
semi-structured exploratory interview guide, to collect the 

participant’s thoughts on the use of advance warnings. 
Finally, the participants were asked to fill out a 
questionnaire. 

Data Logging 
In our advance warning prototype, we had implemented the 
possibility to automatically log the information currently in 
use by the system for instance; current speed, lap number, 
and advance warning description etc. As previously 
explained the data logging was initiated 75m before the 
road or traffic incident, were the observer turned on the 
warning. When the participants reached the area they had 
been warned about, 75m later, they were once more warned 
with a different sound and a flashing icon. In the data 
logging we distinguished between these two types of 
warnings, enabling us to analyze the effects of the advance 
warnings, on the driver’s behavior prior to and during the 
part of the track which the participants had been warned 
about. The data logging was stopped when the participants 
exited the section the advance warning had concerned. This 
procedure amounted in around 650 lines of log data pr. 
participant with one line of data being logged pr. second a 
warning was displayed.   

Data Analysis 
During the experiment we collected two types of data, 
namely the speed with which the participants drove, and 
video material to determine eye glance behavior. 

Vehicle Speed 
Firstly, we analyzed the speed data gathered by the data 
logging system. As stated earlier, the logging started when 
an advance warning was first activated (referred to as state 
1 of the incident) through the second state of the warning 
(state 2) until the incident is passed and the warning is 
turned off (incident exit). The equivalent data was also 
logged without warnings. 

The primary focus of the speed analysis was to determine 
how much the participants reduced their speed between 
when they received the first warning, to when they reached 
the incident in question, and then compare this to when they 
drove without warnings (baseline). In order to do this we 
needed to determine the average speed, at state 1 onset and 
state 2 onset for each incident, and then calculate the 
difference. Additionally, we computed the average speed at 
incident exit, and the reduction in speed from state 2 onset 
to incident exit, in order to examine if the warnings had an 
effect after the participants had reached the incident. 

As a secondary aim, we also analyzed how the speed of the 
participants developed over time, by calculating the average 
speed for each second based on all the speed readouts 
logged during each state. Because the speed of the 
participants, and therefore number of log entries, differed, 
we needed to select the lowest common denominator in 
terms of the number of entries. For instance if one of the 
logs contained five entries for a specific incident, and the 
remaining logs had seven entries, only the first five entries Figure 5. Experimental setup. 
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of all logs were used, ensuring comparable data. Where this 
method is applied, we refer to the data with the postfix 
“common”, e.g. state 2 onset common. 

Finally, we determined the mean speed throughout state 1 
and state 2 separately for all incidents, by calculating the 
average speed readout, using all log entries in each state. 

The above-mentioned procedure was carried out for all 
individual incidents, and then compiled according to 
incident type. The results were then subjected to two-tailed 
paired Student’s t-tests to reveal any significant differences 
between the two conditions. 

Eye Glance Behavior 
Eye glances were identified from video recorded during the 
experiment, in order to evaluate the effects of advance 
warnings on eye glance behavior. By analyzing the video 
from the experiment frame by frame, eye glances were 
identified and categorized according to the following three 
categories according to duration, inspired by [3]: (1) 0.5 
seconds and below, (2) between 0.5 and 2.0 seconds, (3) 
above 2.0 seconds. 

We defined the duration of an eye glance as the time 
between when a participant moved his or her gaze away 
from the road and onto the system, and back onto the road. 
During the video analysis, eight videos were reviewed (due 
to quality issues four videos were discarded) by two 
reviewers who each reviewed five videos causing an 
overlap of two videos, which were analyzed by both 
reviewers. Initially the two reviewers corporately analyzed 
one of the videos in order to ensure consistency in the 
analysis. An inter-rater reliability test of this analysis (using 
weighted Cohen’s Kappa) gave α =0.84, corresponding to 
an excellent agreement according to [10].  

Reaction Time 
We also calculated the participants’ reaction time, i.e. the 
time it took for them to react to a warning, which we 
defined as the time it took from a warning was emitted, and 
the participant had glanced down at the system to when the 
participant had his or her eyes back on the road. This would 
also enable us to calculate how far they drove during this 
time, using the logged speed data. Our approach was to 
count the number of frames in the video during this 
interval, convert the number of frames to seconds, and then 
crosscheck the number of seconds with the speed and 
warnings from the log to determine the reaction time and 
distance travelled. Eye glances that occurred within two 
seconds of a warning were assumed to correlate to that 
warning. This way we were also able to check if the 
participants were reacting to the warnings at all, and if that 
reaction changed over time. 

RESULTS 
In this section we will present the results of our data 
analysis. First we will present our analysis of the speed data 
collected by the system, organized according to warning 

type. Then we present the results of the eye glance and 
reaction time analyses.  

Vehicle Speed 
In this section we will present the results of our analysis of 
the vehicle speed data. Emphasis is put on the reduction in 
speed from state 1 onset to state 2 onset, and any other 
results will only be presented in-depth if they are of 
interest. Each warning type is addressed separately by 
presenting the results for all occurrences of that incident. If 
relevant, specific incidents in each type will be presented 
separately.  

Left Curve Warnings 
The experiment contained seven left curves in each 
condition (i.e. N=84). As seen on Figure 6, the advance 
warnings had very little effect for the left curves. The 
speeds are very similar with and without warnings at state 1 
onset, and reductions in speed between state 1 onset and 
state 2 onset also do not differ notably. Similarly, the mean 
speeds through state 1 and state 2 differ only marginally. 
The participants increase their speed before encountering 
state 2 onset for both conditions, i.e. the reduction is 
negative. This is caused by a specific left curve on the track 
that is encountered four times in all, where the entry speed 
is relatively low due to the layout of the track. However, 
removing these four left curves from our data, does not 
affect the results significantly. 

Right Curve Warnings 
The participants encountered a total of five right curve 
incidents in each condition (i.e., N=60). As seen on Figure 

 
Figure 6. Speed at state 1 onset, state 2 onset and the 

reduction in speed between the two for left curves (N=84). 

Figure 7. Speed at state 1 onset, state 2 onset and the 
reduction in speed between the two for right curves (N=60). 
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7 the advance warnings had negative effect here, as the 
participants reduce their speed less between state 1 onset 
and state 2 onset with the warnings than without, which 
amounts to 6.75 km/h (SD=5.03) with warnings and 8.65 
km/h (SD=5.10) without warnings, which a Student’s t-test 
reveals as a significant difference, t = 1.68, p = .026. 
Comparing their speed at state 2 onset, the average speed 
with warnings is 36.60 km/h (SD=5.88) and 35.48 km/h 
(SD=6.41) without warnings, which reveals signs of a trend, 
t = 1.68, p = .058. The mean speeds throughout state 1 and 
state 2 do not differ notably for the right curves. 

The track contained two unique right curves, the first of 
which was encountered four times in each condition (hence 
N=48). The speeds at state 1 onset for this specific right 
curve only, are still quite similar, but the speed reduction 
between state 1 onset and state 2 onset is larger without 
warnings at 9.81 km/h (SD=4.78), than with warnings at 
7.31 km/h (SD=5.30), which represents a significant 
difference, t = 2.01, p = .016. This indicates that the 
difference must lie at state 2 onset, where the average speed 
with warnings is 34.31 km/h (SD=3.43) versus 33.13 km/h 
(SD=4.11) without warnings, which indeed indicates a 
trend, t = 2.01, p = .054. If we then look at the average 
speed reduction between state 2 onset and incident exit for 
this right curve, we also find a significant difference, t = 
2.01, p = .026. This time, however, the decrease is larger 
with warnings at 1.67 km/h (SD=5.02) than it is without 
warnings at just 0.06 km/h (SD=4.35). 

Slippery Road Warnings 
The advance warnings had an effect for slippery road 
incidents, as shown on Figure 8. The participants drive 2.5 
km/h slower with warnings at state 1 onset, than they do 
without warnings. This is not statistically significant 
however, t = 2.20, p = .307. The reduction in speed between 
state 1 onset and state 2 onset differs only marginally. At 
state 2 onset, however, the average speed with warnings is 
42.08 km/h (SD=7.48) versus 45.42 km/h (SD=8.51) 
without warnings, which suggests a trend, t = 2.20, p = 
.054. The pattern continues at incident exit, where the 
average speed with warnings is 34.75 km/h (SD=4.56) and 
37.25 km/h (SD=6.11) without warnings. A Student’s t-test 
reveals this difference of 2.50 km/h to be significant, t = 
2.20, p = .046.  

Looking at the common log entries for incident exit, we see 
a strong significant difference between the average speed 
with warnings at 35.67 km/h (SD=5.15) and without 
warnings at 40.58 km/h (SD=6.85), t = 2.20, p = .004. 
However, the reduction in speed between state 2 onset 
common and exit common does not quite constitute a 
significant difference, t = 2.20, p = .086, with an average 
reduction of 6.42 km/h (SD=3.73) with warnings, and 4.83 
km/h (SD=3.49) without warnings.  

Throughout state 1 the mean speed is lower with warnings 
than without warnings, but even more so through state 2, 
where the mean speed is 36.56 km/h (SD=6.29) with 
warnings, and at 41.55 km/h (SD=7.61), somewhat higher 
without warnings. This difference of almost 5 km/h is 
statistically strong significant, t = 2.20, p = .004. 

Speed Limit Warnings 
For all eight speed limit incidents (N=96), we see that the 
average speeds at state 1 onset are very similar, differing 
only by 0.07 km/h (see Figure 9). The reductions in speed 
between state 1 onset and state 2 onset are also very similar. 
At state 2 onset, the speed is lower with warnings at 37.69 
km/h (SD=3.94) than it was without warnings at 38.39km/h 
(SD=3.62). The difference suggests a trend, t = 1.99, p = 
.073. The results for the mean speeds throughout state 1 and 
2 of do not reveal any noteworthy differences. 

As the experiment contained two different speed limit 
sections, we can look at the results for the first speed limit 
separately (N=72), where the effects of the advance 
warnings were more substantial. Here, the decrease in speed 
between state 1 onset and state 2 onset is 11.89 km/h 

Figure 8. Speed at state 1 onset, state 2 onset and the 
reduction in speed between the two for slippery roads (N=12).

Figure 9. Speed at state 1 onset, state 2 onset and the 
reduction in speed between the two for speed limit (N=96). 

Figure 10.  Speed for the first four seconds of state 1 of the 
first speed limit incident (N=72). 
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(SD=4.56) with warnings and 11.07 km/h (SD=6.08) 
without warnings, a difference that implies a trend, t = 1.99, 
p = .063. At state 2 onset the speed is significantly slower 
with warnings at 37.75 km/h (SD=3.74) compared to 38.86 
km/h (SD=3.82) without warnings, t = 1.99, p = .013.  

Figure 10 shows the average speed of the participants for 
the first four common log entries of the first speed limit 
incident. It shows that while the initial speeds are almost 
identical, the speeds develop differently over the course of 
the following three seconds. With warnings the participants 
reduce their speed earlier than they do without warnings. 
Indeed, there is a significant difference, t = 1.99, p = .018, 
in the average reduction in speed between state 1 onset and 
the last common speed reading, with an average decrease of 
8.13 km/h (SD=5.45) with warnings and 6.63 km/h 
(SD=5.54) without warnings. Similarly, when looking at the 
speed after three seconds, there is a strong significant 
difference, t = 1.99, p = .0012, between the average speed 
of 41.50 km/h (SD=4.26) with warnings, and 42.91 km/h 
(SD=3.78) without warnings.  

Throughout state 2 of the first speed limit the mean speed 
with warnings is 37.59 km/h (SD=3.72) while it is 38.53 
km/h (SD=4.06) without warnings, which indicates a trend, 
t = 1.99, p = .053. The mean speeds through state 1, on the 
other hand, do not differ notably. 

Traffic Jam Warnings 
During the experiment the participants encountered two 
different traffic jam incidents. Looking at the results of both 
traffic jams collectively (N=24), the average speeds at state 
1 onset are remarkably similar across both conditions, and 
the average reduction in speed from state 1 onset to state 2 
onset is exactly the same across the two conditions, as seen 
on Figure 11. Similarly, there are no noteworthy differences 
in the mean speeds throughout state 1 and state 2. 

If we look at the first traffic jam incident separately, we see 
that the advance warnings had a negative effect on the 
speed reduction. The participants increase their speed from 
state 1 onset to state 2 onset by 2.58 km/h (SD=3.75) with 
warnings and decrease it by 0.50 km/h (SD=3.73) without, 
which represents a significant difference, t = 2.20, p = .048.  

Combination of Slippery Road and Left Curve Warnings 
Our experiment contained one incident where a left curve 
was combined with a slippery road and where two warnings 
were activated simultaneously. Here, none of the results 
show any significant differences. At state 1 onset, the 
average speeds were quite similar for both conditions (see 
Figure 12). The reduction in speed from state 1 onset to 
state 2 onset is 7.00 km/h (SD=5.74) with warnings, which 
is somewhat larger than without warnings at 5.58 km/h 
(SD=6.89). A difference that is only marginal, t = 2.20, p = 
.462. With warnings the average speed at incident exit is 
slightly higher than without warnings at 32.50 km/h 
(SD=3.09) and 31.42 km/h (SD=3.37), respectively. While 
this difference is not significant, we do see a trend, t = 2.20, 
p = .090.  

Eye Glance Behavior 
We classified the eye glances according to their duration; 
below 0.5 seconds, between 0.5 and 2.0 seconds and above 
2.0 seconds. 

From the analysis of the 16 video sessions, we identified a 
total of 1363 eye glances. Of these, 451 were categorized as 
being shorter than 0.5 seconds, 911 were categorized as 
being between 0.5 and 2.0 seconds in length and just one 
eye glance was longer than 2.0 seconds. Without warnings 
had the least number of glances of the two conditions, with 
494 in all, compared to 869 with warnings, which is an 
increase of nearly 76%. As seen in Table 1 the average 
number of glances is higher with warnings than it is 
without. This amounts to a strong significant difference, t = 

Figure 12. Speed at state 1 onset, state 2 onset and the 
reduction in speed between the two for slippery left curves 

(N=12). 

 Without warnings  
(N=8) 

With warnings  
(N=8) 

> 0.5 s. 28.5 (20.79) 27.88 (16.03) 

0.5 - 2.0 s. 33.13 (18.29) 80.75 (24.34) 

> 2.0 s. 0.13 (0.35) 0 (0) 

Total glances 61.75 (34.69) 108.63 (19.43) 

Table 1. Means (standard deviations) for eye glance behavior. 
Statistically significant differences at the 95% confidence level 

are highlighted. 

Figure 11. Speed at state 1 onset, state 2 onset and the 
reduction in speed between the two for traffic jam (N=24). 
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2.36, p = .0065.  

The number of glances below 0.5 seconds in duration is 
very similar for the two conditions, with 228 without 
warnings and 223 with warnings. Our results show that it is 
in the number of glances between 0.5 and 2.0 seconds that 
the real difference lies. With warnings accounts for 646 eye 
glances in this category, compared to just 265 without 
warnings. A Student’s t-test reveals this to be a strong 
significant difference, t = 2.36, p = .0028. In the last 
category, glances above 2.0 seconds, we found just one 
without warnings and none with warnings. 

We also looked at the number of times the participants 
looked down when the warning system displayed a 
warning, for both state 1 and state 2. Figure 13 illustrates 
how many times they glanced at the system when there was 
a warning, for both warning state 1 and warnings state 2. 
For more than 91% of the warnings, the participants glance 
at the system following the state 1 warning. The same holds 
true for about 57% of the warnings at state 2. A Chi-square 
test shows this difference to be extreme significant, χ2(1, 
N=8) = 55.38, p < .0001. 

For those warnings where the participants looked down at 
the system, we also measured their reaction time, i.e. the 
time that passed from when the warning was emitted to 
when the driver had glanced down and back up. The 
average reaction time was calculated to be 0.92 seconds 
(SD=0.19). Based on their speed during these glances, we 
were also able to calculate how far they drove during the 
reaction time. This distance varied between 1.67 m and 
30.61 m, and was on average 10.30 m (SD=1.79) for N=8. 

DISCUSSION 
Overall, our results show that the advance warnings had 
some effects on driving behavior, but that they were 
limited. When comparing the participants’ speed for the 
two conditions, they are remarkably alike, often with almost 
indistinguishable differences. However, we did identify 
several situations where the advance warnings had a 
positive effect on the speed, though not for all warning 
types. 

For instance, at the first, and most prevalent, speed limit 
incident, the results show that the speeds develop 

differently for the two conditions in the first three seconds. 
With warnings the participants decrease their speed 
significantly more than without warnings. Another 
substantial result is the mean speed through state 2 of the 
slippery road incident. Here, the participants drove almost 5 
km/h slower with warnings, than they did without. Other 
results also show that the advance warnings had a positive 
effect on the participants’ speed for the slippery road. 

On the other hand, the effect of the advance warnings are 
negated in the right curves, since there is a significant 
difference in the average reduction in speed, which is 
higher in the no warning condition. While this may seem 
curious, it is perhaps an indication, that the many of the 
factors that influence the behavior of drivers are complex in 
nature. 

Our results seem to question the findings of similar studies 
[1, 5, 6]. Caird et al., for instance, found that advance 
warnings significantly reduced the speed adopted by drivers 
through intersections [6]. Their findings may be different 
from ours because their experiment was conducted in a 
simulator, which does not give the participants the same 
amount of context information as real life or controlled 
driving does. This could make the participants more likely 
to react to advance warnings regardless of whether or not it 
is necessary, since the sensation of speed provided by the 
context is not present. This is supported by Bach et al., who 
compared simulated and controlled driving, and found that 
that the lack of sensory feedback from the vehicle and 
context in simulated driving, caused problems with 
perceiving driving speed [2]. 

Furthermore, the fidelity of simulators means that 
participants are able to see less of their surroundings, which 
in turn may cause them to rely more on warnings. In 
contrast, participants in controlled driving are able to rely 
more on the available context information and therefore the 
warnings may not have the same effect. However, Kemeny 
and Panerai state that in driving simulators with a large 
enough field of view, speed can be estimated correctly by 
visual information [9]. But Kemeny and Panerai also note 
that recent studies have shown that vestibular information 
has a more important role than previously assumed. 
Additionally, Kemeny and Panerai state that experiments 
regarding driver alertness, as in Caird et al., can be carried 
out in driving simulators without the need for absolute 
simulation fidelity. Moreover, the amount of risk perceived 
by the participants is arguably bound to be higher in real 
life driving. A study by Boyle and Mannering into the 
impact of travel advisory systems on driving speed, 
suggests that while the average speed can be reduced by in-
vehicle system advisory messages, drivers tend to try and 
make up for lost time by increasing their speed when the 
warning/advisory message is no longer relevant, which 
questions the net safety effects of advisory messages [5]. 

Our results indicate that the primary influence on the 
driving behavior adopted by the participants is the context 

Figure 13. The total number of times participants glance at 
the system when there is a warning (N=8). 
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in which they drive. The fact that the speeds are so similar 
in the two conditions, could be an expression of the 
participants’ prior driving experience and training, which 
helps them establish a reasonable speed to adopt. This 
means that their behavior could also be explained by how 
far in advance the warning was issued. If the warning is 
issued too late, the participants could have already made 
decisions based on context information and started to react 
accordingly, rendering the advance warning useless. As 
described earlier, we issued the warnings 50m in advance 
plus an additional two-second or 25m reaction time. This 
might have been too little, since the participants who 
actually traveled at 60 km/h ideally and should have had 
33m to react, only had 25m (or 1.5 s). However, our 
analysis of the reaction time of the participants revealed 
that they use an average of 0.92 s (10.30m) to react to a 
warning, which still leaves on average, about 65m to react 
appropriately. Still, our analysis is based on visual reaction 
time only and therefore we cannot estimate how long it took 
them to mentally react to the warnings, although it arguably 
adds to the overall reaction time. 

The incidents warned about were in some cases rather 
obvious. For instance, the slippery parts of the course were 
clearly distinguishable from the rest of the course due to 
their color. Had the road conditions been less obvious, the 
results could have been different. For example, had the 
experiment been conducted on public roads during winter 
with occasionally treacherous road conditions, the 
participants presumably would have benefitted more from 
advance warnings, as any unsafe road conditions would be 
less visible. This is in line with the conclusions of Luoma et 
al., who found that warnings about black ice conditions, 
which are harder to spot, has a greater effect on speed and 
the amount of headway between road users, compared to 
warnings in snowfall conditions where the hazardous road 
conditions are clearly evident [14].  

The results of the eye glance behavior analysis reveal that 
the advance warnings attract significantly more glances. 
This result is perhaps unsurprising given that the visual 
nature of the warnings arguably attracts more visual 
attention. The results also show that when the participants 
are presented with an advance warning, they look down at 
the system in 91% of the cases, which indicates that the 
participants do detect the warnings when they are issued. 
Similarly, Caird et al. found that  drivers gazed at 75.4% of 
all warnings. However, there are also downsides to 
diverting attention toward the system. As de Waard et al. 
notes, whenever an in-vehicle system issues a notification, 
attention has to be allocated towards processing the 
information, and subsequently also towards behavioral 
adaptation. De Waard et al. gives the example of a speed 
violation message, which can only be prevented by driving 
below the speed limit and thereby allocating more attention 
to checking the speedometer more frequently [7]. 
Significantly fewer glances accompany the state 2 
warnings. This difference indicates that the participants are 

preoccupied with driving the car through the incident 
safely, and therefore do not notice the state 2 warnings or 
choose not to divert attention to them. Many of the 
participants also stated afterwards that they in general did 
not notice the state 2 warnings or did not find them useful 
when they did, because they warned about conditions that 
were obvious. 

The age group of the participants in our study (24-30 years 
of age) was selected because young people usually do not 
yet have a lot of driving experience, and advance warnings 
could therefore have a more pronounced effect on them. 
Still, the fact that the age of our participants is not 
completely representative of the entire driving population, 
has potentially affected our results. In an experiment 
regarding drivers’ ability to divide attention between 
driving a car (simulated driving) and counting the amount 
of dots appearing on a screen, Ponds et al. conclude that 
young (mean age = 27.5) and middle-aged (mean age = 
46.7) adults did not differ in the ability to divide attention 
[15]. However, elderly drivers showed a significantly 
decreased ability to divide attention. In a study by de Waard 
et al., the reactions towards an in-car enforcement and 
tutoring system were measured in young (M=37, SD=4.5) 
and elderly drivers (M=66, SD=3.8). De Waard et al. found 
that the degree of acceptance of the system was higher for 
the elderly group of drivers who were pleased with the 
system. Even though the group of younger drivers believed 
the system to have a positive effect on traffic safety, they 
nevertheless disliked it. The findings of de Waard et al. and 
Ponds et al. indicate that a more balanced and 
representative age spread in our experiment may have 
produced different results. For instance, de Waard et al. 
note that research has shown that elderly drivers overlook 
traffic signs more often, and speculate that these violations 
could occur out of inattention [7].  

Limitations 
Due to the ethical reasons, we chose to conduct our 
experiment at a closed training circuit instead of in real 
traffic. While real traffic undoubtedly would have added 
substantial realism, we found it to be ethically unsound. 
Testing at a closed circuit furthermore meant that the 
participants learned the course of the track and the location 
of the slippery areas, which could entail that participants 
reacted on behalf of this knowledge. 

The experiment was conducted over a period of three days, 
where we were issued a different car each time. This could 
have affected our data, as the different cars differed 
somewhat from one another regarding the amount of wear 
on the mounted tires, which resulted in one of the cars 
having less traction compared to the other two, making it 
perform worse on the slippery parts of the track. 

The warnings were manually displayed in the dashboard 
using the Wizard of Oz technique, which could be cause of 
inaccuracy, due to the fact that the warnings were displayed 
when one of the authors, sitting in the back of the car, 
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manually pushed a button when the car passed certain 
points on the track, indicated by traffic cones. 

CONCLUSION 
While in-vehicle systems are designed for entertainment 
and convenience, other systems, such as in-vehicle advance 
warning systems, are emerging that seek to exploit 
technology in an attempt to actively improve safety. It is 
however unsure how these systems affect driving behavior, 
and what type of warnings are beneficial. In this paper, we 
have therefore sought to shed light on the effects of in-
vehicle advance warning systems on driving behavior and 
attention. By conducting an experiment on a closed circuit, 
we were able to compare speed and eye glance behavior 
data for a series of road and traffic conditions with and 
without advance warnings. 

Overall, our experiment showed that the advance warnings 
had a limited effect on the behavior of the participants in 
experiment. The speeds at the different road and traffic 
incidents were remarkably similar across the two 
conditions. We did however see some beneficial effects of 
the advance warnings at particularly the speed limit and 
slippery road incidents. The use of the advance warnings 
caused the participants to make significantly more eye 
glances diverting attention away from the road and onto the 
in-vehicle system. In particular, they glanced at the system 
when the warnings were emitted.  

There is no doubt that in-vehicle advance warning systems 
are coming, and that the next couple years will see an 
increase in products related to this type of system. As 
context and setting are such important factors for these 
systems, further research should be conducted that 
evaluates them in as realistic a setting as possible.  
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ABSTRACT 
As more information systems make their way into cars, 
designers of these systems are faced with unique challenges 
in order to minimize the negative effects on driving 
performance. Previous research into this field tends to focus 
on input. In our study, we sought to put equal emphasis on 
both input and output in order to examine their separate 
effects on driving performance and eye glance behavior. To 
this end we evaluated four combinations of input methods 
(touch and gesture) and output methods (visual and audio) 
in a driving simulator. Our results showed that the 
separation of input and output is a non-trivial one. Gesture 
input resulted in significantly fewer eye glances compared 
to touch input, but also worse primary driving task 
performance. Using audio as output caused a drastically 
lower number of eye glances, but significantly longer task 
completion times and inferior primary driving task 
performance compared to visual output. 

Author Keywords 
Gesture interaction, touch interaction, attention, eye 
glances, auditory feedback, in-car systems. 

INTRODUCTION 
As an increasing amount of technology is incorporated into 
new cars, research into the design of in-vehicle interaction 
becomes increasingly relevant, as these non-essential 
systems become present in the driving context. With the 
driver’s attention being divided between devices such as 
GPS-systems, onboard computers, music players etc. 
several studies have been conducted regarding driver 
distraction, which find that driver distraction is problematic 
and can lead to accidents [9, 4]. 

One of the problems is that the driver has to remove 
attention from his primary task of driving the car, in order 
to perform secondary tasks such as changing the radio 
station. As the amount and complexity of in-vehicle 
systems increase, so does the demands on the driver’s 
attention. This presents a series of challenges when 
attempting to make this interaction as quick and efficient as 
possible in order to minimize the amount of time the driver 
has to remove attention from the road, in particular the 
driver’s visual attention [2, 3].  

One specific interaction technology repeatedly seen in a 
variety of in-vehicle systems is the touch screen. The 
flexibility in its application capabilities, low price, and 
utilization of a more natural way of interaction, makes it an 
obvious choice for in-vehicle systems, with its increasing 
presence in new cars and aftermarket GPS-units. But the 
nature of a touch screen also means that it competes for the 
visual attention of the driver.  

In order to evaluate the effects of in-vehicle interaction, we 
create a touch screen-based system to be used in an 
experiment where we separate input and output techniques, 
so as to evaluate their separate influence on driving 
performance and attention.  

In this paper we present this experiment and our results. 
The paper is structured as follows; initially we present 
previous research on in-vehicle systems, and secondly we 
introduce the interaction techniques. Then we describe the 
experiment and the results are presented. Finally, the results 
are discussed.  

RELATED WORK 
When researching the field of vehicle safety and the use of 
in-vehicle systems, it is crucial to address the concepts of 
attention and distraction. Attention can be defined as the 
ability to concentrate and selectively focus or shift focus 
between selected stimuli [13]. In the vehicle domain, the 
driver’s attention is mainly focused on monitoring the 
environment and executing maneuvers, also called the 
primary driving task [2, 5, 9, 11]. Disruption of attention is 
defined as distraction. Green describes distraction in the 
vehicle domain as anything that grabs and retains the 
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attention of the driver, shifting focus away from the primary 
driving task [2, 4, 9]. 

A specific focus within the field of in-vehicle research, 
concerning distraction and attention, is the dynamics 
between the primary driving task and secondary driving 
tasks, which includes use of in-vehicle systems. This is 
significant since research identifies the use of in-vehicle 
systems as a cause of traffic accidents [4, 9]. Green points 
out that most drivers will go to great lengths to complete a 
given secondary task and rarely abandon a task after 
initiation [9]. With a critical primary task, like driving, this 
seemingly irrational behavior and distribution of attention 
between the primary and secondary task, can in worst case 
scenarios endanger the safety of the driver and the 
surroundings. Lansdown et al. acknowledges this troubling 
tendency concerning in-vehicle systems, in a study focusing 
on distraction imposed by in-vehicle secondary systems 
[11].  

A tendency within in-vehicle interaction research involves 
attempts to identify an interaction technique that surpasses 
the capabilities of the traditional tactile interface. In a 
comparative study, Geiger et al. set out to evaluate the use 
of dynamic hand movements (gestures) in order to operate a 
secondary in-car system and compare it to a traditional 
haptic (tactile) interface [8]. The parameters used for 
comparison, were errors related to driving performance, 
tactile/gesture recognition performance and the amount of 
time drivers didn’t have their hands on the steering wheel. 
The experiment showed that use of the tactile interface 
resulted in high task completion times and the system 
lacked in recognition performance when compared to the 
gesture interface. The gesture interface allowed users to 
perform the primary task appropriately, while the users also 
found the gesture interface more pleasant and less 
distracting. A recent study by Alpern & Minardo supports 
these findings [1]. They set out to evaluate gestures through 
an iterative development of an interface for performing 
secondary tasks. In the final iteration of their experiment, 
they noted that users made fewer errors compared to a 
traditional tactile radio interface. Findings from both studies 
indicate that gestures could be a viable alternative for 
secondary in-car systems. 

Bach et al. sought to shed light on how perceptual and task-
specific resources are allocated while operating audio 
systems in a vehicle [3]. Three system configurations – a 
conventional tactile car stereo, a touch interface and an 
interface that recognizes gestures as input – were evaluated 
in two complementary experiments. The experiments 
suggest an overall preference for the gesture-based 
configuration, as it enabled the users to reserve their visual 
attention for controlling the vehicle. The conventional car 
stereo on the other hand lacked an intuitive interface; 
consequently the system requires additional perceptual and 
task-specific resources to be operated, thereby affecting 
primary task performance. The touch interface introduced a 
reduction in overall task completion time and interaction 

errors when compared to both the conventional tactile and 
gesture interfaces.  

While the future prospect of using gestures as an input 
method for in-vehicle systems seems promising, little 
attention is given to the possible influence of output 
methods. In order to address this it would be necessary to 
distinguish between input and output to clarify how 
combinations of different output and input methods might 
affect the interaction and primary task performance. The 
need to separate output from input in relation to in-vehicle 
systems is acknowledged by Bach et al. as a limitation in 
their study, and the need for further research is recognized. 
Their primary research focus was on system input as 
opposed to output, which meant the output mechanisms 
differed for each configuration. The variation in output 
could have affected the findings – the results do not show 
which output mechanism is suitable for in-vehicle systems. 
This suggests the need for an elaborate study on output 
methods in order to investigate how they influence primary 
and secondary task performance in the vehicle domain.  

The aim of our study is to compare different configurations 
of in-vehicle systems with an equal emphasis on both input 
and output mechanisms. We aim to limit the amount of 
variables influencing input and output, and hereby 
approximate a comparative study – in order to address the 
limitations of Bach et al. [3]. We intend to accomplish this 
through a study of visual and auditory output in 
combination with either touch or gesture input. The 
rationale behind this combination is the duality in the 
interaction possibilities of touch screens, which support 
both touch and gesture interaction and the polarity in the 
two different sensory channels of output. 

IN-VEHICLE SYSTEM 
By distinguishing between two input methods and two 
output methods, we have four different configurations of 
our in-vehicle system; touch input with visual output, touch 
input with audio output, gesture input with visual output 
and gesture input with audio output. These configurations 
will hereafter be referred to as <input>/<output>, e.g. 
touch/visual. In order to evaluate these configurations with 
regards to their effect on attention, we chose a well-known 
in-vehicle system as our case; the music player or car 
stereo. This choice is also inspired by Bach et al. [3] as well 
as other studies [1, 14] and served as a simple platform for 
our evaluation. 

The system is designed to fit an 8” touch sensitive screen, 
and the graphical user interface in all configurations is 
divided into the same output and input areas, to keep the 
interaction areas the same for all conditions. Furthermore, 
the output area of the screen is covered by a clear plastic 
shield to discourage deliberate input and prevent accidental 
input in this area. 
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Input 
We distinguish between two input methods; conventional 
touch-screen based input with graphical buttons, and 
gesture-based input using the touch-screen as a drawing 
canvas.  

The graphical layout of the two touch configurations is 
inspired by Bach et al. [3] and our goal was to keep it as 
simple as possible, while still providing the necessary basic 
functionality. To facilitate easy interpretation the icons on 
the buttons resemble icons common on music players. 
Furthermore, the buttons are grouped according to their 
functionality. The layout includes a “’Song info” button, 
which is only enabled in the touch/audio configuration, but 
is included in the touch/visual configuration to keep the 
design consistent. The size and spacing of the buttons is 
chosen based on previous research on touch screen layout 
[6, 16, 17]. Input is only possible by pressing the buttons, 
which work according to the click-on-release principle. 
This means that the buttons are activated only when the 
finger has left the button, which also means that nothing 
happens when a button is held. 

The gesture-based systems have no buttons. Instead, the 
systems are controlled by gestures drawn directly on the 
screen using a finger. The gestures used are inspired by 
Pirhonen et al. [14] and Bach et al. [3] and allow for the 
same functionality as the touch buttons. The only gesture 

that is different is the “Song info” gesture, which is 
performed by drawing a line straight down followed by a 
line straight up, without the finger leaving the canvas. This 
was chosen to resemble the “i” often used as an icon for 
“information”. The gestures can be executed anywhere in 
the input (grey) area of the screen, but not in the output 
(white) area. 

Output 
We use two different modes of output; visual output using 
icons and text and audio output using earcons and voice. 
Visual and audio output is not used simultaneously at any 
point. We distinguish between two kinds of output; 
feedback on input and information about the state of the 
system.  

The visual feedback is implemented using visual cues to 
inform the user of the result of his or her actions. For the 
touch/visual system, this is done by changing the 
appearance of buttons to indicate they have been pressed. 
Furthermore, when the volume is all the way down, 
pressing the “Volume down” button will change its 
appearance to reflect a disabled state. The same principle 
applies to the “Volume up” button. For the gesture/visual 
system, the same icons are used to indicate a recognized 
gesture. The icon corresponding to the recognized gesture 
will be displayed in the middle of the input area for about a 

 Touch Gesture 
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Figure 1. The graphical user interface for the four configurations. The top (white) part of the screen is reserved for output, while 
the grey area is for input. On the visual (top row) configurations the buttons are, from left to right, “Next song”, “Play/pause”, 

“Previous song”, “Volume up” and “Volume down”, “Song info”. In the figure for gesture/visual, the user has just performed the 
“Play” gesture, causing the system to flash the “Play” icon. 
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second (as shown on Figure 1). 

Audio feedback is implemented using earcons. In the 
touch/audio and gesture/audio systems, when the user either 
pushes a button or performs a gesture, the system will 
provide feedback in the form of a clearly audible “click” 
sound. Following the same principle that applies to visual 
feedback, any attempt to adjust the volume either up or 
down when it is fully up or down, will result in a “dong” 
sound. 

Output regarding the state of the system consists of 
information regarding the current song; the song’s number 
in relation to the playlist, the artist and the title of the song. 
Visual output about the state of the system is provided by 
text in the output area of the screen and is available at all 
times. The equivalent audio output is implemented using 
playback of voice recordings containing the same 
information. Either pushing the “Song info” button or 
performing the “Song info” gesture plays these recordings. 

EXPERIMENT 
The purpose of the experiment was to compare the four 
different configurations of the system and consequently the 
different ways of interaction. In the following, we will 
describe how the experiment was conducted. 

Experimental Design 
In our experiment, we used a between-subject design with 
32 participants, which were divided into four groups of 
eight corresponding to the four configurations, as shown in 
Table 1. Each group consisted of four male and four female 
participants and was assigned to one of the four 
configurations of our music player. 

 
Participants 
In our experiment 32 people participated (16 male and 16 

female), which all stated that they were in good health. 
Their age ranged from 21 to 56 years (M=28.2, SD=9.2). 
All of the participants carried valid driver’s licenses and 
had done so for between 0.5 and 29 years (M=9.4, SD=8.7). 
Their driving experience was quite varied as it ranges 
between 100 and 30.000 km/year (M=6114.7, SD=7989.9). 
Two of the participants stated that they had previous 
experience with the computer game used in our simulator.  

Setting 
Our experiment was conducted in the HCI laboratory at 
Aalborg University, where we created a medium-fidelity 
driving simulator (as seen in Figure 2). The simulator 
consisted of two car seats, a force feedback enabled steering 
wheel with a brake and accelerator pedal, which controlled 
a car in the PC game Test Drive Unlimited. The game takes 
place in a realistic setting; on regular roads complete with 
traffic and road signs. The setup also included two sets of 
speakers; a set of 4.1 surround sound speakers, which 
played the sound from the game, and a set of 2.1 stereo 
speakers for music playback. The game was projected onto 
the wall in front of the participants (see Figure 2 middle). 
The speedometer and tachometer of the car was visible to 
the participants during the experiment as part of the 
projected image. The participants occupied the driver’s seat 
while the supervisor sat in the passenger seat during the 
experiment. 

Tasks 
The participants were asked to solve 32 tasks in all. The 
tasks were designed in such a way that half of them 
primarily focused on system input, and the other half on 
output. Furthermore, we attempted to create the tasks in 
such a manner that they did not favor any of the four 
configurations. The tasks were chosen to reflect realistic 
interactions one might perform with an in-car music player, 
e.g. “Change to the next song”. The instructions for each 
task were kept short and clear in order to interrupt the 
participants as little as possible. The tasks themselves 
varied in complexity, from simple ones like “Stop the 
music” to more demanding ones like “Find and play the 
song by Coldplay called Viva la Vida”. The tasks were all 
read aloud by the supervisor in sequence. 

  
  

Input 
Touch 
(N=16) 

Gesture 
(N=16) 

O
ut

pu
t Visual 

(N=16) N=8 N=8 

Audio 
(N=16) N=8 N=8 

Table 1. Experimental design 

 
Figure 2. Driving setting in the simulator.
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Procedure 
All sessions followed the same basic procedure. First, the 
demographical data of the participants was gathered. The 
participants were then asked to take a seat in the simulator 
and make sure that the driving position was comfortable. 
The supervisor then briefed the participants by reading a 
text aloud, which told them what they were about to do. 
They were also shown how to operate the music player in 
the particular configuration they were to use during the 
experiment. After each instruction was demonstrated, the 
participants were asked to repeat it, in order to ensure they 
had understood how to operate the system. The participants 
were instructed to drive the car between 40 and 60 km/h, 
except when performing maneuvers like turning and 
braking, to stay in the right lane, and otherwise observe 
normal traffic regulations and drive as they would in a real 
car. The participants were then given a chance to 
familiarize themselves with the game and the steering 
wheel and pedals, as they were allowed to try the game 
prior to the experiment itself.  

After the practice run the supervisor reset the game and the 
actual experiment began. The driving itself was divided into 
two parts. In the first part the supervisor instructed the 
participants where to turn, making sure they all followed 
the same predetermined route. In the second part the 
participants were instructed to drive anywhere they wished. 
The length of each part was determined by the tasks, which 
they were asked to solve while driving. The tasks were 
divided evenly between the two parts, with 16 tasks to be 
solved in each. The participants were instructed to start 
solving the tasks only when they felt ready to do so. The 
sessions were recorded on four different video cameras for 
later analysis. 

DATA ANALYSIS 
In order to assess the performance of the four 
configurations and their effect on the drivers, we chose to 
incorporate several parameters. Inspired by [2, 3], we 
examined the following in the analysis of our data: 

• Primary driving task performance 

• Secondary driving task performance 

• Eye glance behavior 

Primary driving task performance was measured as the 
number of errors in lateral and longitudinal control. A 
lateral control error was defined as a lane excursion where 
the participant failed to stay within the two lines denoting 
the right hand side lane of the road. Longitudinal control 
errors were defined as failure to maintain a speed within the 
instructed range of 40-60 km/h. A longitudinal error was 
noted each time the participants went above or below the 
speed range. Staying at a wrong speed for a period of time 
only counted as one error. Identifying these errors was done 
by reviewing the video, which also captured the in-game 
speedometer. 

Secondary driving task performance we defined as 
interaction errors and task completion time. Interaction 
errors were defined as attempts to interact with the system 
that either had no effect or didn’t have the effect towards 
completion of the task that the participants expected. In 
order to identify these errors, one of the cameras recorded 
an up-close view of the participants’ interaction with the 
screen. Task completion time was measured from the time 
the participants started solving the task, defined by either 
moving their hand from the steering wheel, or moving their 
head/eye gaze towards the system, until the task was 
completed. 

Eye glances were divided into three categories according to 
duration: 

1. 0.5 seconds and below  

2. between 0.5 and 2.0 seconds  

3. above 2.0 seconds  

The nature of these metrics, in particular the eye glance 
analysis, meant that it was necessary to view the videos 
frame by frame. In determining the length of an eye glance 
for instance, we knew that the each second of video 
contained 25 frames and a glance of 0.5 seconds or less 
therefore corresponded to 12.5 frames (in practice, 13 
frames). 

In order to ensure the highest possible consistency in the 
interpretations of the data, two of the 32 sessions were 
analyzed by all the authors cooperatively. This presented us 
with an opportunity to discuss the various types of incidents 
in the data, and subsequently to compile a set of directions 
to be followed in the following individual analyses. Each of 
the 32 sessions was reviewed by three of the authors of this 
paper. Each reviewer analyzed the video individually while 
logging and categorizing instances of all the 
abovementioned incidents. The resulting three logs were 
then compared and compiled into one final list containing 
all the incidents for that session. This was done by way of 
majority vote; if for instance only one reviewer had 
recorded a specific incident, which neither of the two other 
reviewers had recorded, the incident would not make it to 
the final list, and so forth. The same principle applied to 
categorization of eye glances. In situations were no 
majority vote could be secured, the video recording was 
reviewed again in order to reach the final verdict. 

RESULTS 
The results of the data analysis are presented in three 
sections; Primary Driving Task Performance, Secondary 
Driving Task Performance and Eye Glance Behavior. In 
each section we first compare the results for the two input 
methods (N=16), then the two output methods (N=16) and 
finally all four configurations (N=8). The results were 
subjected to either two-tailed unpaired Student’s t-tests or 
one-way repeated-measures ANOVA tests, as well as 
Tukey’s HSD post hoc tests where applicable. The results 
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are listed in the tables below. Any statistically significant 
differences at the 95% confidence level are highlighted. An 
inter-rater reliability test of this analysis (using Fleiss’ 
Kappa) gave κ = 0.70, corresponding to a substantial 
agreement according to [11]. 

Primary Driving Task Performance 
The metrics for measuring primary driving task 
performance included lateral control errors (lane 
excursions) and longitudinal control errors (deviations from 
accepted speed range). Across the 32 sessions, we identified 
a total of 256 lateral control errors and 511 incidents of 
longitudinal control errors.  

When comparing the primary driving task performance 
across the two input methods (Table 2), we see no 
significant difference between any of the metrics, although 
gesture input generally has a higher number of errors across 
all the metrics. As seen on Table 3, the results for the output 
methods, however, do reveal a significant difference in the 
number of speed increases, with visual having significantly 
fewer than audio, t = 2,04, p < 0.05. However, there are no 
significant differences in the number of total speed 
deviations, although it is worth noting that the number of 
speed decreases and total speed deviations is higher for 
audio output than for visual output. 

If we look at the results of the primary driving task 
performance and compare the four configurations (Table 4), 
we see a significant difference in the number of speed 
increases, F(3, 28) = 3.95, p < 0.05. A Tukey’s HSD post 
hoc test revealed that there are significantly fewer speed 
increases in the gesture/visual configuration vs. the 
gesture/audio configuration (p < 0.05). The remaining 
measurements of primary driving task performance show 
no significant differences. But the results do show that the 
two audio configurations have the highest number of total 
speed deviations. 

Secondary Driving Task Performance 
For secondary driving task performance we measured the 
total task completion time and identified a total of 1018 
interaction errors. Comparing just input methods (as seen 
on Table 5) the results show only marginal differences in 
the number of interaction errors and the task completion 
time, although gesture does show a higher task completion 
time than touch, t = 2.04, p < 0.19. 

Whereas the input methods revealed no significant 
differences in secondary task performance, the results for 
output showed 77% more interaction errors for visual 
output compared to audio output (Table 6). A t-test shows 
that this is a significant difference, t = 2.04, p < 0.05. The 
task completion times, however, were significantly longer 
for audio output, t = 2.04, p < 0.05. 

 Touch (N=16) Gesture (N=16) 

Lane  
excursions 7.19 (4.79) 8.81 (7.13) 

Speed  
increases 6.31 (3.07) 6.69 (6.05) 

Speed  
decreases 8.31 (7.42) 10.63 (5.02) 

Total speed  
deviations 14.63 (8.50) 17.31 (7.67) 

Table 2. Means (standard deviations) for primary 
driving task performance for input (N=16). Significant 
differences at the 95% confidence level are highlighted. 

 Visual (N=16) Audio (N=16) 

Lane  
excursions 8.63 (6.64) 7.38 (5.5) 

Speed  
increases 4.56 (3.41) - 8.44 (5.15) + 

Speed  
decreases 9.38 (2.04) 9.56 (6.79) 

Total speed  
deviations 13.94 (5.78) 18.00 (9.63) 

Table 3. Means (standard deviations) for secondary 
driving task performance for output (N=16). Significant 
differences at the 95% confidence level are highlighted.

 Touch/ 
visual  
(N=8) 

Touch/ 
audio 
 (N=8) 

Gesture/
visual 
 (N=8) 

Gesture/ 
audio 
 (N=8) 

Lane 
excursions 

7.63 
(4.87) 

6.75 
(5.01) 

9.63 
(8.28) 

8.00 
(6.23) 

Speed 
increases 

6.00 
(3.66) 

6.63 
(2.56) 

3.13 
(2.59) - 

10.25 
(6.54) + 

Speed 
decreases 

6.38 
(5.13) 

10.25 
(9.11) 

12.38 
(5.68) 

8.88 
(3.83) 

Total speed 
deviations 

12.38 
(8.79) 

16.88 
(11.67) 

15.50 
(8.27) 

19.13 
(10.37) 

Table 4. Means (standard deviations) for primary driving 
task performance for the four configurations (N=8). 

Significant differences at the 95% confidence level are 
highlighted. 

 Touch (N=16) Gesture (N=16) 

Interaction errors 29.38 (19.69) 34.25 (29.99) 

Task completion 
time 271.00 (62.13) 308.81 (95.20) 

Table 5. Means (standard deviations) for secondary 
driving task performance for input (N=16). Significant 
differences at the 95% confidence level are highlighted. 
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As seen on Table 7, secondary driving task performance 
results reveal no significant differences in the number of 
interaction errors distributed among the four configurations, 
even though the average number of interaction errors for 
the touch/audio configuration is less than half that of the 
touch/visual and gesture/visual configurations, F(3, 28) = 
1.87, p < 0.16. However, a significant difference does exist 
between the task completion times, F(3, 28) = 3.06, p < 
0.05. A post hoc test showed that there is a significant 
difference between task completion times for the 
touch/visual and gesture/audio configurations (p < 0.05). 

Eye Glance Behavior 
We identified a total of 2371 glances divided into 560 
glances below 0.5 seconds, 1729 between 0.5 and 2.0 
seconds and 52 above 2.0 seconds. 

Of the total glances, around 60% occurred with touch input, 
which amounts to a significant difference compared to 
gesture input, t = 2.04, p < 0.05 (see Table 8). Looking at 
the individual eye glance categories, the results show a 

strong significant difference in the number of glances 
between 0.5 and 2.0 seconds, with gesture input having 
substantially fewer, t = 2.04, p < 0.01. But in the two 
remaining categories touch has the fewest, although the 
difference is only marginal. 

The number of glances for visual output account for 1523 
(64%) of the total number of glances across output types, 
which amounts to an extreme significant difference, t = 
2.04, p < 0.001 (Table 9). There is also an extreme 
significant difference in the number of glances between 0.5 
seconds and 2.0 seconds with audio being significantly 
lower than visual, t = 2.04, p < 0.001. Finally, there also 
exists a strong significant difference in the number of 
glances above 2.0 seconds, with visual again having more 
(with 51 glances vs. just 1 glance), t = 2.04, p < 0.01. On 
the other hand, audio output has more glances below 0.5 
seconds than visual output, albeit only marginally.  

Across the four configurations, the touch/visual 
configuration accounts for around 32% of the total amount 
of glances, touch/audio for 27%, gesture/visual for 31% and 
gesture/audio for just 8% (see Table 10). A one-way 
repeated-measures ANOVA showed this difference to be 
extreme significant, F(3, 28) = 13.59, p < 0.001. Looking at 
these percentages, it is perhaps not surprising that the post 

 Touch/ 
visual 
(N=8) 

Touch/ 
audio 
(N=8) 

Gesture/ 
visual  
(N=8) 

Gesture/ 
audio 
 (N=8) 

Interaction 
errors 

42.38 
(19.72) 

16.38 
(7.46) 

39.00 
(37.72) 

29.50 
(21.27) 

Task 
completion 

time 

249.88 
(24.28) - 

292.13 
(81.62) 

264.00 
(95.42) 

353.63 
(75.66) + 

Table 7. Means (standard deviations) for secondary 
driving task performance for the four configurations 

(N=8). Significant differences at the 95% confidence level 
are highlighted. 

 Touch (N=16) Gesture (N=16) 

< 0.5 s. 16.44 (13.85) 20.44 (12.09) 

0.5 – 2.0 s. 71.88 (19.35) + 36.19 (36.66) - 

> 2.0 s. 0.88 (1.36) 2.38 (3.74) 

Total glances 89.19 (19.10) + 59.00 (46.83) - 

Table 8. Means (standard deviations) for eye glance behavior 
for input (N=16). Significant differences at the 95% 

confidence level are highlighted. 

 Visual (N=16) Audio (N=16) 

< 0.5 s. 15.94 (11.85) 20.94 (13.88) 

0.5 – 2.0 s. 76.06 (24.34) + 32.00 (13.88) - 

> 2.0 s. 3.19 (3.43) + 0.06 (0.25) - 

Total glances 95.19 (30.14) + 53.00 (34.43) - 

Table 9. Means (standard deviations) for eye glance behavior 
for output (N=16). Significant differences at the 95% 

confidence level are highlighted. 

 Touch/ 
visual 
(N=8) 

Touch/ 
audio 
(N=8) 

Gesture/ 
visual 
(N=8) 

Gesture/ 
audio 
(N=8) 

< 0.5 8.88  
(4.19) 

24.00  
(16.20) 

23.00 
(13.02) 

17.88  
(11.34) 

0.5–2.0  86.50  
(12.40) +(+) 

57.25  
(12.62) +(-) 

65.63  
(29.44) + 

6.75  
(5.70) - 

> 2.0 1.75  
(1.49) - 

0.00  
(0.00) - 

4.63  
(4.27) + 

0.13  
(0.35) - 

Total  
glances 

97.13  
(18.08) + 

81.25  
(28.83) + 

93.25  
(46.73) + 

24.75  
(17.40) - 

Table 10. Means (standard deviations) for eye glance 
behavior for the four configurations (N=8). Significant 
differences at the 95% confidence level are highlighted. 

The (+) and (-) in the row for glances between 0.5 and 2.0 
seconds indicates that a significant difference exists 

between these two values as well. 

 Visual (N=16) Audio (N=16) 

Interaction errors 40.69 (29.13) + 22.94 (16.82) - 

Task completion 
time 256.94 (67.66) - 322.88 (82.40) + 

Table 6. Means (standard deviations) for secondary 
driving task performance for output (N=16). Significant 
differences at the 95% confidence level are highlighted. 
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hoc test revealed that the number of glances for the 
gesture/audio configuration was significantly lower than for 
any of the other configurations, p < 0.01.  

Although touch/visual has substantially fewer glances 
below 0.5 seconds compared to e.g. touch/audio, this does 
not represent a significant difference, but a one-way 
repeated-measures ANOVA indicates that it is approaching 
significance, F(3, 28) = 2.65, p < 0.07. For glances between 
0.5 and 2.0 seconds, however, an extreme significant 
difference exists, F(3, 28) = 30.22, p < 0.001. The results of 
the post hoc test showed that gesture/audio has significantly 
fewer glances in this category than any of the other 
configurations, p < 0.01. This is perhaps not surprising, as 
gesture/audio accounts for just 8% of all the glances in this 
category. The post hoc test also revealed a significant 
difference between the number of glances between 0.5 and 
2.0 seconds for touch/visual and touch/audio, p < 0.05. In 
the last category, glances above 2.0 seconds, our results 
show an extreme significant difference in the number of 
glances, F(3, 28) = 7.20, p < 0.001. According to the post 
hoc test, gesture/visual has significantly more glances in 
this category than any of the other configurations, with p < 
0.01 compared to touch/audio (0 glances) and gesture/audio 
(1 glance), and p < 0.05 compared to touch/visual. 

DISCUSSION 
The overall problem we set out to research was how to 
design in-vehicle systems that require as little visual 
attention from the driver as possible in order to avoid a 
decrease in driving performance, as current conventional 
techniques tend to do [12]. In the following we discuss and 
reflect on our results. 

Separating Input From Output 
Bach et al. state that they are unsure what effect it has that 
their interaction techniques differ both in input and output, 
and further studies are needed to address this issue [3]. This 
is what we have done in our work, where the results show 
that a distinction between input and output is indeed an 
important one to make. Our results show that there is a 
significant difference in the number of eye glances when 
comparing across output technique. This seems to imply 
that when conducting experiments with in-vehicle systems 
it is important to isolate and focus on both the input and 
output methods of the system.  

Input  
Our initial assumption was that touch input would require 
more eye glances than gesture input, since the participants 
presumably needed to visually obtain the position of the 
buttons before commencing interaction. This is also 
supported by our findings where we find a strong 
significant difference in glances between 0.5 and 2.0 
seconds, and a significant difference in the total number of 
glances, which is in line with [1, 14]. In fact, the touch 
technique accounted for 51% more glances than the gesture 
technique, with respect to the total amount of eye glances. 

This number is even greater when viewing the glances 
between 0.5 and 2.0 seconds isolated, where touch input 
accounts for almost twice as many glances (98%) as gesture 
input. This is in line with Alpern & Minardo’s findings 
which show that gesture interfaces, although not attention 
free, help drivers solve their task while allowing them to 
keep their eyes on the road [1].   

The difference in eye glance behavior can perhaps in part 
be explained by the fundamental design of the systems. 
When interaction fails with a touch button based interface, 
or if several interactions have to be performed in quick 
succession, users might have a tendency to use more 
glances in order to ensure/reassure that the correct button is 
being pressed. Similarly one might suspect that with gesture 
input, the user only has to visually confirm the position of 
the screen before being able to issue one or more 
commands without looking, as opposed to finding the 
correct button on the screen. This could be part of the 
explanation for the difference in the number of glances. 

Before conducting the experiment we also had the 
assumption that gesture input would have relatively more 
glances below 0.5 seconds compared to touch, the rationale 
being that the aforementioned visual confirmation of the 
position of the screen should not take long. However, none 
of our findings corroborate this assumption. In terms of the 
number of interaction errors, the two input techniques show 
no significant difference to each other. In line with the 
findings of [3] our results also show touch as the fastest of 
the two input forms, although not significantly. 

Output 
In the measurements of primary driving task performance 
there is some difference between audio and visual output. 
Only in the number of speed increases is this difference 
significant, in favor of visual output. However the total 
number of speed deviations is not significantly different, so 
what these results indicate, if anything, is unclear since the 
number of speed decreases is almost identical, and the total 
amount of speed deviations imply no significant difference. 

When comparing task completion time for the two output 
techniques of our system, there is a significant difference 
between the two, with visual output being faster. We 
believe this is due to the nature of audio output. When 
solving tasks requiring audio output, the user first has to 
hear the audio message, which can be of arbitrary length, 
and then process the information they are presented with 
before being able to solve the task. With visual output the 
user only has to read the information before being able to 
answer, which presumably takes less time. Or perhaps the 
user has already seen the information while performing 
another task, which further decreases the time required to 
solve certain tasks with the visual output technique. 

Another interesting finding is that there is a strong to 
extreme significant difference in the number of eye glances 
between visual and audio. We believe that there are several 
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reasons for this difference: first and foremost, the nature of 
audio output gives less incentive for looking at the screen, 
since it does not contain any visual information, nor does it 
give any kind of visual feedback. Obviously, users of 
touch/audio have more motivation for looking at the screen, 
compared to gesture/audio, since they still need to locate 
the buttons on the screen. However, for both configurations 
it applies that when issuing commands to the system, 
nothing is gained from looking at the screen, since no 
feedback is presented there. This is clearly different from 
the configurations with visual feedback, where there is no 
way of obtaining feedback other than looking at the screen, 
which would explain the difference in the number of 
glances. As a result, audio output leads to a higher task 
completion time, but fewer eye glances compared to visual 
output. And, aside from a significant difference in the 
number of increases in speed, there is no overall significant 
difference in the primary driving task performance.  

In terms of road safety it can be argued that the increase in 
task completion time is a favorable tradeoff if it comes with 
fewer eye glances, which in turn leads to more attention on 
the road. Our results do not however, show a link between 
the number of glances and primary driving task 
performance, which is similar to the findings in Bach et al. 
[3]. However, other studies state that a relationship between 
eye glance behavior and driving performance does exist [8, 
15]. In line with Gellaty [7], it is not difficult to imagine 
that more visual attention on the road is preferable, since 
the driver’s primary method of assessing danger signs in 
traffic arguably is through the eyes. However, drivers 
keeping their eyes on the road is perhaps not enough, as 
indicated in a study on the effects of hands-free mobile 
phone conversations on driving performance [18]. Here, 
Strayer & Drews state that even if drivers conducting a 
hands-free mobile phone conversation direct their gaze at 
the road, they often fail to notice objects in the driving 
environment, since their attention is occupied with 
conducting the mobile phone conversation. However, the 
results in [18] relate to mobile phone conversations, which 
they claim might differ qualitatively from other auditory 
tasks.   

Although our results show that systems with audio output 
lead to distinctly fewer eye glances than systems with 
visual output, the results also seem to indicate that audio 
output comes at a price – namely an apparent drop in 
primary driving task performance. For instance, the number 
of speed increases and total number of speed deviations are 
marginally higher for audio output than for visual output. 
This could indicate that listening to audio output while 
driving causes an increase in the cognitive load of the 
driver, thereby drawing mental resources away from the 
task of driving.  This would be in line with a recent study in 
the field of brain research, which showed that driving while 
comprehending language, i.e. listening to voice messages 
from a hands-free mobile phone, results in a deterioration of 
driving performance [10]. Cognitive workload is also 

discussed in Bach et al. [3] in relation to their gesture/audio 
system, but their setup does not allow them to see an 
explicit connection to the output method, which leads them 
to attribute it to memory load, e.g. the driver having to 
remember the gestures and the state of system. Another 
possible contributor to increased, or perhaps misaligned 
cognitive load, is the amount of the time the driver spends 
on solving a specific secondary driving task. As previously 
mentioned, our results show that the subjects receiving 
audio output spent significantly more time completing the 
tasks. Hence, while audio output might result in fewer 
glances, the driver is occupied with the task for a longer 
time, if only mentally.  

Limitations 
Some of our participants found the limited level of realism 
in the simulator problematic. They pointed to the absence of 
tire noise, lack of opportunity to orientate themselves 
through the side and rear windows and sensation of 
movement, as some of the factors they felt affected the 
realism and their driving performance. This was in part 
because these factors provide drivers with a sensation of 
movement, which helps them estimate speed, without 
having to look at the road ahead. This could imply that 
particularly longitudinal control performance suffers from 
simulated driving, which is also commented on by Bach et 
al. [3]. 

Our choice of case system represents a possible source of 
inaccuracy. The nature of the music player means that it 
will always give a form of audio feedback, regardless of 
which output methods we choose. For instance, pushing the 
“Play” button will cause music to be played; turning up the 
volume will cause the music to become louder, etc. This 
means that participants given visual output would not 
necessarily need to look at the screen to receive feedback. 

CONCLUSION 
As more and more systems are making their way into cars, 
and existing in-vehicle systems are becoming more 
advanced, research is needed to further illustrate how to 
design interaction techniques that consider the unique 
characteristics and requirements of the vehicle domain. 
There is a tendency in previous research to focus mainly on 
the input aspect of in-vehicle interaction. The aim of this 
paper was to address this issue by putting equal emphasis 
on input and output, in order to investigate their separate 
effects on driving performance and eye glance behavior. 
This was done by evaluating four different combinations of 
input and output techniques in a driving simulator. 

The results of our evaluation show that when addressing in-
vehicle systems design, separating input and output modes 
does make a difference. Using gesture input resulted in 
significantly fewer eye glances compared to touch input, 
but also inferior primary driving task performance and 
longer task completion times. Audio output caused the 
participants to make more longitudinal control errors 
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compared to visual output, and had a significantly longer 
task completion time. Visual output, on the other hand, 
accounted for significantly more interaction errors and a 
drastically higher number of eye glances. Looking at the 
individual input/output configurations, our results show that 
gesture/audio by far has the fewest number of glances, but 
also a longer task completion time and more longitudinal 
control errors than any other configuration. 

Our results did not indicate that fewer eye glances 
necessarily entails better primary driving task performance. 
On the contrary, audio output, which has the fewest eye 
glances by far, seems to cause worse primary driving 
performance as well as longer total task completion times 
compared to visual output. This could imply that audio 
output has an effect on the mental load of the driver, 
distracting their cognitive attention away from the primary 
task of driving the car. Further research might shed more 
light on this phenomenon.  
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