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Abstract 
 

Digital Video Broadcasting  for Handheld  Terminals  (DVB‐H)  is  a  service  based  on DVB‐T  (for 
terrestrial  broadcasting).  Some  differences  and  changes  must  be  considered  to  adapt  the 
existing DVB‐T technology to the experimental DVB‐H one. The purpose of this master thesis is 
to design  the best possible  antenna  for DVB‐H.  In order  to  achieve  this,  some  scenarios  are 
considered  such  as  the  influence  of  the  human  hand  and wood  or metal  planes  (emulating 
tables). 

 

As this antenna must be  inside a handheld device,  its size will be a very  limiting factor. This  is 
worsen by the fact that the wavelength  is bigger than the size of the handheld device and so 
this  constraint will  add more  problems  related with  small  bandwidth,  impedance matching, 
received power, etc.  

 

Thanks to the simulations, two planar monopole antennas have been chosen and explained in 
detail under the different scenarios. It will be seen that these two antennas are small enough to 
fit  in  a  handheld  device  and  that  they  can  overcome  all  the  problems  related  with  the 
wavelength, received power, human body interference, etc. 



 

Preface 
 

This report  is the result of the 10th semester project work carried out between February 4th 
and June 4th 2008 by the students in group no. 08gr1118 at the Department of Communication 
Technology,  Aalborg  University,  Denmark.  This  project  report  documents  the  study  and 
investigation  on  small  antenna  for  Digital  Video  Broadcasting  for  Handheld  terminals.  It 
includes the understanding of the basics DVB‐H, its technology and problems. Initially, the core 
concepts are developed in a theoretical analysis in order to define the problem definition. Then, 
different  scenarios  are proposed  for  a normal utilization of  a DVB‐H  terminal,  and  antennas 
designed are implemented in a software simulator using MATLAB.  
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Introduction

For many years a fast evolution of video devices has been taking place. It began with the television
boom after the second world war and since then a lot of improvements have occurred: color TV,
progressive improvement of image sound and quality, reduction of the device's size, �at screens, digital
TV and �nally the TV on handheld devices.

This Master Thesis main objective is to design the best Digital Video Broadcasting for Handheld
devices (DVB-H) antenna possible and to simulate and evaluate the e�ect of the human hand on the
antenna when holding the device. To decide which antenna is best, di�erent parameters have been
considered. The �rst thing considered was that the antennas size was not to big. Then, it was checked
if the antenna's impedance could be matched to 50 Ω for all the frequency range (the lowest DVB-H
band: 470 MHz to 702 MHz). And �nally it was pursued that the bandwidth was as big as possible
and the radiation pattern as omnidirectional as possible.

On this thesis di�erent types of antenna are evaluated including PIFA antennas but �nally the con-
clusion is that the most suitable ones for DVB-H are the Switchable Meandered Monopol Antennas.
The simulations have been done using a simulator developed at Aalborg University based on FDTD
theory. Some interesting antennas are found both for vertical ground plane antennas and horizontal
ground plane antennas and they are evaluated in di�erent scenarios such as holding the handheld
device with one hand, both hands, or laying on a surface (i.e. wood).

On Chapter 1 one can read a short summary about how the DVB-H system works. Chapter 2
explains the network topology and shows some calculations about the coverage area of the DVB-H
system as well as explaining the possible reception scenarios. Chapter 3 shows the di�erent basic types
of antenna and explains the theory behind them. Also on Chapter 3 it can be found a summary on the
FDTD theory and the software used for the simulations. Finally, Chapter 4 includes all the designs
and all the results of the simulations of the antennas. Additional information can be found through
appendixes A to G.
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Chapter 1

DVB-H

The DVB-H standard is based on the DVB-T standard and so the main characteristics are almost the
same for both. It is not intended in this project to explain all the details of DVB-T and neither of
DVB-H and so the lecture of documents such as [1], [2] and [3] are recommended to continue reading
on this subject. In any case a short summary of the three texts mentioned can be read in this chapter,
which focuses mainly in the new characteristics that DVB-H adds to DVB-T.

DVB-T (Digital Video Broadcast-Terrestial) is an initiative to standarize the digital television
emissions around the world. This standard was created in 1993 and, by 1995 it was almost �n-
ished and become operational. The adopted source coding methods are MPEG-2 and, more recently,
H.264/MPEG-4. This system transmits in di�erent orthogonal subcarriers a compressed digital au-
dio/video stream, using OFDM modulation. This system was created to work with 6, 7 and 8 MHz
bandwidth for each TV channel. Within DVB-T exist two di�erent OFDM modes: 2k and 8k as is
described in the following sections.

DVB-H is the evolution of DVB-T to supply digital video to handheld devices. Although DVB-T
could also supply the handheld devices, the problem was that the handheld devices consumed too
much power. This is due to the fact that DVB-T is a streaming system and the receptor has to have
the antenna always turned on which is a serious battery problem for portable devices. The solution to
this problem is DVB-H which uses time slicing and an additional error correction system (MPE-FEC)
to lower the power consumption. In fact, only the time slicing is implemented as a way to lower power
consumption as the additional error correction system is optional to DVB-H, although its use is recom-
mended. These two additional features are implemented at the link layer and so the DVB-T physical
layer is not a�ected by the DVB-H system, which is really important because then both systems can
coexist. The counterpart of using time slicing is that using MPEG-2 packets like in DVB-T to carry
the information is no longer an option because they work as a whole streaming system, and so IP
datagrams are used to send the DVB-H data in a packet based way. In order to insert IP datagrams
into MPEG-2 packets the MPE (Multi Protocol Encapsulation) system is used.

Another thing that is also new in DVB-H with respect to DVB-T is an additional 4k FFT mode
(apart from the 2k and 8k that exist in DVB-T) that is a trade-o� between the mobility of the user
(speed) and the extension of the SFN (Single Frequency Network) cell. This 2k, 4k and 8k modes are

4



CHAPTER 1. DVB-H 5

discussed in section 1.4. Figure 1.1 shows a schematic description of how the DVB-H system interacts
with the DVB-T system.

Figure 1.1: Schematic description of the DVB-H system operating over a DVB-T system. The original
�gure comes from [3].

Another problem that appears on DVB-H terminals is the need of a certain power at the reception
antenna which could be di�cult to achieve. In fact, it is possible to achieve in an outdoor scenario but
it could be di�cult in indoor and in-car scenarios. These problems are discussed in Chapter 2.

1.1 Time Slicing

The DVB-H way of inserting IP datagrams into DVB-T's MPEG-2 Transport Stream (TS) is to use
multiprotocol encapsulation (MPE) and so each IP datagram is encapsulated into one MPE section. A
stream of MPE sections are then put into an elementary stream (ES). Each MPE section has a 12-Byte
header, a 4-Byte cyclic redundancy check (CRC-32) tail and a payload length, which is identical to
the length of the IP datagram, which is carried by the MPE section.

A DVB-H handheld device scenario may be able to receive audio/video services transmitted over
IP on ESs having a low bitrate, although the MPEG-2 TS may have a high bitrate, and so the partic-
ular ES of interest only occupies a fraction of the total MPEG-2 TS bitrate. Additionally, to reduce
the power consumption you would only like the receiver to demodulate the ES instead of the whole
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MPEG-2 TS, which can be done thanks to that with time slicing the MPE sections of a particular ES
are sent in high bitrate bursts instead of with a constant low bitrate.

The counterpart of this system is that the receiver will have to know when to power on to receive
only the ESs. This precise timing between ESs is achieved by signaling in each ES when the next one
will start. Thanks to this system, there is no need to have a constant bitrate or �xed burst size (no
�xed time between bursts needed). And obviously, the receiver should wake up a little time before the
burst arrival to be sure of the correct reception of it.

The actual parameters used for Time Slicing are a compromise between power consumption and
other factors, such as service access time and RF performance, but they are not going to be further
discussed as it is not this thesis objective.

1.1.1 Consumption

In a DVB system, the normal consumption of the system receiver is around 1W [1]. This power drain
is too high for a handheld terminal because the power in battery is around 2.5 W and thus, the talk
time and the watch time will be small.

The method to reduce this consumption is to use Time Slicing. This system achieves, depending
on the Burst Bitrate, a reduction of the consumption between 60% and 93% as shown in �gure 1.2.
In applications with DVB-H, the typical Constant Bitrate that achieved is 350 Kbps, thus the power
saved is around 93%. With this reduction, it could be possible to achieve a power consumption less
than 100mW.
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Figure 1.2: Relation between burst bitrate and power saving [1]

1.2 MPE-FEC Error Correction

The MPE-FEC system uses the Reed�Solomon parity data (RS data) to protect the IP datagrams of
each time sliced burst. The RS data is encapsulated into MPE-FEC sections, which are also part of
the burst and are sent immediately after the last MPE section of the burst in the same ES, which
enables the receiver to discriminate between the two types of sections in the ES.

To make it more understandable for the reader, its implementation is shortly explained. The �rst
thing is to understand that this system is based on a matrix system, and so all the data is organized
as a matrix. This matrix has exactly 255 columns and an undetermined number of rows. This
undetermined number of rows is due to the fact that the code has to have some �exibility. Although
it is undetermined, the number of rows has limits and so it can only vary between 1 and 1024. Each
position in the matrix holds one byte and so the maximum case scenario would be of 255x1024 bytes
which is about 2Mbits. The exact matrix structure can be seen in Figure 1.3.
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Figure 1.3: Structure of MPE-FEC error correction matrix. Obtained from [1]

The �rst 191 columns are dedicated to IP datagrams and possible padding, and is called the Ap-
plication data table. The other 64 columns are dedicated to the parity information of the FEC code
and is called the RS data table.

1.2.1 Filling the matrix before transmission

IP datagrams are transmitted datagram-by-datagram, starting with the �rst column of the matrix
shown on �gure 1.3 and going downwards the �rst column. Immediately after the end of one IP data-
gram the following IP datagram starts. As explained before, the length of the IP datagrams may vary
arbitrarily from datagram to datagram and so if an IP datagram does not end precisely at the end of
a column it continues at the top of the following column. When all IP datagrams have entered the
Application data table any un�lled byte positions are padded with zero bytes.

Once the �rst 191 columns are �lled, it is possible then for each row to calculate the 64 parity bytes
for the 191 bytes of IP data (including the padding). The code used is the Reed-Solomon RS (255,
191). With this, the matrix is completely �lled up.

1.2.2 Reception and decoding of the matrix

The IP data is carried in the MPE sections even if MPE-FEC is not being used. This makes reception
fully compatible with receivers that don't have MPE-FEC capabilities. A section includes only one IP
datagram and it also carries the information about the place where the IP datagram starts and so it
indicates the �rst byte position inside the Application data table. This address is signaled in the MPE
header and with it the receiver is able to put the received IP datagram in the right byte position in the
Application data table. It is also important to notice that every transmitted section uses a CRC-32
check code to make sure that the reception of the section is reliable.
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After the reception of all the sections, there can be a certain number of lost sections. All the
correctly received bytes can then be marked as "reliable" and all byte positions in the lost sections
can be marked as "unreliable", and so all bytes within the matrix will be marked as either reliable
or unreliable. Now the RS decoder proceeds to correct the whole frame and the correction works by
rows instead of by columns. The RS decoder is able to correct up to 64 unreliable bytes per each 255
bytes row and if more than 64 bytes are unreliable, the decoder will not be able to restore any lost
information. On the other hand, if the correction is only partially achieved, the decoder will know
where the error is and act in consequence (i.e. discarding the datagram, using it, etc.).

One of the consequences of using this error correcting system is that in the worst scenario, 2 Mbits
of memory is needed and about 100 Kgates are also necessary to process the data [1]. Another e�ect
is that this error correction method allows a large reduction in the required C/N on mobile channels.
Actually, in [3] it can be seen that the resulting C/N performance is similar to what can be achieved
using antenna diversity.

1.3 OFDM fundamentals

DVB-H system needs a high data rate to transmit videos, music or to get Internet access. In high
data rate transmissions some distortion can occur which can damage the communication quality. It is
possible to recover the damaged signal thanks to complex receiver structure and elaborated algorithms.
However, OFDM (Orthogonal Frequency Division Multiplexing) can simplify this problem. OFDM
based systems were born during the second world war for American military usages. Nevertheless,
the �rst patent was obtained many years later in 1970. Lots of improvement about OFDM were done
between 1970 and 1990 such as dispersion reduction and higher data rate. Finally, the �rst commercial
use was in 1987 with the Digital Audio Processing.

This multi-carrier transmission is a solution based on the fact that all the subcarriers are orthogonal
to each other. In fact, OFDM converts a high data rate channel to many low data rate channels
(subcarriers). The problem of high data rate is that a large bandwidth is required to avoid some
loses during the transmission (due to multi-path environment). To solve it, information is split into
small parts which are frequency constant. Each subcarrier is modulated at its own frequency and is
separated by a time space interval. Orthogonal signals can be transmitted by overlapped spectrum
and so a large amount of bandwidth can be saved (see Figure 1.4). This spared frequency range has
many advantages such as increasing the capacity of the channel (more simultaneous users). OFDM
makes overlapping possible by splitting the information into N channels spaced out of a multiple of

1
TSymbol

time. The bandwidth saved might be used for other channel uses.
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Figure 1.4: Spectral e�ciency of OFDM signals [20][21]

OFDM method can also reduce some distortion parameters such as ISI (inter symbol interference)
and ICI (inter carrier interference). To avoid ISI, the symbol duration Tsymbol must be larger than
the delay spread. By this way, delayed information is contained into the symbol period and does not
overlap the next symbol (see Figure 1.5).

Figure 1.5: Delay spread and symbol duration [20][21]

Delay spread occurs because of multi-path channel. Specially when the line-of-sight is obstructed
between the transmitter and the receiver, radio waves arrive from di�erent directions with di�erent
amplitudes, phases and time-delay. The latter could create some distortions which are responsible of
interference between a given symbol and the next one, which is illustrated in 1.6.



CHAPTER 1. DVB-H 11

Figure 1.6: Inter-symbol interference[20][21]

In Figure 1.6, the echo of a given symbol is damaging the next one. The guard interval is a solution
to solve the ISI e�ect. It is a signal time interval added between each symbol to avoid overlapping.
The guard interval must be greater than the expected delay spread. This method is illustrated in
Figure 1.7.

Figure 1.7: Guard time interval

However, the guard interval must be cyclically extended to avoid ICI. The guard interval is a cyclic
extension of OFDM symbols, which provides orthogonality over dispersive channels. This ensures
that delayed waves of a given OFDM symbol aways have an integer number of cycles inside the FFT
interval. However, this cyclic pre�x (CP) occurs a loss of signal energy but removes the ICI.

Currently, Forward Error Control Correction (FEC) and interleaving are added in OFDM system
in order to improve the robustness and protect it against burst errors. This enhanced OFDM system
is called Coded OFDM (COFDM). In the following graph, the transceiver is equipped with a FEC
and interleaving systems. Once the input binary data is collected into the transceiver, FEC coded the
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information using convolutional codes. This code is interleaved to obtain diversity gain. Interleaver
places the adjacent outputs far apart in frequency domain, meaning that two close outputs will be
separated far away from each other in frequency domain. This technique improves the BER (error bits
over total transmitted bits) of the system and so the communication e�ciency.

The next step is to convert the serial data into parallel ones. During this stage, known pilots
symbols are inserted with the known mapping schemes. Pilots symbols are added in order to estimate
the channel transfer function. Thanks to them, it is possible to measure the channel transfer functions
for each subcarriers. Then, a cyclic pre�x is added to limit the ICI and ISI e�ects. Finally, we convert
the digital signal into an analog one and send the information by radio frequencies modulation. At
this point, OFDM modulation is ready to be transmitted. Information is sent from the emitter to the
receiver through the wireless channel. The received signal follows the inverse procedure: analog to
digital conversion, demodulation, parallel to series and �nally FEC decoding and de-interleaving. All
these steps are sum up in Figure 1.8.
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Figure 1.8: OFDM transceiver model [20][21]

1.4 2k, 4k and 8k OFDM modes

One of the extension of the physical layer is a new 4K OFDM mode. This mode is complementing the
2K and 8K existing mode and is a trade o� mobility and single frequency network cell size. Its purpose
is to provide an additional degree of �exibility for network planning. To understand the advantages of
each modes, some performance measurements had been done with the di�erent modes.

The most usable modulation method for mobile and portable reception is the 16QAM with code
rate of 2/3. This code requires moderate C/N and provides su�cient transmission capacity for DVB-H
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applications. In this modelisation, we will estimate the mobile performances in a urban environment
with a transmitter working at f=500 Hz. Thanks to these information, we can estimate the maximum
speed of our mobile receptor, according to the modes (2k, 4k or 8k). All measurements had been done
in[16] and are sum up in Figure 1.9.

Figure 1.9: Comparison of the OFDM modes [3]

These results clearly show that the 2K mode is 4 times more Doppler resilient than the 8K mode,
meaning that this mode is well suitable for mobility conditions (better receiving capability at high
speed). In fact, with a standard modulation method, the maximum speed at 2K is more than 200
km/h whereas it is getting down at 65 km/h with a 8K mode. However, the 2K cell size is really small
compared to the 8K mode.

1.5 Operation Bandwidth

In DVB-H network it is possible to operate with bandwidths of 6 MHz, 7 MHz, 8 MHz and also 5
MHz. Operating with the last one, a reduction of the operation bandwidth can be achieved. This
reduction may a�ect at the system in di�erent ways like [1, section 9.5]:

� Increase the symbol period, therefore it should be possible to reduce the system payload.

� Tolerance to phase noise. The frequencies bellow at carrier spacing can be mitigated with phase
error correction in the receiver. However, when the frequencies of the phase noise exceed the
carrier spacing, the inter-carrier interference cannot be eliminated. Using the band of 5 MHz, it
place a tighter tolerance on phase noise that it can reduce this e�ect.

� Doppler shift. The e�ect of using 5 MHz in the system is that it will provide the mobile receivers
with a better reception signal. The Doppler E�ect can be mitigated through di�erent ways such
as increasing the amount of applied MPE-FEC. Using this method, the payload of the system will
be reduced. In order to mitigate this reduction it could be possible to use di�erent convolution
code rate in the system. Depending of the network characteristic a compromise between each
parameters can be found.



Chapter 2

Infrastructure layout: Network

topology

One of the most important things in DVB coverage is that it has a very rapid transition from near
perfect reception to no reception at all. This is a very limiting factor and it is the perfect element
to consider in order to de�ne the cell's size. Additionally to this, when considering the particular
case of DVB-H one can realize that it is even more demanding as the DVB-H receiver is expected to
be in really bad radio propagation conditions such as moving at high speeds, indoor reception, etc.
Therefore DVB-H is very demanding in terms of network planning and usually, to provide service to
the sensitive zones (places where the power received from the base station is minimal) it is necessary
to increase the transmitter power or to provide the network with more transmitter sites, etc.

As DVB-H has to be fully compatible with DVB-T and to be able to operate over DVB-T networks,
both of their network topologies should be the same. However, even considering this fact, there are
some exceptions as a whole new DVB-H network could be deployed if wanted. On the other hand,
when working over a DVB-T network it is possible to use some signal repeaters or other mechanisms
in order to give coverage to the whole population.

In the following sections of this chapter, the di�erent utilization conditions for the user (reception
scenarios such as indoor, outdoor, etc.) will be explained and developed. Also the coverage area and
the needed �eld strength will be discussed.

2.1 Reception Scenarios

Considering the reception scenarios for DVB-H, it has to be considered the places where a subject will
be more susceptible to watch TV. The typical scenarios can be classi�ed as:

� Indoor

� Outdoor

� Incar/Inbus/Intrain

15
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These scenarios are independent from other conditions but one can consider the fact that outdoors
or incar/intrain, the user can be traveling at high speeds (more than 3 km/h according to the DVB-
H speci�cation [1] and [2]) and then there will be losses due to the Doppler e�ect as shown in chapter 1.

Another possible classi�cation according to the DVB-H implementation guidelines [1] is depending
on the speed of the receptor device. The classi�cation is:

� Portable reception: is de�ned as the reception at no speed or very low speed (lower than 3 km/h).

� Mobile reception: is de�ned as the reception at medium to high speed (higher than the 3 km/h).

It should be noted that the C/N performance in mobile channels is nearly constant until the maximum
possible speed (corresponding to a 3dB power loss in the S11 parameter due to the Doppler e�ect) is
reached, but it should be taken into account that MPE-FEC has an important impact on the minimum
C/N value and the maximum Doppler shift. However, the Doppler e�ect is not the main issue for DVB-
H. In fact the frequency shift (modi�cation of the operational frequency because of the Doppler e�ect)
is negligible. For example, at 702 MHz and 300 Km/h the Doppler shift is only 195 Hz. In fact,
it is to be expected that there will be more signi�cant power variation on reception caused by the
environment of the mobile terminal (outdoors or in-vehicles, etc). For more information about this, it
is recommended to read Section 2.3.

2.2 Network topology

There are three kinds of network con�gurations that can be used to deploy a DVB-H network, depend-
ing on the coexistence between DVB-H and DVB-T. Using one con�guration or another will determine
the network topology that will have to be used.

2.2.1 DVB-H Shared Network

As it has been shown in Chapter 1, DVB-H can share the DVB-T infrastructure by using the same
DVB-T multiplex, see Figure 2.1.

Figure 2.1: DVB-H on a Shared Multiplex

Although this network scenario reuses the existing DVB-T infrastructure, the network does not
support the 4k mode and this drawback will involve a lower service availability and quality of service
in scenarios such as indoor reception. Additionally, as mentioned earlier the DVB-T transmission is
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meant for stationary TV sets with a large antenna on the rooftops which can be directed toward the
transmitter. By contrast, the DVB-H signal needs to reach the mobile handsets with small build in
antenna in a (unstable) mobile environment. Due to these factors, the required transmitted power in
DVB-H should be much higher than in DVB-T [24] (same antenna height is considered). Nevertheless,
in a shared scenario, as the transmitting system is the same for both DVB-T and DVB-H, the power
transmitting the DVB-H signal will be the same as the DVB-T signal.

Re-using DVB-T infrastructure reduces the overall cost of DVB-H network implementation [25].

2.2.2 DVB-H Hierarchical Network

DVB-H can also be shared with DVB-T in a hierarchical way (see Figure 2.2). Unlike the DVB-H
shared network where the DVB-T and DVB-H streams are combined in a single transport stream, in
a hierarchical network the DVB-H and DVB-T streams are transported separately. This is achieved
using a hierarchical modulation which consists of two streams, where the DVB-T stream is modulated
as high priority, and the DVB-H stream is modulated as low priority [24].

The high priority stream codi�es the quadrant in which the group of symbols will be carried whereas
the low priority stream codi�es the bits inside the quadrant. This can be seen in Figure 2.3 where the
blue dots represent the low priority bits and the yellow zones represent the high priority bits. Also,
Figure 2.3 shows an example using a 64-QAM modulation which is formally in fact the modulation
which is used but, in the hierarchical interpretation, it is viewed as the combination of 16-QAM and
4-PSK modulation. This is referred to as �4-PSK in 64-QAM�. The bit-rates of the two partial streams
together are the same as the bit-rate of a 64-QAM stream [39].

Figure 2.2: DVB-H using Hierarchy
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Figure 2.3: Hierarchical modulation example [40]

The advantage of this network scenario over the multiplexing scenario is that di�erent modulation
parameters can be set for �xed DVB-T as well as for DVB-H reception. This option will lead to a
better bandwidth usage. The disadvantage of this network scenario however, is that the amount of
bandwidth that is reserved for DVB-H services should be �xed, which decreases network �exibility.
Also and similar to DVB-H shared network the optional 4K mode cannot be used in this network
con�guration. Moreover, introducing DVB-H service hierarchically into existing DVB-T network will
reduce the required network resources and hence a lower implementation cost of the DVB-H network.

2.2.3 DVB-H Dedicated Network

DVB-H can also be built from scratch using dedicated network (see Figure 2.4). In this network
con�guration, the carrier is used exclusively for DVB-H transmission and so the network will have
maximum �exibility. It is designed and deployed to support as many users as wanted and to have all
the desired coverage area without any constraints imposed by DVB-T. This network con�guration can
take also advantage of using the 4k mode [24].

Figure 2.4: Dedicated DVB-H Network

Some researches have been done to compare the network shared and the network dedicated per-
formances. According to Aurelian Bria and David Gómez-Barquero [27], with the same transmission
power, the coverage area is larger in the dedicated DVB-H network than in a shared network (see
Figures 2.5 and 2.6).
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Figure 2.5: Service Area vs Transmitted Power

Figure 2.6: Area Coverage vs Transmitted Power for a 150 m high antenna and a 25 km service area

The main drawback, except the fact that in this network deployment there will be no DVB-T signal
transmitted, is that on a �nancial aspect, this network scenario is more expensive in terms of initial
capital investment than the previously discussed network architectures (assuming you already had a
DVB-T network deployed). This is because it needs new core network equipment as well as a separate
frequency channel [25].
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2.2.4 Topology

If the network con�guration used is a shared or a hierarchical con�guration then the typical topol-
ogy of the network will be a group of single-frequency macrocells using each one a di�erent carrier
frequency. Additional gap �llers could be added to strengthen the signal power to the most shielded
zones, specially in large cities. This con�guration already exists in an Italian DVB-H network, which
is shown in Figure 2.7.

Figure 2.7: Topology of the Italian DVB-H network. Obtained from [4]

If the network con�guration used is a dedicated one, the rural and some suburban areas could be
deployed using macrocells and the cities could be covered using microcells, typical more of a GSM or
UMTS network than a TV network.

2.3 Coverage area

To make an overview of the coverage area of the DVB-H system, a comparison between di�erent models
will be done. Firstly, a macrocell model is used (Okumura-Hata [14] [15], 2-ray model [13]) and then
microcell models are evaluated (Egli [13] [15]). The results are compared to the Free Space model and
relative to each other.

The �rst thing to be pointed out is that the Okumura-Hata model is used to design macrocells
whose radius is between 1 km and 20 km [31]. It was developed through works of Y. Okumura [30]
and M. Hata [31] and is based on the results of extensive measurements in certain urban and suburban
areas of Japan. Its use is only valid in urban and suburban zones of (big) cities as it was developed
in central Tokyo [32]. It is also important to notice that although it is a realistic model to design
macrocells which include a big city, a lot of points without coverage will appear in the ground level of
the city and thus it will not be a perfectly valid model for DVB-H inside cities.
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This problem can be solved using microcells inside a city which have a size of less than 1 km and
whose propagation model (i.e. Egli model) is based on the line of sight (LOS). Another model used
for macrocells is the 2-ray model. This model has a breakpoint, which is the distance point (from the
transmitter) in which the propagation loss stops behaving as an inverse of the quadratic distance to
start behaving as an inverse of the distance powered to 4. This breakpoint means that at a known
distance the loss due to the propagation will increase rapidly.

The procedure followed to evaluate the di�erent models can be seen in Appendix C. The di�erent
values used to evaluate the models are as follows:

Minimum receiver power: -93.2 dBm [3] [1, section 10.3.3, worst case scenario]
Maximum transmitter power: 5 kW [17] [18] (almost best case scenario)
Transmitter antenna gain: 12.5 dB (2 bay antenna) [19, 2nd worst case scenario]
Receiver antenna gain: -10 dB [1] (at frequency 702MHz, worst case scenario for the antenna gain)
Transmitter antenna height: 100 m (normally placed outside the city)
Receiver antenna height: 1.5 m [1]
In-building penetration loss: 15 dB [1, section 11.2.2.2.2 (a), worst case scenario]
In-car penetration loss: 7 dB [1, section 11.2.2.3 (c)]
Frequency: 702 MHz.

It is interesting to point out that the received power is proportionally inverse to the frequency
(as far as the antenna gain is considered constant), and so the higher the frequency, the lower the
propagation loss. This also implies that the propagation loss will be higher, and so this is the worst
case scenario.

As seen in [1], the losses due to being inside a car are of about additional 7 dB and the additional
ones due to being inside a building are between 7 dB and 15 dB and thus the cell size is going to be
smaller when this loss is considered. When designing the network (placement of the antennas and max-
imum coverage area expected) the fact of considering the losses due to being inside a building or vehicle
in the design is up to the network designer. In this project, one of the worst scenario is thought to
be more accurate and realistic and so in the evaluation of the di�erent models, these losses are included.

The di�erent cell sizes (radius) for each di�erent model are shown in table 2.1, which also shows
the di�erent e�ects of being inside a car or in a building to the cell size for di�erent propagation
scenarios and models. This table has been calculated using the equations of each propagation model
shown in Appendix C using a numeric solving software such as Derive [23]. In the case of the In-Car
Scenario, an extra 7 dB have been subtracted from the power received and in the case of an Indoor
Scenario an extra 15 dB have been subtracted. It can also be seen that the breakpoint for the 2-ray
model does not change. If, for example, 7 dB are subtracted from the 2-ray model, they will also
be subtracted from the free space model, and so the intersection point will be the at the same dis-
tance but with 7 dB less of power. Some representations of this fact have been included in Appendix C.

Figure 2.8 shows the color code that is used in Figures 2.9, 2.10, 2.11 and 2.12 which show the
decrease of received power as a function of the distance between the transmitter and the receiver on
the di�erent Hata models for macrocells and considering also the cases of being inside a car or inside
a building.
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Model Outdoor Distance In-car Distance Indoor Distance

Free Space 207.3 km 92.6 km 36.8 km
Okumura Hata Urban 4.1 km 2.4 km 1.4 km

Okumura Hata Suburban 7.96 km 4.8 km 2.7 km
Okumura Hata Rural 24.2 km 14.5 km 8.1 km
2-ray/Egli Breakpoint 4410 m

2-ray 30.3 km 20.2 km 12.8 km
Egli 7.3 km 4.8 km 3.1 km

Table 2.1: In-car and Indoor e�ects on the coverage area

Figure 2.8: Color code for the Hata model representations

Figure [2.13] shows the 2-ray model propagation for an outdoor receiver, and Figure 2.14 shows the
2ray model at outdoor reception compared to the Okumura-Hata model for outdoor rural reception
and the Egli model.

From all this propagation models it can be extracted that both the 2-ray model and the Okumura-
Hata for rural areas could be used to model the cells in a countryside (assuming always LOS). For cities,
it can be seen in Figure 2.15, which shows a comparison between the Egli model and the Okumura-
Hata model for Urban areas, that the Okumura model proposes a worst case scenario than the Egli
model. Therefore, for large cities the Okumura-Hata model is a better choice but for not really big
cities it can be a better option to use the Egli model.
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Figure 2.9: In-car and indoor e�ects on Hata propagation model
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Figure 2.10: In-car and indoor e�ects on Hata propagation model for rural areas

Figure 2.11: In-car and indoor e�ects on Hata propagation model for suburban areas
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Figure 2.12: In-car and indoor e�ects on Hata propagation model for urban areas
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Figure 2.13: 2-Ray model (high) and 2-Ray model with zoom (down)
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Figure 2.14: Comparison between the Okumura Model (outdoor, rural) and the 2-ray model (outdoor)
and the Egli model (outdoor)

Figure 2.15: Egli Model (green: outdoor at top, indoor bottom, incar in the middle) versus Okumura-
Hata Model for Urban areas



Chapter 3

Antenna Design

In this chapter the questions about antenna design will be shown. Firstly, it will be introduced a short
summary about electromagnetism fundamentals. From this point the di�erent types of antenna will
be shortly explained. Then, all the antenna requirements for DVB-H will be summarized and also the
previous work done about DVB-H antennas that has been found will be explained. Finally the FDTD
software used will be presented and the di�erent designed antennas in this thesis will be exposed,
evaluated and compared.

3.1 Electromagnetism fundamentals for antennas

In order to understand the experiments and results of small antennas in the following parts, it is nec-
essary to remind the main parameters of an antenna.

An antenna is usually de�ned as a metallic device for radiating or receiving radio waves. It can
also be said that an antenna is the transition device between free-space and transmission line (�gure
3.1). This line is connected to a source and carries energy from it (guided antenna) or to the receiver
(receiving antenna).

28
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Figure 3.1: Antenna as a transition device [10]

The �rst important parameter is the radiation pattern, which is a mathematical function or a
graphical representation of the radiation properties of the antenna as a function of space coordinates.
In most cases, this pattern is represented as a function of the directional coordinates. Figure 3.2 shows
that the radiation patterns are modi�ed according to the antenna size.

Figure 3.2: Radiation pattern according to the wavelength λ [33]

In this thesis, the dimensions of the antenna are changing between λ
4 and λ and so the pattern will

have few big lobes (left graph of Figure 3.2) instead of having a big group of narrow lobes (right graph
of Figure 3.2). It can also be seen that when the antenna becomes small (compare to the wavelenght
λ), lobes are wider and spread in many directions.

The antenna parameters are di�erent according to the observation point. Antennas do not have
the same properties as if you are close to it or far away. The space surrounding an antenna is usually
divided into three regions:

1. the reactive near-�eld region is the area surrounding the antenna and where the reactive �eld
predominates.



CHAPTER 3. ANTENNA DESIGN 30

2. the radiating region is the area between the reactive near-�eld and the far �eld wherein the
radiation �elds predominate and wherein the angular �eld distribution is dependent upon the
distance from the antenna.

3. the far-�eld region is the area where the angular �eld distribution is independent of the distance
from the antenna. All the simulations done in this thesis are in this area, which is further away
than one wavelength (λ= 50 cm with a frequency equal to 600 MHz).

Impedance is an important parameter who characterizes the antenna. It is de�ned as the ratio of the
electric to magnetic �elds. There are two types of impedances: self and mutual ones. If the antenna
is radiating in a unbounded medium (no other objects around it), it was only considered the self
impedance, which is also the input impedance in this case. However, if the antenna is surrounded by
other objects, the input impedance is modi�ed and becomes a function of self and mutual impedances.

Impedance is a sum of resistance (real part) and reactance (imaginary part).It is de�ned by:

ZA = RR + RL + jXA

where:
ZA is the impedance of the antenna
RR is the radiation resistance
RL is the loss (dissipated) resistance
XA is the reactance (reactive power)

Impedance depends on the frequency of operation, antenna geometry, method of excitation and
the proximity of surrounding objects. This parameter can be represented with a Smith Chart (see
Appendix D).

Each antenna operates at a given frequency and more accurately at a given range of frequencies.
The bandwidth of an antenna is the range of frequencies within the antenna is working. This range is
surrounding the central frequency on both sides, where the antenna characteristics (impedance, gain,
radiation...) occur.

The perfect and lossless antenna does not exist. The losses of a given antenna can be calculated
with the quality factor Qt , which is representative of the amount of antenna losses (radiation Qrad,
conduction Qc, dielectric Qd and surface waves Qsw losses). This parameter is de�ned by:

1
Qt

=
1

Qrad
+

1
Qc

+
1

Qd
+

1
Qsw

3.2 Types of antennas

This chapter shown the di�erent kind of antennas to receive TV within portable terminals such as
small television or mobile phones. Not all types of antennas have been simulated since the thesis's
main goal was to design a small antenna which could �t inside a handheld device and some of this
kinds of antennas are too big.
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3.2.1 Dipole

This is the most basic kind of antenna. This antenna resonant at the frequency were the conductor
length is a half wavelength [10]. The length to work with a DVB-H range is 427mm (at 702MHz) and
638mm (at 470MHz). Thus, the length of λ/4 will be between 213.7mm and 319mm depending on the
chosen frequency to design the antenna.

Quarter-wave monopole is formed replacing one half of a dipole antenna with a ground plane. The
ground plane is very important because if it is large enough will work like dipole [11].

3.2.2 Loop

Loop antennas are one of the antennas that can take many di�erent forms as rectangle, square, triangle,
ellipse, circle and many other con�gurations. It is possible to classify two di�erent categories: electrical
small and electrical large. The electrical small antennas are those whose overall length (number of
turns times circumference) is around λ/10 (sometimes less than λ/10). The electrically large loops
are those whose circumference is about a free-space wavelength. The most typical applications in the
antennas loops are, HF (3 - 30 MHz), VHF (30 - 300 MHz) and UHF (300 - 3000 MHz) bands. This
kind of antenna are normally used such as receiving because are very poor radiators due to loop an-
tennas with electrically small circumferences have small radiation resistances that are usually smaller
than their loss resistance [10].

3.2.3 Microstrip

Microstrip antennas can be used in di�erent applications such as satellite, mobile radio or wireless
communications. These antennas are low-pro�le and mechanically robust because there is not external
elements. The radiating patch may be square, rectangular, circular, elliptical or any other con�gura-
tion. Major operational disadvantages of microstrip antennas are their low e�ciency, low power and
high Q [10].

There are numerous substrates that can be used for the design in microstrip antennas. The value
of these dielectric constant can vary between 2.2 ≤ εr ≤ 12. The better value of for antennas per-
formance are thick substrate whose dielectric constant is in the lower end of the range because they
provide better e�ciency or larger bandwidth [10].

3.2.3.1 Planar Antennas

The planar antennas are the solution for wireless communications nowadays. These kinds of antennas
are easily to integer in the mobile phone and give the possibility to reduce the size of the phone, reduce
cost and do it more attractive. Also, it is possible to implement in the same antenna di�erent system
for mobile communications like GSM (890 - 960 MHz), DCS (1710 - 1880 MHz), PCS (1850 - 1990
MHz) or UMTS (1920 - 2170 MHz) [12].

PIFA
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A planar inverted-F antenna (PIFA) is in general achieved by short- circuiting its radiating patch
or wire to the antenna's ground plane with a shorting pin and can resonate at a much smaller antenna
size for a �xed operating frequency.

PIFA have the advantage that it has a very small backwards radiation through the mobile phone
thus, the electromagnetic energy absorption by the user is reduced [12].

MONOPOLE ANTENNAS

Within this kind of antennas we �nd the very-low-pro�le monopole for small devices. These an-
tennas are very suitable for integration within the mobile phone housing and operation built-in or
concealed antenna [12].

As mentioned in the last point, the monopole antennas also can provide lower speci�c absorption
rate (SAR) thus, the energy absorption by the user is reduced. In [12] it can be seen some example
about how to reduce the backward radiation in the design of di�erent antennas.

3.2.4 Switched Antennas

Some types and designs of antenna do not usually have a big bandwidth and this can be a problem if a
big frequency range is to be covered by the antenna. Additionally one can consider the fact that using
a matching circuit to adapt one frequency point to the feeding line of the antenna (normally 50Ω of
impedance) makes the resonance frequency change to that point (even if it is not the real resonance
frequency of the antenna before the matching circuit). If those two ideas are put together it is factible
to think that if you make di�erent matching circuits and switch from one to another all the frequencies
of the band can be covered (if the radiator/receiver part of the antenna can cover it too, of course).
Appendix F shows more information about impedance matching.

One particular case is the Switched Monopole Planar Antennas, because they tend to have a really
narrow bandwidth and by means of switching the matching circuits the whole frequency band is usually
matched. The trade-o� of this kind of antennas is that for small devices it is di�cult to include a lot
of matching circuits because of the space that the capacitors and inductors need.

3.3 Required Antenna Performance

The design of the antenna that it is going to be shown has the requisite of being able to be integrated
in the new mobile phones in order to receive DVB-H. Before deciding the approximated size of the
antenna and/or gain that the phone needs to receive DVB-H, we made a study about these di�erent
parameters as it is shown in Appendix A and Appendix B.

The size of the mobile phone is one of the most important things during the development of the
antenna as the size of the phone limits the antenna. As it is shown in Figure [B.1] the standard size of
the di�erent mobile phone is around 100mm x 40mm x 10mm. However, the design of the phone will
be always as small as possible in order to reduce also the cost of the antenna.
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The antenna is just designed to receive DVB-H. The working range is from 470MHz to 702MHz and
the power gain is -10dB and -7dB [1] respectively as shown in �gure 3.3. The antenna has to be as simi-
lar as possible to an omnidirectional antenna in order to be able to receive the signal of the transmitter.

Figure 3.3: Required antenna power gain

Another important parameter to be checked in the simulations is the impedance of the antenna
(see appendix D about smith chart) in order to be sure that the antenna can be matched to 50 Ω
of the receiver. In fact, to be able to adapt the antenna, the impedance representation in the smith
chart should not be close to the most external circle (representing in�nite imaginary part), because
the most extreme values in the smith chart are not matchable as there are no commercial values either
of capacitors and inductors. More detailed information about this can be found in Appendix F.

Looking more into the S11 parameter, it informs us about the transferred power from the input to
the output and in its representation it can also be seen the resonant frequency and the bandwidth of
the antenna. Finally it is important to be sure that the resonance frequency is the correct one and
that the bandwidth is enough to allocate at least one DVB-H channel (8 MHz maximum). The factor
that will give us this information in a fast way is the antenna quality factor (see section 3.1).

3.4 Previous work done on DVB-H antennas

Some studies, projects and master thesis have been done involving DVB-H antennas. Following the
more signi�cant of them are shortly explained.

3.4.1 Jari Holopainen

Jari Holopainen developed three main prototypes [41]. The best one is called by him as DVB3 and
we think that the antenna is too big (135 x 75 mm) although the performance is quite good. He also
designs a switchable matching L-network (see Appendix F) but in order not to use a lot of matching
circuits they assume a compromise and so, reducing the number of matching circuits (by modifying
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the values of the components of the L-network), they achieve a bigger bandwidth at the same time
that they have more power loss (due to the fact that the matching is not perfect).

3.4.2 Fredrik Persson & Mattias Wideheim

On this thesis [42], di�erent types of antennas are discussed and analyzed. First of all, they analyze a
folded dipole antenna, then a PIFA antenna, then a folded patch antenna, then they follow with a loop
antenna and they �nish analyzing a switched monopole antenna. They discard some of the antennas
because they are too big or because the performance is not so good. In the end the more interesting
antennas they design are the Loop Antenna and the Switched Monopol Antenna.

The problem of the Loop Antenna is that it has a 3 cm diameter and must be placed in an external
�ap or something similar (not in contact or near the ground plane of the phone) and so it can be easy
for it to get broken. On the other hand, the Switched Monopole Antenna is a quite good antenna but
its radiation pattern is a bit irregular and a �xed size of 110 mm x 70 mm is quite large.

3.4.3 Mauro Pelosi

Mauro Pelosi's thesis [43] focuses in making modi�cations to the designed antennas using lumped
elements in order to modify the resonant frequency. From his numerous di�erent analysis a lot of
interesting conclusions can be obtained. In the thesis it is also designed a switched monopole antenna
with a quite good performance. In fact, similarly to Jari Holopainen's thesis, in Mauro's thesis an L-
matching network is also designed for the antenna and, due to the need of a lot of matching circuits in
the switch, it is also studied the possibility of trading-o� some power signal to improve the bandwidth
and reduce the needed amount of matching circuits.

3.4.4 Zena Fourzoli & Radwan Charafeddine

This thesis [44] consists of analyzing some antennas designed before (Mauro Pelosi's antenna, Fredrik
Persson and Mattias Wideheim antenna, etc.) and after comparing them they choose Mauro Pelosi's
antenna and they enhance it using a new adaptation network based on a Chebyshev bandpass impedance
matching network.

3.4.5 Yue Gao & Chao Chiap Chiau & Xiaodong Chen

In this short paper [45] they summarize how they designed an antenna whose ground plane is 134 mm
x 80 mm and the radiator component of the antenna is 60 mm x 18 mm x 13.5 mm. The radiation
pattern simulated in terms of omnidirectionality is very irregular and actually it is not a really good
one. The antenna's bandwidth is of 23 MHz considering a -6 dB return loss minimum. Additionally
they make a quick evaluation of the hand e�ect on the antenna.

3.4.6 Fractus

Fractus is an antenna designing company that has created an antenna [46] whose size is 40 mm x 5 mm
x 4.8 mm and which works �ne in an omnidirectional way for both the UHF band (470 to 702 MHz)
and L band (GSM band at 1800 MHz). Additionally with only 4 lumped components (3 inductors and
1 capacitor) they are able to adapt the antenna using a double matching L-network to 50 Ω. Finally
to make the measurements they used an evaluation board whose surface is of 104 mm x 42 mm.
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3.5 FDTD Theory

Finite Di�erence Time Domain is a very common technique in computing and modelling wide frequency
range. Thanks to its simplicity of implementation, it can solve a lot of electromagnetic problems with
a single simulation. With the increasing performance of computers, this method are been widely
developed in the last decades. This huger amount resources had allowed to obtain more precision
coupling with a shorter simulating time. This model is classi�ed as a deterministic scenario, based on
Maxwell's equations (time and space dependent domains) as seen on Figure 3.4. In these equations,
we can note that there is a relation between the electric �eld (E) and the magnetic �eld (H). At any
point, the update in time of either E or H �eld occurs the update in space of the other one.

∂ ~B
∂t = −∇x

−→
E −

−→
Jm

∂ ~D
∂t = ∇x

−→
H −

−→
Jm

∇ · −→D = 0
∇ ·

−→
B = 0−→

E : electric field(volts · meter−1)
−→
D : electric flux density (coulombs · meter−2)
−→
H : magnetic field (amperes · meter−1)
−→
B : magnetic flux density (webers · meter−2)
S : arbitrary three − dimensional surface

d
−→
S : normalvector ofsurface S (meter2)

l : closed curve bounding the surface S

d
−→
l : unitpath length vector of the curve C (meter)

−→
Je : electric conduction current density (amperes · meter−2)
−→
Jm : magnetic conduction current density (volts · meter−2)

Figure 3.4: Maxwell's equations

Thanks to this dependency, Yee compiled an algorithm (which is describe on the next page). A
computational domain is de�ned, describing the geometrical objects inside the study domain and also
their electrical composition (permittivity, conductance...). Once the source is modeled, information
about E and H �elds are extrapolated to obtain the required parameters such as input impedance,
far-�elds, surface currents,etc.

Advantages of the FDTD method

� Large possibilities of modellization (3D, human body in�uence on waves...).

� Accuracy of the computational domain (objects properties, permittivity and permeability depen-
dent on the frequency...).

� Since E and H �elds are calculated everywhere in the computational domain, they are easy to
display which is helpful for the analysis of the simulation.

Weaknesses of the FDTD method

� Because of the extreme accuracy of the environment, it is necessary to have a �ne grid to �see� all
the details of the simulations. This huge amount of data requires large resources (more capacity
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with more computers) and also a longer simulation time. Speci�cally for far-�eld calculations,
the computational domain is larger and so the time duration is signi�cantly increased.

� The E and H �elds are calculated into the �nite computational domain. This latter must be
de�ned and it is necessary to use some materiel which simulate an in�nity area at the edges of
the domain.

Based on the Maxwell's equations above and to [43], we obtain the propagation wave equation:

∂2u

∂t2
= c2 ∂2u

∂x2

where u = u (x, t) is a function of both space and time and c is the speed of the light in the vacuum.
This equation is the basis of the Yee algorithm which solves

−→
E and

−→
H components in time and space.

Yee's algorithm

Figure 3.5: Yee cell

In 1966, Yee creates a new method to solve the Maxwell's equations in an isotropic media. The
idea was to develop a simple and powerful algorithm which can solve both electric and magnetic �elds

in space and time. This algorithm is very robust because it uses both
−→
E and

−→
H information rather

than either alone. It can be explained with the unit cell in Figure 3.5, where �every
−→
E component is

surrounding by four circulating
−→
H components, and every

−→
H component is surrounding by four circu-

lating
−→
E components� [48]. This method provides a simple picture of three-dimensional space being

�lled by an interlinked array of Faraday's and Ampere's laws contours.

As illustrated in Figure 3.6, the Yee algorithm also centers its
−→
E and

−→
H components in time which

is called a leapfrog arrangement.
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Figure 3.6: Leapfrog chart

At a given time point, all the
−→
E computations are completed and stored in memory using

−→
H data

previously saved in the computer memory. Then, the
−→
H components are also completed and stored

thanks to the previous stored
−→
E component. We repeat this process until time-stepping is concluded.

3.6 FDTD Software

Our simulations are realized with a software developed by some scientists of Aalborg University. This
program allows to design antenna and then generates the main output parameters in electromagnetic
(radiation patterns, impedance, smith chart...). The code is based on the FDTD method which is used
in the deterministic scenarios to simulate small scale electromagnetic problems. The Finite Di�erence
Time Domain (FDTD) uses the Maxwell's equations to obtain the required output parameters. The
environment around our object imitates an open-space by using the Perfectly Matched Layers on the
boundaries. The software runs over Matlab although the kernel is written in FORTRAN, which is
faster compared in the compilation duration compared to the Matlab language. The use of powerful
servers available at the university has been used to gain some time in our simulations. The main
window is represented on Figure 3.7:
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Figure 3.7: FDTD main window

The results menu is the most interesting part and gives us all the information needed to analyze
an antenna. It can be seen on Figure 3.8.

Figure 3.8: Results menu

The forces of this software are:
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� its accuracy based on the FDTD method (directly compiles with the Maxwell equations) which
can generate pattern in 2D and 3D.

� its simple usage thanks to a well designed interface,

� an in�nity number of possibilities proposed to design an antenna in a given environment.



Chapter 4

Antenna Design and Simulations

In this chapter the results of the simulations are shown. Firstly, it will be introduced a short section
about the simulations done involving Planar Inverted F Antennas. Then the Monopole Antennas
simulations are shown. In this Monopole Antenna part, it will also be shown the results obtained
under the in�uence of human hands holding the device. Additionally, the in�uence of some materials
such as wood or metal emulating the phone laying on a table is also simulated. Furthermore, it will
be shown how the di�erent parameters of the antenna (such as radiation pattern, smith chart, S11,
radiation e�ciency, quality factor and bandwidth at resonance frequency) change.

4.1 Patch Antennas

The �rst antennas that were simulated are the patch antennas. This kind of antennas have a good
radiation pattern always above the minimum required [1] as is shown in Figure 4.1, and thus the mobile
phone can be hold in di�erent positions depending of the �nal design, horizontal or vertical position.
However, the patch antennas have a problem in their size, as in comparison with other antennas such
as monopole, the total volume is much bigger.

40
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Figure 4.1: Radiation Pattern of the Patch Antenna with a Ground Plane of 62 x 51mm, gap of 40 mm
and the antenna with a dimensions of 36 x 51 mm. Plane X-Y (left) and X-Z (right) of the radiation
pattern.

Patch antennas are usually used to receive di�erent bands of frequency such as GSM and UMTS
in the same antenna receiver in order to reduce the size of the antenna. One of the patch anten-
nas that was simulated following what can be seen in Appendix E has a Plane of 62x51 mm, the gap
between the antenna and the ground plane is 40 mm and the dimensions of the antenna are 36x51 mm.

Conclusions

The design of PIFA antennas is a good solution for mobile phones that want to integer in a same
antenna receiver di�erent bands of frequency such as GSM or UMTS. Next section shows di�erent
solutions using monopole antennas, which have a similar behavior as PIFA antennas although they
have a smaller size.

4.2 Meandered Monopole Vertical Antenna

This section shows the results for the �Meandered Monopole Vertical Antenna�. This antenna has
been simulated with two di�erent ground plane sizes, 100 mm and 90 mm.

This antenna was simulated with the feed point in di�erent positions (as shown in Appendix G)
in order to �nd a better impedance for all frequencies. Also this antenna has been simulated with a
capacitor in parallel in order to see how the smith chart changes with the di�erent values of it. In
Appendix G the results are shown.

The radiation pattern of the antenna has also been studied in order to �nd the maximal power
levels in the received signal. In �gure [4.2] it is shown the dimensions of the antenna that has been
chosen for the study of this section. The position of the feed point in this case has been moved 5 mm
from the original position (which is considered to be the beginning of the meandered) and the size of
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the ground plane is 90 mm.

The design of the antenna's resonant frequency was �nd around λ
2 . This antenna has been designed

for use in mobile phones that can be hold in vertical or horizontal position.

Figure 4.2: Meandered Monopole Vertical Antenna (values in mm)

4.2.1 Smith Chart

Figure [4.3] shows the result of the antenna's simulated Smith Chart. In this �gure it can be seen how
the points of 470 MHz and 702MHz are close to the line of 0Ω. To verify if it is possible to match
the values to 50Ω, Appendix F has been used. The impedance of 470 MHz can be matched using two
capacitor, C1: 1,69 nF (in parallel) and C2: 3,05 pF (in series). The point of 702 MHz can be adapted
using two capacitors, C3: 0,10 nF (in parallel) and C4: 3,73 pF (in series). These values are inside the
range of commercial values of surface mount components (see Appendix F).
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Figure 4.3: Smith Chart for the Meandered Monopole Vertical Antenna

4.2.2 Radiation Pattern

In order to ensure a good signal quality in the cell phone the radiation pattern has to be studied. As
is shown in Figure 4.4 the radiation pattern has a good omnidirectional shape in all the directions. In
order to know the exact gain in the di�erent directions of the radiation pattern, the table in Figure
4.5 has been made, which shows the gain in 0º, 90º, 180º, 270º and also the directions were the gain
is minimal. Looking this results one can conclude that the mobile phone can be hold in vertical or
horizontal position because the gain is better than the minimal recommended (Figure 3.3) in every
direction.
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Figure 4.4: Radiation pattern of the antenna in the X-Y, Y-Z and X-Z planes in the extremes of the
frequency band (470 MHz and 702 MHz) and also in the middle of it (586 MHz).
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Figure 4.5: Values (dB) of the radiation pattern in 0º, 90º, 180º and 270º for the Meandered Monopole
Vertical Antenna, also including the minimum gain of each plane.

4.2.3 Hand Simulations

As it can be seen in Section 4.2.2, the antenna's gain is always higher than the minimal recommended,
and in order to investigate the losses that the human hand introduces, a simulation of it has been
done. In Figure 4.6 it can be seen the model of the hand that was used for the simulations. This
model represents a typical position to hold the mobile phone as if the user was looking the screen.
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Figure 4.6: Position of the hand holding the cell phone

Figure 4.7 shows a comparative between the radiation pattern with and without the in�uence of
the hand. As it can be seen, the shape of it changes with the in�uence of the hand.
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Figure 4.7: Comparative of the radiation pattern with and without the in�uence of the hand at
586MHz. The results of the �rst row are with the hand and the second row without hand.

As it can be seen in the table on Figure 4.8, a comparison between the results of the simulations
with and without the hand is showed.

Figure 4.8: Comparative table of the simulations with and without the hand

The radiation pattern of the antenna has some parts that are lower than the minimal required to
receive a good level of signal. Thus between the angles 90º < X < 120º in the plane Y-Z, there is a
minimum of -14.578 dB. Also it can be seen in the plane X-Z a minimum of -12,19 dB at 90º. This
losses could be studied in future investigations in order to improve the performance of the antenna
under the in�uence of the human hand.
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4.2.4 Hands simulations in horizontal position

As is seen in 4.2.2, the antenna signal reception is always better than the minimum required (see Figure
3.3). For this reason it should be possible to watch the TV in horizontal position. Therefore a study
of the hand's in�uence has been done. In Figure 4.9 it can be seen the model of the hand that was
used for the simulations.

Figure 4.9: Position of the hands holding the mobile phone

Figure 4.10 shows a comparative between the radiation pattern with and without the in�uence of
the hand. As expected, the shape of it changes with the in�uence of the hand.
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Figure 4.10: Comparative of the radiation pattern with and without the in�uence of the hand at
586MHz. The results of the �rst row are with the hand and the second row without hand.

In this simulation, oppositely as it was shown in 4.2.3, the radiation pattern with the hands change
the shape but it cannot be seen parts with signi�cant losses. It suppose that depends of the position
of the hands the losses in the antenna will change.

4.2.5 Wood In�uence

It was also considered the possibility of a user watching DVB-H TV who, instead of holding the phone,
let it laying over a table.

Therefore, in this section the antenna has been simulated being 5 mm over a wood plane. The
plane is 30 cm x 20 cm x 0.1 cm with a relative permittivity of 2 and a conductivity of 10−15 [47].
The antenna is over the middle point of the plane. Further, it has also been simulated the same plane
with 3 cm of width.

In the table on Figure 4.11 is shown a comparison between the results of the antenna without the
wood plane and with it (both width).
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Figure 4.11: Comparative table with and without wood for the Meandered Monopole Vertical Antenna

As it can also be seen in the table on Figure 4.11, the in�uence of the plane in terms of reception
gain is almost null with the plane with a width of 0.1 cm but it can seen how with a width of 3 cm
the gain changes.

4.2.6 Metal in�uence

In order to follow the study with di�erent materials the antenna has been simulated being 5 mm over
a metal plane with a width of 1 cm. The plane is 30 cm x 20 cm x 1 cm.

In the table on Figure 4.12 and also in Figure 4.13 it is shown a comparison between the results of
the antenna and the results with the metal ground plane. It can also be seen that the in�uence of the
metal plane in the antennas behavior is more signi�cant than the wood plane.

Figure 4.12: Comparative table of radiation pattern results (in dB) with the antenna under the in�u-
ence of a metal plane
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Figure 4.13: Radiation patter of the antenna under the in�uence of a metal plane

4.2.7 S11 and radiation e�ciency

In this point the S11 parameter has been studied in the di�erent scenarios that have been shown in
the previous points. Figures 4.14 and 4.15 show the results.
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Figure 4.14: S11 parameter variation depending on the di�erent scenarios studied for a 586 MHz
frequency. The simulations have been done using a 30 x 20 mm plane (wood and/or metal).
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Figure 4.15: Radiation e�ciency and central frequency variation on the di�erent scenarios

As can be seen in the table on Figure 4.15, the radiation e�ciency is worse when is under the
in�uence of the hand. It can also be seen how it depends on the material and its width. Anyway
the losses that introduce the hand or the di�erent materials that have been studied, are not so big in
comparison with the losses caused by the head's interference. These losses can reach up to 10dB [49].
The central frequency also varies depending on the material.

4.2.8 Q at resonance and BW resonance

As is shown in Appendix G the quality factor and the bandwidth depend on the position of the feeding
point.

This study focuses on �nding an antenna bandwidth bigger than the maximum channel BW found
in DVB-H (which is of 8 MHz [1]) in order to include the maximum number of channels in the band-
width at resonance frequency. By doing so, it is possible to reduce the number of L-matching circuits
needed if the antenna was to be used as a switched monopole antenna (see Section 3.2.4 and Appendix
F).

As is it can be seen in Appendix G the BW at resonance frequency of this antenna is 11,64 MHz,
and so it is possible to put one channel in it. This implies that one L-matching circuit is necessary
for each TV channel. To improve these results it is possible to tune the values of the components of
the di�erent L-matching circuits in order to achieve a better BW at resonance frequency by means of
trading-o� some signal quality (power) at the intended matching frequency (which is also the resonance
frequency after the matching). This tuning is not implemented in this thesis but some examples of it
can be seen in [41] and [43].

4.2.9 Conclusions

In this section it has been seen one of the proposed solutions for a DVB-H antenna. As it was shown
the behavior of the antenna changes depending on di�erent elements like the human hands or the
in�uence of some materials such as wood or metal. Therefore, in future projects it could be interesting
to make a more extended study about the di�erent positions of the hand holding the cell phone or
about the in�uence of materials such as metal (that it has been seen that introduces a big return
loss). To conclude it can be said that this kind of antennas have a small bandwidth at the resonance
frequency and so it is necessary to use a lot of L-matching circuits to adapt the di�erent channels.
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4.3 Meandered Monopole Book-Type Antenna

This section shows the results for the �Meandered Monopole Book-Type Antenna�, which has been
simulated with two di�erent ground plane sizes, 100 mm and 90 mm.

This antenna was simulated with the feed point in di�erent positions (as shown in appendix G) in
order to �nd a better impedance for all the band frequencies. Additionally this antenna has also been
simulated with a capacitor in parallel with the source in order to see how the smith chart changes with
di�erent values of it. Appendix G shows the results.

The radiation pattern of the antenna has also been studied in order to �nd the maximal power
levels of the received signal. In Figure 4.16 it is shown the dimensions of the antenna that has been
chosen for the study of this section. The position of the feed point in this case has been moved 1 mm
from the original position and the size of the ground plane is 90 mm.

The design of the antenna's resonant frequency was �nd around λ. This antenna has been designed
for book type mobile phones.

Figure 4.16: Meandered Monopole Book-Type Antenna

4.3.1 Smith Chart

Figure 4.17 shows the antenna's simulated Smith Chart. In this �gure it can be seen how the points
of 470 MHz and 702 MHz in the smith chart are close to the curve of 0Ω. To verify if it is possible
to match the values to 50Ω, Appendix F has been used. The impedance at 470 MHz can be matched
using two capacitors, C1: 3,72 nF (in parallel) and C2: 2,4 pF (in series). The point of 702 MHz can
be adapted using two capacitors, C3: 14 nF (in parallel) and C4: 1,4 pF (in series). These values are
inside the range of commercial values of surface mount components (see Appendix F).
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Figure 4.17: Smith Chart for the Meandered Monopole Book-Type Antenna

4.3.2 Radiation Pattern

In order to ensure a good signal quality in the cell phone the radiation pattern has to be studied. As
is shown in Figure 4.18 the radiation pattern has a good omnidirectional shape in all directions and
also a level of gain higher than the minimum speci�ed by DVB-H standard as is shown in Figure 3.3.
To guarantee this level of gain in the whole frequency band, simulations with the central frequency in
470 MHz and 702 MHz have been done. In order to know the exact gain in the di�erent directions of
the radiation pattern the table in Figure 4.19 has been made. This table shows the gain at 0º, 90º,
180º and 270º.
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Figure 4.18: Radiation pattern of the antenna in the X-Y, Y-Z and X-Z planes in the extremes of the
frequency band (470 MHz and 702 MHz) and also in the middle of it (586 MHz).
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Figure 4.19: Values (in dB) of the radiation pattern in 0º, 90º, 180º and 270º comparative table

4.3.3 Hands Simulations

As it can be seen in Section 4.3.2, the antenna's gain is always higher than the minimal recommended.
Similarly to what has been done in Section 4.2.4, a study about the losses introduced because of holding
the phone with two hands has been simulated. In �gure 4.20 it can be seen the model of the hand
that has been used for the simulations. The model of the hand is one of the position that is possible
to hold the mobile phone to watch the television in it.

Figure 4.20: Book Type Antenna with Hands
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Figure 4.21 shows a comparative between the radiation pattern with and without the in�uence of
the hand. As it can be seen, the shape of it changes with the in�uence of the hand.

Figure 4.21: Comparative of the radiation pattern with and without the in�uence of the hands at
586MHz. The results of the �rst row are with the hands and the second row without hand.

The radiation pattern of the antenna has some parts with less reception gain. However, this gain
is always better than the minimal required (see section 3.3). In future studies should be interesting to
study the in�uence of di�erent positions of the hand in order to �nd the worst position for it.

4.3.4 Wood in�uence

As it has been done in Section 4.2.5, simulations with a wood plane have also been done for the
book-type antenna.

The antenna has been simulated being 5 mm over a wood plane. The plane is 30 cm x 20 cm x
0.1 cm with a relative permittivity of 2 and a conductivity of 10−15 [47]. Further, it has also been
simulated the last plane but with 3 cm of width.

In the table on Figure 4.22 it is shown a comparison between the results of the antenna with a
wood plane with two di�erent widths, and without wood plane.
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Figure 4.22: Gain in dB's for each plane depending on the angle

As is seen, the in�uence of the plane in terms of reception gain is almost null for a width of 0.1 cm,
but with a width of 3 cm the gain changes depending on which radiation plane (X-Y, X-Z or Y-Z) is
considered.

4.3.5 S11 and radiation e�ciency

As expected after observing the results for the vertical monopole antenna (see Section 4.2.7), it can
be seen in Figure 4.23 how the in�uence of the wood is almost null in the return loss.
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Figure 4.23: S11 parameter variation depending on the wood plane

The central frequency and the radiation e�ciency change depending on the scenario. As it can be
seen in the table on Figure 4.24, the central frequency decreases 44 MHz and the radiation e�ciency
for the whole scenario, improves.
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Figure 4.24: Radiation e�ciency and Central frequency variation with the wood plane

4.3.6 Q at resonance and BW resonance

As is shown in Appendix G the quality factor and the bandwidth depend on the position of the feeding
point.

The book type mobile phone has the advantage that is can be possible to put the antenna far from
the ground plane. The consequence of this is an improvement of the resonance BW. In Figure 4.25 it
is shown a graph of the antenna that has been simulated for di�erent distances between the antenna
and the ground plane. It can be seen how the behavior of the antenna before 20 mm and after 90 mm
is critic.

Figure 4.25: Q and resonance BW vs the distance between the ground plane and the radiator element
of the antenna.

Also a study of the antenna at 50 mm from the ground plane has been done, including the variation
of the position of the feeding point, in order to know its behavior.
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Figure 4.26: Q and BW depending on the Feed point position

Opposite to the antenna that has been shown in Section 4.2.8, which had quite narrow BW, this
antenna has a resonance BW of 61,53 MHz, which allows to get more TV channels inside the antenna's
BW and consequently to reduce the number of L-matching circuits needed to construct a switched
monopole antenna.

4.3.7 Conclusions

In this point it has been seen the second solution presented to receive DVB-H. As it was expected after
the study in Section 4.2.3, the in�uence of the hand and the wood change the behavior of the antenna.
Opposite to the Vertical Monopole Antenna, it can be seen how the BW at resonance frequency for
the book-type antenna is bigger, and consequently it is possible to include more TV channels, thus
reducing the number of L-matching circuits needed.



Conclusions and Future Work

DVB-H is an extension of DVB-T that is used to cover all the handheld devices that usually are battery
powered and need a low power consumption. The problem of DVB-T reception on a handheld device is
that, as DVB-T is a streaming broadcast, the battery would deplete really fast as the receiver antenna
would have to be powered all the time. The solution to this problem is DVB-H which uses short bursts
of data to transmit the data so the receiver does not need to have the antenna turned on continu-
ously. Additionally DVB-H also reduces the video quality as a small screen on a handheld device has
not the same resolution as a big TV screen, and consequently less information needs to be transmitted.

DVB-H network topology is usually the same as the DVB-T network (shared network or hierar-
chical network). This is so because the DVB-T network is already deployed and the companies who
own them do not want to spend a lot of money in deploying another network exclusively for DVB-H,
if they can re-use the equipment they already have. Therefore the topology will have big cells covering
almost all the areas and in the big cities gap �llers will be added to improve the coverage.

Some studies about DVB-H antennas were done previous to this one and, in this thesis they have
been analyzed. The general sensation is that in most of them the antennas designed where bigger than
most of the handheld devices in the market (cell phones, etc.) and so in this thesis one of the main
objectives was to design smaller antennas. Nevertheless, some really interesting results and conclusions
can be extracted from those works, like for example: matching the antennas, the in�uence of lumped
elements on the antenna, etc.

To make the simulations a software based on FDTD was used. This software has been developed
at the Antennas, Propagation and Radio Networking section of the Department of Electronic Systems
at Aalborg University.

A lot of simulations have been done in this thesis to get the �nal results shown in Chapter 4.
Although some other results are shown in Appendix G, those results are only a short sample of them.
In fact more than 300 simulations have been done to obtain those results.

After studying all kinds of antenna it was decided to perform simulations on PIFA antennas and
on planar monopole antennas. The �rst kind simulated were the PIFA antennas and, although the
simulation results were good, the size of the antennas was considered to be too big compared to the
size of typical handheld devices, and so they were discarded as a solution. The second and last kind
of antennas simulated were the planar monopole antennas. When simulating this kind of antennas,
the objective was to design two kinds of antennas: a vertical monopole and an horizontal (book-type)
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monopole. Additionally it was pursued that the vertical monopole had a good behavior if used on an
horizontal position.

Two types of planar monopole antennas, one vertical and one horizontal, were �nally selected as
the best simulations obtained. These two antennas were also simulated in di�erent scenarios such as
being hold by human hands, or laying on a wood or metallic table. The behavior of both antennas
under these possible scenarios is evaluated and compared. Both designed antennas had good results
in the simulations and a future work could be to build them and make real measurements as well as
designing the matching network.

From the simulations under the hand in�uence can be concluded that in general the hand does not
introduce a lot of losses. Nevertheless, in the vertical monopole antenna, when held with one hand
vertically there are some points where the attenuation is quite high (up to 6.5 dB). This implies that
if the phone is hold covering the radiator element of the antenna there could be some big attenuation.
The simulations were done using only one model of human hand and so, a future work could consist
on using di�erent models and more accurate ways of holding the antenna, specially considering the
case when the radiator element is blocked.

As a future line of work it could also be considered the fact of improving the antenna designs and
to simulate the in�uence of additional materials to the antenna such as plastic, glass, etc. Another
thing that could be done in a future is an study about the way people holds the handheld devices to
improve the antenna. This could be done simply by gathering and important number of people and
making them see some video on a DVB-H capable device.
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Appendix A

List of receiver chips of DVB-H by

manufacturer

This annex shows the list of receiver chips by manufacturer. The main pages of each data sheet are also
included. It is important to note that Analog Devices does not have a public data sheet or whatsoever,
for more information on their chip look at [9].
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Figure A.1: List of chips by manufacturer
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Figure A.2: ST's DVB-H receiver chip [8]
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Figure A.3: Microtune's DVB-H receiver chip [7]
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Figure A.4: Microtune's DVB-H receiver chip part 2 [7]
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Figure A.5: Paradiso's DVB-H receiver chip [6]
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Figure A.6: TI's DVB-H receiver chip part 1 [5]
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Figure A.7: TI's DVB-H receiver chip part 2 [5]



Appendix B

List of cell-phones with DVB-H

capability by manufacturer

In this chapter it is shown the di�erent manufacturers that designed DVB-H receiver for Mobile Phone.
The information have been obtained in the web page of the di�erent chip builders.
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Figure B.1: List of cell-phones with DVB-H capability by manufacturer



Appendix C

Radio-propagation models

In this appendix some of the most common and simple radio-propagation models are explained. More
exactly the models explained are the Okumura - Hata model, the Egli model and then the Free Space
model (Friis equation [37]) as a base the two ray model is explained. All the models that are exposed
have common parameters which are:

PR = Reception Power
PT = Transmission Power
GR = Reception Antenna Gain
GT = Transmission Antenna Gain
f = Frequency
d = Distance

hT = Height of the transmitting antenna (m)
hR = Height of the receiving antenna (m)
λ = Wavelength (m)

The distance �d� between the transmitter and the receiver is expressed in km for the Okumura-Hata
model and in meters in all the other models. Frequency is expressed in Hz for all the models except
for the Okumura-Hata model where the frequency is expressed in MHz. The dimension of the other
variables is already noted before for all the models. Figure [C.1] shows the typical scenario for the
Okumura-Hata and free space models and also for the two ray model.
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Okumura-Hata model / Free Space model typical scenario

Two Ray model typical scenario
(Red for the direct path, Blue for the re�ected ray)

Figure C.1: Typical scenario for the di�erent radio propagation models used

The �rst model explained is the Okumura-Hata which is a computation model that was �rst de-
scribed as a result of empirical power measurements in Japan by Yoshihisa Okumura in 1968 in his
publication "Field Strength and Its Variability in VHF and UHF Land-Mobile Radio Service" [34].
In 1980, Masaharu Hata simpli�ed the considerations from Okumura and created the actual model
("Empirical formula for propagation loss in Land Mobile Radio Services" [35]). These simpli�cations
led to the restriction that only regions with less than 20 km distance to the transmitter can be predicted.

Moreover, the model neglects the terrain pro�le between transmitter and receiver, i.e. hills or other
obstacles between the transmitter and the receiver are not considered. As Hata and Okumura made
the assumption that the transmitter would normally be located on hills, this was no disadvantage.
Also phenomena like re�ection and shadowing are not included. [36]. The model can be calculated as:

Lp (dB) =


A + B log d urban

A + B log d − C suburban

A + B log d − D rural

PR =
PT GT GR

LP

where:

B = 44.9 − 6.55 log (hT )

C = 2
[
log

(
f

28

)]2

+ 5.4

D = 4.78 [log f ]2 − 19.33 log f + 40.94

A = 69.55 + 26.16 log f − 13.82 log (hT ) − a (hR)
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a (hR) =


(1.1 log f − 0.7)hR − (1.56 log f − 0.8) Little town

8.28 [log (1.54hR)]2 − 1.1 f ≤ 400MHz & Big city

3.2 [log (11.75hR)]2 − 4.97 f ≥ 400MHz & Big city

and all the powers and gains are expressed in dBW or dBm and the gains in dBi. Another thing
that can be extracted from the previous equations is the di�erent kinds of areas. Actually Okumura
describes three fundamental area types [34] [38]:

1. Urban: "Built-up city or large town crowded with large buildings and two-or-more-storied houses,
or in a larger village closely interspersed with houses and thickly-grown tall trees."

2. Suburban: "Village or highway scattered with trees and houses - the area having some obstacles
near the mobile radio car, but still not very congested."

3. Rural: "No obstacles like tall trees or buildings in the propagation path and a plot of land which
is cleared of anything 300 to 400m ahead, as, for instance, farm-land, rice �eld, open �elds, etc."

To calculate the results the equation has been introduced to an algebraic software such as Derive [23]
which can evaluate the variables and give the answer of the equation easily.

The second model used is the Free Space model which is nothing else than the Friis equation [37]:

PR = PT GT GR

(
λ

4πd

)2

where the powers are expressed as Watts and the gains are dimensionless.

The third model used is the 2-ray model. This model is based on the line of sight between the
transmitter and the receiver and considers that the receiver gets the signal from the direct path be-
tween both (receiver and transmitter) and also one re�ection through the ground. For short distances
the model oscillates because the addition of the 2 rays can be constructive or destructive depending
on the phase. Moreover, when a certain distance is achieved (breakpoint) the model stops oscillating
and decreases proportionally inverse to d4.

Figure [C.2] shows this oscillations as a relative power gain
(

PR

PT

)
and compares the 2-ray model to

the Free Space model (frequency = 586 MHz, transmitter antenna height = 100 m, receiver antenna
height = 1.5 m, both antenna gains = 1). This �gure has been obtained modifying a Matlab code
obtained from [37] to suit the adequate frequency and antenna heights. The conclusion of the com-
parison between the two models is that the two ray model can be approximated using the free space
model for short distances (before the breakpoint) if the power fadeouts are not considered.
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Figure C.2: Two ray model vs Free Space model

For long distances (after the breakpoint) the two ray model can be formulated as:

PR = PT GT GR

(
hT hR

d2

)2

Actually, the breakpoint where the 2-ray model stops behaving like the free space model and starts
behaving as the previous equation can be found using the following equation as it is the point where
the two models (two ray for long distances and free space model) intersect:

dc =
4πhT hR

λ

Finally the Egli model has been used too. This model originates when in contrast to the theoretical
two ray model, J.J. Egli measured a signi�cant increase of the path loss with the carrier frequency �f�
for ranges 1< d < 50 km [38]. He proposed the next semi-empirical model:

PR = PT GT GR

(
hT hR

d2

)2 (
40
f

)2

Next all the additional graphic representations about the propagation models can be found.
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Figure C.3: 2-Ray model modeled as free space model before the breakpoint

Figure C.4: Rural outdoor Okumura-Hata model compared to 2-ray model (outdoor) and Egli model
(outdoor)
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Figure C.5: All Okumura-Hata scenarios (indoor, outdoor, incar compared with rural, urban and
suburban)
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Figure C.6: Okumura-Hata Incar Scenario
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Figure C.7: Okumura-Hata Indoor Scenario
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Figure C.8: Okumura-Hata Outdoor Scenario
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Figure C.9: Okumura-Hata Rural Scenario
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Figure C.10: Okumura-Hata Suburban Scenario
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Figure C.11: Okumura-Hata Urban Scenario
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Figure C.12: Okumura-Hata Urban vs Suburban Scenario
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Figure C.13: Okumura-Hata Urban vs Rural Scenario
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Figure C.14: Okumura-Hata Urban vs Suburban Scenario



Appendix D

Smith Chart

The �rst important output parameter of the simulations is the Smith Chart which is a representation of
the resistance and the reactance in the logarithm scale graph. All this information has been extracted
from [22].

Figure D.1: Smith Chart

Thanks to this device, we can easily see if the load impedance RL can be matched with the source
impedance RS . This matching parameter is really important in order to maximize the power transfer
and also to minimize re�ections. As read at the beginning of the chapter, the impedance is composed
of the resistance (real part) and the reactance (imaginary part). In the ideal case, load and source
resistance are in phase and the load reactance is in quadrature with the source one.
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In the simple cases, the reactance is close to zero and so can be neglected and the impedance is
considered as a pure resistance. If not, signal re�ection occurs because of the imperfections in the cable
which cause impedance mismatch. This re�ection can be measured with the re�ection coe�cient:

Γ =
RL − RS

RL + RS

Impedance discontinuities involve a degradation of the signal quality (attenuation, distortion...).
The following graph displays the variation of power lost in the generator according to the variation
of the load resistance. The ideal matched load resistance is determined when the power lost in the
generator is equal to the power transferred to load. This matched resistance involves a maximization
of the power transferred.

Figure D.2: Powers versus load resistance

Many radio frequency systems tend to use a 50Ω reference impedance.



Appendix E

Resonant frequency in PIFA antennas

In Planar Inverted F Antennas (PIFA), the resonant frequency is a�ected by the ratio L1
L2 (see the

structure of a PIFA antenna in Figure E.1). In [28] it can be seen that the more the ratio increases,
the higher the drop in the ratio W

L1 will be, and so the PIFA resonance frequency is proportional to
the current distribution e�ective length.

Figure E.1: Structure of PIFA Antenna

If the width of the shortcircuit plate and the length of the antenna's plate are equal i.e. W
L1 = 1,

then it results in an antenna of λ
4 . The resonance frequency of the antenna can be expressed by

fr1 = c
4∗(L2+H)

where

L2 + H = λ
4
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The extreme case happens when W=0. This case can be represented by an in�nitesimal short
circuit pin. The expression can be expressed by

fr2 = c
4∗(L1+L2+H)

where

L1 + L2 + H =λ
4

When 0 < W < L1

fr = c
4∗(L1+L2+H−W )

Finally, when 0 < W
L1

< 1 the resonance frequency can be approximated with a linear interpolation
operation where

fr = R ∗ fr1 + (1 − R) ∗ fr2 for L1
L2

≤ 1

and

fr = Rk ∗ fr1 + (1 − Rk) ∗ fr2 for L1
L2 > 1

where

R = W
L1

and k = L1
L2
.

Figure [E.2] shows how changes the frequency vs L2 in the di�erent cases that have been shown in
this appendix. The constant values that have been used for this study are L1 = 80 mm, H = 5 mm
and W = 50 mm.

As it is also shown in Figure [E.2] the resonance frequency is always growing when the size of L2

also increases.
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Figure E.2: Comparison of Frequency vs L2 when di�erent W are used



Appendix F

Antenna Matching

One of the biggest problems when designing an antenna is to match its impedance to the transmission
line, but not in the sense of designing the matching circuit but instead if it can be really matched. This
means that ideally all impedances can be matched but in reality, to match the antenna, capacitors and
inductors will be used and these components have some physical limitations which also limits their
real (commercial) values. This commercial values can be seen in Table F.1.

Capacitor Inductor

Maximum 1 mF 39 mH
Minimum 0.5 pF 1 nH

Table F.1: Surface mount commercial capacitors and inductors

To do the matching a simple matching L-network has been used [29]. This kind of matching network
has two con�gurations shown in Figures F.1 and F.2, which also show that both elements used for the
impedance matching are only reactive components (inductors and capacitors) and consequently there
will be no losses ideally.

De�nitions:
ZL its the impedance to be matched (the load impedance)
RL its the real part of the load impedance (resistance)
XL its the imaginary part of the load impedance (reactance)
Z0 its the characteristic impedance of the transmission line

Figure F.1: First case of Matching L-network
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Figure F.2: Second case of Matching L-network

There are two possible con�gurations for this matching network, depending on the value of the load
impedance [29]. In both cases is wanted the load impedance to equal Z0 if it is looked from before the
matching network.

If RL> Z0 the network looks like in Figure F.1, and solving the impedance equation, B and X can
be found as:

B =
XL ±

√
RL

Z0
(R2

L + X2
L − Z0RL)

R2
L + X2

L

X =
1
B

+
XLZ0

RL
− Z0

BRL

If B is positive, the element in parallel is a capacitor. If B is negative, it is an inductor. If X is
positive, the element in series is an inductor. If X is negative, it is a capacitor [29].

If RL< Z0 the network looks like in Figure F.2 and now B and X can be found as:

B = ± 1
Z0

√
Z0 − RL

RL

X = ±
√

RL (Z0 − RL) − XL

If B is positive, the element in parallel is a capacitor. If B is negative, it is an inductor. If X is
positive, the element in series is an inductor. If X is negative, it is a capacitor [29].

From these equations and di�erent cases the values of B and X can be calculated and from these
two, the values of the capacitors and inductors can be found as:

if B or X are capacitors, then: B or X = 1
jwC

if B or X are inductors, then: B or X = jwL



Appendix G

Design and Simulation of di�erent

antennas

Next, it will be shown all the main results of the antennas that are presented in Chapter 4. Further,
it can be seen some extra simulations with lumped elements.
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Figure G.1:
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Figure G.2:
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Figure G.3:
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Figure G.4:
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Figure G.5:
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Figure G.6:
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Figure G.7:




