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Abstract

Beamforming and power control algorithms are inigedged in intra-system spectrum sharing for
LTE Advanced system (named as Flexible SpectrumeJ§&U) context.

FSU is considered to occupy scarce spectral ressiapportunistically in order to increase the
average spectral efficiency of the system and ewige less interference to the other system. So, to
avoid interference to other systems, beamformind) @ower control algorithms are investigated
and implemented in MATLAB. As a starting pointuasag perfect channel state information at the
transmitter, single-user (SU) multiple input mukipoutput (MIMO) downlink beamforming is
implemented to evaluate the link performance ofsifgtem. As a case study, a link-level simulator
complying UTRAN Long Term Evolution (LTE) standara@¢onsidered. Moreover, two multi-user
(MU) MIMO downlink with OFDM/SDMA access schemearb®rming algorithms zero-forcing
(ZF) and successive minimum mean square error (SE)M&e investigated to evaluate
performance of the system at link-level by avemgdhe bit error rates (BERs) and throughputs
(THs) of all the candidate users. Dominant eigamsmission (DET) power algorithm is to applied
to both to maximize the SNR at the receiver anditomize the BER. Numerical simulation results
show significant gains by 3dB to 5 dB, dependinthefmodulation using, and 3dB about, for the
low SNR, for the considerezix 2 system in terms of BER and TH, respectively, comapi the
same considered system without beamforming. O#grlts show significant gains by 3 dB and 3

dB, in terms of BER and TH, respectively, compa8MMSE to ZF beamforming algorithm.
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Chapter 1

1.Introduction

In the recent years, the International Telecommati@os Union (ITU) is working on specifying the
system requirements towards next generation mabitemunication systems, called International
Mobile Telecommunications-Advanced (IMT-A)27]. The deployment of IMT-A systems is
believed to take place at mass market level aroigad 2015 and will realize what has been a
buzzword for almost a decade, namely “4G”. The d@a network concept (Cognitive Radio, CR
[1], [2]) covers the full range of operability scenarianfiriVide Area (WA) over Metropolitan Area
(MA) to Local Area (LA). IMT-A systems are expectéd provide peak data-rates in the order of
1 Gpbs in LA. Such data-rates require usage of Multipiptit Multiple-Output (MIMO)
technology[15], [16], to achieve high spectral efficiency and a vergenspectrum allocation in the

range of100 MHz. In MIMO communications systems, multiple anteana used at both sides of

the link.

An important research topic is the study of Mulgdd (MU) MIMO systemd17]. With a high
number of users it will become even more diffidaltidentify exclusive spectrum for all user. To
solve this problem, together with the MIMO techrplpusers are needed also to coexist in the
same spectrum in an efficient way. This is possdaasidering a Flexible Spectrum Use (FSU)
[28], [29]. The major advantage of FSU is a better spectabbility of the system compared to
classic spectrum management techniques. In this wayLA scenario with one cell and one Home
Node B (HNB), different users can coexist on thetlb@ same frequency-time domain. This is
possible considering as multiple access scheméth®gonal Frequency Division Multiplexing
(OFDM) with Space Division Multiple Access (SDMAG] - [11]. It has been chosen as multiple
access for downlink in Long Term Evolution (LTEucH systems have the potential to combine the
high capacity achievable with MIMO processing viitle benefits of SDMA. SDMA is an advanced

transmission technique, where MU are signallechersiime time and same frequency resource; it is
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used to enhance the spectral efficiency. So, & laignber of User Equipments (UEs) share the
whole spectrum. In this scheme HNB prepares a nuwiftdirectional beams to cover the UEs area.
Beamforming (BF)12], [13] concentrates transmit power to a desired direciwhreduces power
emissions to undesired directions; this way Bmiglate Multi-User Interference (MUI) caused by
all others UEs.

BF and power control (PC) algorithms for MIMO-OFDBDMA LTE advanced systems in the
FSU context are investigated and implemented in MAB. To implement downlink BF algorithm,
HNB need the knowledge of the Channel State InftionaCSl). CSI are obtained by a Time-
Division Duplexing (TDD) systems.

In TDD system, uplink and downlink transmission &éiree duplexed over the same frequency
bandwidth. Using the reciprocity principle it is gsible to use the estimated uplink channel for
downlink transmission.

We consider two algorithms for downlink BFSuccessive Minimum Mean Square Error
(SMMSE) [14], [20], [21] andZero Forcing (ZF) [14], [19], [20]. SMMSE transmits beamforming

treats; each receive antenna separately, and itheaadvantage that the total number of receiving

antennas at the users’ terminals may be greaterttiganumber of antennas at the HNB. In ZF, the
signal of each user is pre-processed at the tréi@smising a modulation matrix that lies in thel nu
space of all other users’ channel matrices; soMbéin the system is forced to zero.

PC is also investigated, it's consideredaminant Eigenmode Transmission (DET) algorithm
which transmits just on the dominant eigenmodeauheUE. It provides to maximize the Signal
Noise Ratio (SNR) at the receivers and to minintneeBit Error Rate (BER).

As a starting point, assuming perfect channel stdtgmation at the transmitter, single-user (SU)
multiple input multiple output (MIMO) downlink bedorming is implemented to evaluate the link
performance of the system. As a case study, aléwét simulator complying UTRAN Long Term
Evolution (LTE) standard is considered. Moreoverp tmulti-user (MU) MIMO downlink with
OFDM/SDMA access scheme, beamforming algorithme-faicing (ZF) and successive minimum
mean square error (SMMSE) are investigated to et@lperformance of the system at link-level by
averaging the bit error rates (BERs) and throughglitis) of all the candidate users. Dominant
eigen transmission (DET) power algorithm is to &apto both to maximize the SNR at the receiver
and to minimize the BER.

BF and PC eliminate the MUI and minimize the tdtainsmitted power and this is exactly the
problem that will be considered here, i.e. how lhoase the transmit BF vectors so that the total
transmitted power is minimized while the systemvpies an acceptable Quality of Service (QoS)

to as many users as possible.
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1.1. Organization of this Thesis

This report documents a master thesis in Teleconuation Engineering done in the Mobile
Communication Division, Department of Communicatidechnology, Institute of Electronic
System, Aalborg University (AAU), in Denmark; inl@boration with INFOCOM Department,

Facolta di Ingegneria, La Sapienza University Roméaly, which the author is member.

This thesis is organized as follows:

Chapter Il gives the background theory about l@edilbn techniques and data fusion method. It
states the fundamentals of the Cognitive Radiothef OFDM technology, including the signal
generation and reception; of the OFDM multi-usereas. In addition, it introduces the BF concept

and the MIMO technology.

Chapter Il presents the project description: saenaroblem definition, system architecture, scope

of the project and the necessary assumptions.

Chapter IV introduces the BF methods (SMMSE and @itized and the Power Control method
(DET).

Chapter V presents the parameter utilized in theuksitions and the results obtained for a single-

user system and a multi-user system.

Chapter VI summarizes the achievements reachedagtiis thesis. Future work will be also be

presented.
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Chapter 2

2.Background

This chapter provides technical background thagédgsential to the thesis. First, it includes an
overview on the Cognitive Radio, in particular thenction of the Spectrum Sharing, which
provides control and access techniques in ordegurantee a free interference communication
among several different terminals.

Second, it includes an overview on the OFDM andtinagdcess with OFDM systems; the OFDM
symbol (information bits) that are transmitted oset of orthogonal subcarriers. In particular, it
treats various multiple access for the OFDM syst&@RDM/FDMA (OFDMA), OFDM/TDMA,
OFDM/SDMA.

Third, it includes an overview on the Beamforming,particular the beamforming-based SDMA
that we’ll use to try eliminate the interferences.
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2.1 Cognitive Radio

The termCognitive Radio (CR) was coined by Joseph Mitdld] :

“A Cognitive Radio is a radio frequency transmitter/receiver that esayned to intelligently detect
whether a particular segment of the radio spectisirourrently in use, and to jump into (and out of,
if necessary) the temporarily-unused spectrum veapidly, without interfering with the

transmission of other authorized users.”

“A Cognitive Radio is self-aware, user-aware, RF-aware, and that ipcvates elements of

language technology and machine vision.”

The concept of aadio capable of adapting to the environment and toshadjansmission parameters

according to internal and external events is veryartant in the wireless world.

A radio is cognitive if it isself-aware then if it interacts with the outside world. This
accomplished via theognitive cycle A cognitive cyclel2] by which a cognitive radio may interact

with the environment is illustrated in Figure 1.

Orient
Establish Priority
Infer on Context Hierarchy <. Normal
/ \ T Plan Generate Alternatives
Fre-process Tmmediate )
Pare Urgent Ewvaluate Alternatives
arse
Ve

Register to Current Time

Observe Learn \

Receive a Message
Read Buttons

Save Global DECide

States
/ Allocate Resources
Act

Initiate Process(es)
Send a Message
Set Display

Figure 1. Simplified Cognitive Cycle [1]
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A CR executes five main actions:

* Observe, cognitive radios are aware of their surroundingimnment.

* Plan, cognitive radios evaluate among several stragegie

» Decide, cognitive radios are always capable to selectstradegy of operation.
» Learn, cognitive radios can enrich experience by forrmew strategies.

* Act, cognitive radios perform communication accordimghe selected strategy.
CR technology is expected to improve spectrum acttesugh:

e Spectrum Sensing: monitoring and detecting the spectrum holes teseethem properly,
with two different techniquesransmitter detectioifthe CR terminal decides if the frequency
band is free or is not by its own, through two eliint methodsvatched Filterand Energy
detecto}; cooperative detectio(the CR terminal gets sensing information from othsers
and potentially can reach better results than tnétter detection alone).

» Spectrum Management: once the device has monitored the radio enviranipaecording to
the results of the monitoring, according to thevieer requirements (QoS), the cognitive
radio terminal must find out the frequency hole athsuits better every single particular
transmission.

* Spectrum Mobility: the transmission frequency can dynamically chahgee user signal
transmission shows up suddenly.

e Spectrum Sharing: it provides control and access techniques in rotdeguarantee an

interference free communication among several diffeterminals.

So, a Cognitive Radio should be able to determime g$pectral characteristics of the radio
environment it operates in, and, if necessaryhange some transmission parameters. In particular,
CR approach has the potential to alleviate thetdinons in the frequency, spatial and temporal
domains and provide for real-time spectrum accegptmtion and transactions, thus facilitating
dynamic spectrum sharing. The problem is that spectrum sharing environment, we have a co-
channel interference caused by sharing the sam® reldannel. Power control and array
beamforming are two well-known approaches thatrobrb-channel interference and thus improve

the system capacity.
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2.1.1 Spectrum Sharing

Spectrum SharingSS [22] is verified when independent radio system (likelitary radars,

cellular,...) or independent users use the same rsjpedh co-operation (time, place, code and/or

event,...). The SS process consists of five majqr: ste

Spectrum sensingan user can just allocate a portion of the spattif that portion
doesn’'t used by an unlicensed user.

Spectrum allocationbased on the spectrum availability, the node tbe@m allocate a
channel.

Spectrum accest is possible that more nodes would accessdafectrum, this access
must be coordinate.

Transmitter-receiver handshakence a portion of the spectrum is determined for
communication the receiver of this communicatioowt also be indicated about the
selected spectrum. So, a transmitter-receiver lekesprotocol is needed.

Spectrum mobilitynodes are considered as visitors to the spedtragnallocate.

The classification of the SS is based on architectspectrum allocation behavior and spectrum

access technigue as shown in Figure 2.

) spectrum Allocation Spectrum Access
Architecture Behavior Technigue
Centralized  Distributed Cooperative MNon-Cooperative  Owerlay Tnderlay

Figure 2. Classification of SS

The first classification for SS technique is basadhe architecture:

Centralized spectrum sharing centralized entity controls the spectrum aliocaand
access procedures.
Distributed spectrum sharingeach node is responsible for the spectrum altmtaand

access is based on local policies.

The second classification for SS techniques isbasgehe access behaviour:
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» Cooperative spectrum sharing considers the effect of the node’s communaatn the
other nodes, so the interference measurementcbfnemle are shared among other modes.

* Non-cooperative spectrum sharirigconsiders just the node at hand.

The third classification for SS technique is basedhe access technology:
* Overlay spectrum sharin@ node accesses the network using a portioneoectrum that
has not been used by licensed users.
* Underlay spectrum sharing node begins the transmission such that itsimarpower at a
certain portion of the spectrum is considered asenoy the licensed users.

The networks analyzed to provide opportunistic asde the licensed spectrum using unlicensed

users. This causes SS among systems and we camntaviletwork Spectrum Sharirand Intra-
Network Spectrum Sharirags shows in figure 8.

Figure 3. Inter-Network SS and Intra-Network SS

We treat just the Intra-Network SS, where the usgrdo access the available spectrum without
causing interference to others users. In particua@r are in the=lexible Spectrum Usag@-SU)
[28], [29], where the users are able to use spectrum irxiblleway by adapting their operation to

22



the current situation. The major advantage of FSa ibetter spectral scalability of the system
compared to classic spectrum management techniques.

To facilitate FSU, the system shall dynamicallyatde to adapt frequency, time and space resource
over time in order to maximize the spectral efficig with the constraint the Quality of Service
(Qo0S) requirements are met.

A multi access with OFDM is suitable candidate K@U because if its flexible nature to support
spectrum sharing.

In this way, aMUI (Multi-User Interferencgis generated by the presence of several usersglea
some resource. To reduce the presence of MUI, wausa an orthogonal multiple access scheme,
that then implementing with the Power control arehBforming technique can eliminate almost
totally the MUI.
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2.2 OFDM

Orthogonal Frequency Division Multiplexin@EDM) is a digital multi-carrier modulation scheme,
which use a large number of closely-spaced orthalgsuab-carriers. It is based on the Frequency
Division Multiplexing FDM) techniqud3], where different streams of information are majpip¢o
separate parallel frequency channels. The timeaseqgy representation of the OFDK] signal is

shown in Figure 4.

Bandwidth

f I Sub-carriers
Guard Intervals //‘7

Frequency

Symbols

Figure 4. Frequency-Timerepresentation of an OFDM signal

Each sub-carrier is modulated with a conventionadlutation scheme (such as QAM/PSK, etc.) at a
low symbol rate, maintaining data rates similacaaventional single-carrier modulation schemes in

the same bandwidth, as showed in Figure 5.

Eit Stream ble] GANTPEE dlx] \ symbol Stream
Ilodulator

Figure5. Modulation of each sub-carrier
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The basic principle of OFDM5] is to split a high-rate data-stream into a numifelower rate
streams that are transmitted simultaneously oveergain number of subcarriers. Because the
symbol duration increases for the lower rate parallibcarriers, the relative amount of dispersion i
time caused by multipath delay spread is decredeggtsymbol interference is eliminated almost
completely by introducing a guard time in every QFRBymbol. In the guard time, the OFDM
symbol is cyclically extended to avoid intercarrieterference. In OFDM system design, a number
of parameters are up for consideration, such asntmeber of subcarriers, guard time, symbol
duration, subcarriers spacing, modulation type g@pcarriers, and the type of forward error
correction coding. The choice of parameters isugriced by system requirements such as available
bandwidth, required bit rate, tolerable delay sgyead Doppler values.

After the modulator, the symbol stream enters i@ $erial-to-parallel converter, that splits the

modulated symbol stream inttN parallel channels which are modulated orltb different
subcarriers ¢, (t) = €'*"" with frequencies f,, f,,...,f,_, where k indicates thek —th

subcarrier. The spacing between two adjacent stibaris Af , thus the total bandwidth is

N x Af | as showed in Figure 6.

QAMPSE

x(f)
Modulator i

l

* SerialParallel

Converter

Figure 6. Conceptual OFDM transmitter

The transmitted OFDM signaX(t) is the sum of each symbel[K] that forms an OFDM symbol
(k a[a,...,N —1]) modulated on each subcarrier:

X(t) = z d[K] @, ()

So, each modulated data symbol is multiplied byftmetion ¢, (t). This kind of functions have

got the orthogonality property, which can be expeesboth in time and frequency domain:
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« Time orthogonality: if ¢, (t) has an integer number of cycles during the dumafig of an

OFDM symbol:

j:”wk (t) @t=0

* Frequency orthogonality: the correlation of two orthogonality functions wile non-zero

only if both functions have the sanke— th frequency:

to+Ts 1
INACLAQ mt={o

I =k
| #k

When these properties are satisfied, the subcawél be independent to each other and so it is

guaranteed the correct separation of each one aeteiver.

The main problem of the transmitter shown in Figbiis its complexity. But, we can use an Inverse

Discrete Fourier Transform (IDFT) as shown in Fegdr The OFDM signal can be expressed as:

1 N-1

o = > dk] &=

Kk
that is equivalent to modulating each symbol witHrequency f, :ﬁ' where T, is the

0

sampling period. Furthermore, IDFT is performedhwain Inverse Fast Fourier Transform (IFFT)

algorithm which is computationally efficient.

DAMPSE
Modulater

.| serialParallel

Converter

A 4

L J

vy

Figura7. OFDM transmitter with IFFT

A 4

IFET

A 4

.| Parallel/Serial

Converter

x{t)
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The transmission of the signal over a multipathncleh may distort this one. So, to mitigate this

effect, a guard interval | is added at the beginning of each OFDM symbol. @teation of T

depends on the maximum delay of the charmg|, in particular it must be:

So, all multipath components will arrive in thisagd time and in this way the orthogonality between
subcarriers will be preserved; in addition, theetrfymbol Interference (ISI) and Inter-Carrier
Interference (ICI) will be eliminated, as showed-igure 8.

If the guard interval is generated by copying et N, samples of the useful OFDM symbol to the

beginning of the same OFDM symbol, it is called i&yrefix (CP).

T Ty =1/Af
lstpath |CP CE' | " B!
nd miﬂc;: | | Ortho gonality
nid E?,'z : . ; preserved X Orthogonality
: I : I lost
: ' : I51
-th path CF ]
o ﬂ | — / J
p—thpath: ; CP | : :
] N : .
.5, ff e 0 :
e ‘cp Trime

Figure 8. Cyclic Prefix avoiding | S|

i Copy
P OFDM SYMMBOL P
o >
T, T, = 1/AF
T, =T, +T,

Figure9. Cyclic prefix asa copy of thelast part of an OFDM symbol
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Figure 9 shows the cyclic prefix concept where:

« T, =NIT,, is the useful duration, where the data symbotraresmitted,;
« T, =N, [T, is the cyclic prefix duration;

e T,=T,+T, = (N + NG)[TO, is the total duration of the OFDM symbol.

The cyclic prefix helps to avoid ISI and ICI, indation it will introduce Spectral Efficiency Loss

(SEL). It is directly related to the ratio betweép and T:

TG
T +T,

G U

SEL=

When the signal arrives to receiver, the fidt samples of OFDM symbol is removed. Then, each

j 2y

subcarrier is demodulated multiplying the conteheach sub-channel bg™'“*, where f,_ is the

frequency of the corresponding subcarrier. If, v8e a Discrete Fourier Transform (DFT) over the
N useful OFDM symbol samples:
N_

AK] = . r{n] (&7

=0

[iN

>

k
where, the subcarrier frequency fs = —— and whereT is the sampling period. We can use a
0

Fast Fourier Transform (FFT) algorithm to havewa tmmputational complexity.

Finally, the data symbols are converted to a segaibol stream and delivered to the next block.
Figure 10 shows the block diagram of the OFDM tcanser.

28



Figure 10. OFDM block diagram
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2.3 Multi Access with OFDM

In case of multi-user (numerous users that transimultaneously), we have Orthogonal Frequency
Division Multiplexing (OFDM) with multiple acced3]. A block diagram of the multi-user OFDM

downlink transmission is represented in Figure 11.

4 i j Cyclic Prefix
QAMPSE | Serial/Parallel . |Insertion (M) ¢ (7
Modulator | Converter G IFFL T &
: ; Parallel/Serial
i ‘ iConverter
ANGH
f"{f} ( :] J {f) | Channel -
Cyclic Prefix i ] 2
r(f} Removal (NGJ! " | SerialiParallel 'g'?l " QANMPSE .,
> & i FFT .| Converter. i Demodulator
: Serial/Parallel : ;
E Converter : :
E i . TUser 1
: Cyclic Prefix i ] 7
riy|  [EEmevel (g I | Serial/Parallel | "% | QAMPSE |
> & g FFT .| Conwerter = Demodulator
Serial/Parallel : i
Converter E E
User K

Figure 11. OFDMA downlink block diagram

Multi-User OFDM (MU-OFDM) can be realized using \@ars multiple access techniques: Time-

Division Multiple-Access (TDMA), where the usersasmit in time slot; Frequency-Division
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Multiple-Access (FDMA), where the users transmitaoget of frequency ; Code-Division Multiple-
Access (CDMA), where the users transmit using aofefpreading sequences; or Space Division
Multiple-Access (SDMA), which reuses bandwidth byltiplexing signals based on their spatial
signature. Figure 12 shows an example of OFDM witliti-access. In this case, users are associated

with one or more Physical Resource Block (PRB). RBFAs a combination o sub-carriers and

M consecutive OFDM symbols. An overview of these néghes will be done.

# sub-carriers

O Users < >
O UserB
O Userc ;;' I
;r OFDN
A7 i symbaols
>+ !

frequency

Figure 12. Example of OFDM with multiple access

2.3.1 OFDM/FDMA (OFDMA)

The OFDM technique can be combined with a Frequebisysion Multiple Access (FDMA).
OFDM/FDMA is achieved assigning subsets of subessrior each user, so users are separated
across subcarrief$], as showed in Figure 13. Available subcarriersdas&ributed among all the

users for transmission at any time instagt
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frequency

O Users

O UserB

O Userc

_-‘E_F | -
— time

Figure 13. MU-OFDM with FDM A

In OFDM/FDMA [7], the whole spectrum may be divided into multiptgaaent subcarriers. So, a
large number of userss share the whole spectruiade on the allocation of subcarriers to users,
we can have different kind of OFDM/FDMAdlock FDMA (grouped carriers FDMA)random

allocation (adaptive frequency hopping) amderleaved FDMA(comb spread carriers), as showed

in Figure 14.
frequency frequency
O Users frequency ——
O UserB O Userb
B BinC O Userc
e fitee == tirme — J
T, T 7 t1me
Block FDILA Eandom allocation Interleawed FD A

Figure 14. OFDM/FDMA variations

The OFDM/FDMA has significant interest because itsr robustness to multipath propagation,

appropriateness for coverage extension and higttrepefficiency.
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2.3.2 OFDM/TDMA

The OFDM technique can be combined with a Time $ari Multiple Access (TDMA]7], [8]. In

OFMD/TDMA, one complete OFDM symbol at a certamméiis allocated to an user, as showed in

Figure 15. Each user is assigned a time $loturing which all the subcarriers can be usedHer t

frequency
O uUsera
O userB
O uUserc
T T »
——

TS

particular user.

b

Figure 15. MU-OFDM with TDM A

OFDM symbols in one time slot is the minimum reseuunit that can be allocated to a user. Thus,
subcarriers of one OFDM symbol cannot be allocatdifferent users. This limitation reduces the

flexibility of resource allocation, especially whére capacity of a time slot is very high.

33



2.3.3 OFDM/SDMA

The OFDM technique can be combined with a Spacésibiv Multiple Access (SDMA]9], which

reuses bandwidth by multiplexing signals basedheir tspatial signature, in the same time slot and
in the same frequency, obtaining higher spectfaiefcy. The transmitter and the receive use array
antenna. As a result, Beam-Forming (BF) concergratsmit power to a desired direction and

reduces power emissions to undesired directions.

Figure 16 shows an OFDM/SDMA communication slote WFDM/SDMA system mod¢l0], [11]
is fully subcarrier-parallel and the SDMA procesgscan be applied on each subcarrier.

T - x[1]
"""" G xx[1]
ap FFT
-------- B | E
N e xln]
o s |yl
________ o .1l
S/P FFT
m—
"""" SDILA xx[V]
e

Figure 16. System model in OFDM/SDM A

OFDM/SDMA system with beamforming uses independesa#m at the same carrier frequency and

at the same time slot to provide service to indigidusers within a cell, as showed in Figure 17.
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Figure17. MU-OFDM with SDM A

This allows the same carrier frequency to be reusedifferent cells, in this way, it exploits
diversity and beamforming gain and extracts spdtiarsity.
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2.4 Beamforming

Beamforming (BF)[12] is a signal processing technique used with armafysransmitting or
receiving transducers that control the directidgadf, or sensitivity to, a radiation pattern. When
receiving a signal, beamforming can increase tlheiver sensitivity in the direction of wanted
signals and decrease the sensitivity in the dwactif interference and noise. When transmitting a
signal, beamforming can increase the power in ihection the signal is to be sent. The change
compared with an omnidirectional receiving pattesrknown as the receive gain (or loss). The
change compared with an omnidirectional transmisssoknown as the transmission gain. These

changes are done by creating beams and nulls irath&tion pattern. Figure 18 illustrates the polar

diagram of the antenna array.

Figure 18. Polar diagram of a typical antenna beampattern.

Beamforming is a mix between antenna technologydgitial technology{13]. An antenna can be
considered to be a device that converters spatmporal signals, thus making them available to a a
wide variety of signal processing techniques, is Way, all of the desired information that is lgein

carried by these signals can be extracted. Figuigshbws a generic BF antenna system.
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Figure19. A generic BF antenna system

Antenna arrays using adaptive beamforming techsiouen reject interfering signals having a
Direction Of Arrival (DOA) different from that of desired signdl13]. An adaptive BF is a device
that is able to separate signals collocated infréguency band but separated in the spatial domain.
This provides a means for separating a desirecakigonm interfering signals. An adaptive BF is
able to automatically optimize the array patternalojusting the elemental control weights until a
prescribed objective function is satisfied. If avedfor example a plane wave) arrive perpendicular
to the array, it is seen with the same phase frbnramsducers; so the sum of the array output
signals is just wave incident. Instead, if theairiangle is different from 90°, the array outpsit i

attenuated regarding the previous one, and it dépen angle incident, as showed in Figure 20.

— i’ @ 'A'-‘.,‘-'

Plane Wave Array Ouipui

®

NN

Output

Figure 20. Signal output array [13]
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In optimum and adaptive beamforming, the phased (anally the amplitudes) of the feed network
(the interconnection between elememt® adjusted to optimize the received signal. Jémwmetry of

an array and the patterns, orientations, and peal@ons of the elements influence the performance
of the array. Introducing weights (different deldgs each transducer), opportunely calculates, is

possible to find the just direction of the sigres,showed in Figure 21.

Plane Wave Array Ouiput

T — ,
On"
Plane Wave Array Weighits Quiput

Figure 21. Introduction of the weight to calculatethejust direction of the signal [13]

Beamforming takes advantage of interference to ghathe directionality of the array. When
transmitting, a beamformer controls the phase agldtive amplitude of the signal at each
transmitter, in order to create a pattern of caasive and destructive interference in the wavefron
When receiving, information from different sensare combined in such a way that the expected

pattern of radiation is preferentially observed.

We can consider two types of beamforming. Each le#nt has its own advantages and
disadvantages. The first, which samples the prdpagavave field in space, is typically used for

processing narrowband signals. The output at fimey(K) , is given by a linear combination of the

data at the] sensors at tim&:
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V(09 = 2w, (9

where * represents complex conjugate. We assurnadghout that the data and weights are complex
since in many applications a quadrature receivarsed at each sensor to generate in phase and
guadrature (I and Q) data. Each sensor is assumealve any necessary receiver electronics and an

A/D converter if beamforming is performed digitally

Lw

x, (k)

1

x, (%)

y(®)

V[

x, (k)

Figure 22. Beamfor ming for processing narrowband signals.

Instead, the second beamformer, which samplesrtpagating wave field in both space and time,
is often used when signals of significant frequeextent (broadband) are of interest. The output in

this case can be expressed as:
J K-1 .
y(k) =22 w, X (k= p)
j=1 p=0
where K —1 is the number of delays in each of thesensor channels. If the signal at each sensor

is viewed as an input, then a beamformer represemislti-input single output system.
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Figure 23. Beamfor ming for processing broadband signals.

It is convenient to develop notation which permitsto treat both beamformers in Figure 22 and

Figure 23 simultaneously, so we can obtain:
y(k) =w"x(k)
by appropriately defining a weight vectar and data vectox (k) .

Beamforming is sometimes performed in the frequedagnain when broadband signals are of
interest. Figure 24 illustrates transformation e data at each sensor into the frequency domain.
Weighted combinations of the data at each frequébicy are formed. An inverse discrete Fourier

transform produces the output time series:

v_DFT-} W ﬂ

DFT | mlp | W, y—{fl

DFT |l | W, E’i}

o [

Figure 24. Beamfor ming performed in the frequency domain for the broadband signals
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Beamformer can be classified as either data indipror statistically optimum, depending on how
the weights are chosen. The weights in a data smtgnt beamformer do not depend on the array
data and are chosen to present a specified respamak signal/interference scenarios. The weights
in a statistically optimum beamformer are chosesedaon the statistics of the array data to optimize
the array response. In the receive BF (uplink ¢abe) main objective is to maximize the Signal
Noise Rate (SNR) of the received desired signathéntransmit BF (downlink case), the objective
remains the same, even if the means to obtainytbealifferent. In fact, is possible to maximize th
power in the direction of user, that must recehe gignal, and minimize the interference to another
users, maximizing the downlink SNR. If the transfanction of the channel is known at the
transmitter, the downlink SNR can be maximized byltiplying the desired signal with a set of
weights[13]. It can be shown that the weights are a scaleorecs the uplink weights, that we saw

before.
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2.4.1 Beamforming-Based SDMA

Without beamforming (BF), the transmitted energynirHome NodeB (HNB) reaches the User
Equipment (UE) via just a subsection of the sohgla in space. All energy transmitted in other
directions is lost for the UE and also it can aedadrmful interference to other terminals. Insténd,
using BF, we can concentrate the transmitted energglevant area or equivalently to receive
energy from preferred directiof$4]. The associated gain is called beamforming oryagean and
results in an increase of the Signal Noise RatddRof the corresponding link or equivalently in a

shift of the Bit Error Rate on SNRBERE, /N,) ) curve. Right from these initial considerationsit

evident that BF is a means to efficiently improlie interference that it is created in condition of
Flexible Spectrum Usage (FSU) in a multi-user c&¥e.enables spatial selectivity by allocation
different antenna weights to different users, tlallswing for Space Division Multiple Access

(SDMA) and achieving interference rejection as vasllenhanced by flexibility and adaptivity of the

beams, as showed in Figure 25.

Figure 25. Adaptive beamfor ming for SDMA

SDMA is an advanced transmission technique, wharki-nuser (MU) are signalled on the same

time and same frequency resource; it is used taraghthe spectral efficiency. So, a large number
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of User Equipments (UEs) share the whole specttanthis scheme HNB prepares a number of
directional beams to cover the UEs area. BF conatest transmit power to a desired direction and
reduces power emissions to undesired directions;wy BF eliminate Multi-User Interference
(MUI) caused by all others UEs. Another advantagidseamforming techniques are low cost of the
UE, high directivity.
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2.5 MIMO System

Multiple Input Multiple Output (MIMO) system usesuftiple antennas at both the transmitter and
receiver to improve communication performaritg], [16]. The research in this field has started
approximately 15 years ago about, but it rapidlpgoessed, attracting attention in wireless
communication, because it allows to increase thHmpug and link range without additional

bandwidth or transmit power, in add it is immunédading, interference and noise.

MIMO to achieve high spectral efficiency and a vevide spectrum allocation in the range of
100 MHz. In MIMO communications systems, multiple antemamna used at both sides of the link.

Figure 26 shows the different kinds of MIMO configtions[17]. Where:

» SISO: Single Input Single Outpubne antenna at the transmitter and one at tlegvesc

« SIMO: Single Input Multiple Outputone antenna at the transmitter and many at the
receiver;

 MISO: Multiple Input Single Outputmany antenna at the transmitter and one at the
receiver;

* MIMO: Multiple Input Multiple Outputmany antenna at the transmitter and many at the

receiver.

In a digital communication system, the fundameptaformance parameters are the Bit Error Rate
(BER) and the number of bits that we are able taddrough the channel, per units of time and
frequency (Throughput, measured in bit/s/Hz), go@@ing an arbitrarily low error probability.
With SISO, SIMO and MISO to obtain the same advgesait is necessary to use more power and
more bandwidth compared to the MIMO case. MIMOadtrces two main gains:

» Multiplexing gain different signals sent through different paraltélnnels, leading to the
information transmission rate increase,
» Diversity gain the same signals sent through different paraheinnels, leading to the BER

improvement.
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MIMO is more complicated than others systems (SIS®JO e MISO), in fact it must treat in
different manner users with unequal channel comsti Multiple users cannot cooperate as easily as

multiple antennas put on a single device.

Single cell SISO Smgle cell SIMO/SISO Single cell MIMO

Single cell downlink MU-MINO Interference downlink MU-MIO Cooperative multi cell downlink MU-MIMO

-
I_; ;: e B %.

’ Cell 2“_7"7""' £ Interference

/%I
'\%.

Figure 26. MIMO configuration

The MIMO scheme can be implemented with anotheemsehto improve the performance. In Long
Term Evolution (LTE) is possible to combine thethitppacity achievable with MIMO processing
with the benefits of the SDMA. SDMA is an advandeginsmission technique, where MU are
signalled on the same time and same frequency mesoit is used to enhance the spectral
efficiency. So, a large number of UEs share thelavpectrum. In this scheme, in the downlink
scenario, the transmitter an HNB, equipped withtiplél antennas, prepares a number of directional
beams to cover the UEs area, each of these UEse edjuipped with multiple antenna. BF
concentrates transmit power to a desired direciod reduces power emissions to undesired
directions; in this way BF eliminate MUI causeddllyothers UEs. In this context, MIMO downlink
system, withMTXx transmit antennas andRxreceive antennas, is composed from MIMO channel
given by theMRxx MTx matrix H [26]:

hll h1,2 te h1,MTx
h h ... h
H - 21 ?,2 . 2,{\/|TX
hMRx,l hMRx,Z ce hMRx, MTx
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where h, ; is the channel impulse response between jth¢h (j =12,...,MTx) transmit antenna

and thei —th (i = 12,...,MRX) receive antenna.
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Chapter 3

3. Project description

This project considers a beamforming and power robratlgorithm for MU downlink MIMO-
OFDM systems, in a LA scenario, with LYR4], [25]. advanced systems in the FSU confgsi,
[29].

In this way, considering one cell and one Home NBd@INB), one or more different users can
coexist on the same frequency-time domain. Thpossible considering as multiple access scheme
the OFDM with SDMA[9] —[11]. In this scheme HNB prepares a number of direatibeams to
cover the UEs area. Since Beamforming (BE3}], [14], concentrates transmit power to a desired
direction and reduces power emissions to undegiregttions; in this way, BF eliminate MUI
caused of all others UEs. HNB needs the knowledgéhe® CSI to implement downlink BF
algorithm [19] — [21]. CSI are obtained by a TDD systeh8], [26]. Figure 27 shows the
representation of the analyzed scenatrio.

Figure 27. Scenario representation

L LTE context is described in Appendix B
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3.1 Scenario

The scenario considers a frequency selective MINMi@nael (TUO6, Typical Urbaf23])> where

MTx transmit antennas are located at the HNB.usersUE, , k=1,...,K, each equipped with

MRx, receive antennas, are within of the same cellyThquest a service from the HNB. So, we

K
have this configurationMTxx MRx for the downlink transmission, wheMRx= z MR, .
k=1
The MIMO channel for user k is denoted g OC"™"™ and the combined channel matrix is

given by:
H=[H H] .. H{.

The complex baseband received signal bykkeh user is anMRx, -dimensional vector:

K
Ve =H X+, +n, k=1..K
j=1

jZk

where x, is the signal transmittedy, is the complex additive white Gaussian noise (AWG@Nthe

k —th user andl j is the interference from all other users.

In FSU context, the users share the same frequémeyresource, generating interference among
the users. So, to avoid this interference, BF #lgar is investigated to evaluate performance of the
system at link-level by averaging BERs and THsIbtandidate UEs. Power control algorithm is
applied to maximize the SNR at the UE and to minanithe BER. Figure 28 shows the system
model with BF, whered, , k =1,...,K, is the data transmit vector of tlke-th user, F is the BF

block andG,, k =1...,K , is the decoding block associated with uker

2 The TUO6 channel is described in Appendix A
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Figure 28. Conceptual diagram of downlink system
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3.2 System Architecture for LTE

This section reviews briefly the main physical (PHayer and architecture specifications of LTE
Release 8 based on the current 3GPP docunj@dls [33]. The overview given below address
Time Division Duplexing (TDD) mode and focuses oe PHY layer aspects. Downlink and uplink

transmission are organized into frame with ms duration[32]. In the TDD structure, each radio

frame consist of20 slots of length T, =5 ms each, numbered fron@ to 19, as showed in

lot

Figure 29.

Dn; Eadio frame ( lﬂ:ms)

#0 #1 #2 #17 | #1828 #19
4« = 4
Cme sub-frame e slot

{1 ms) (0.2 ms)

Figure29. TDD frame structurein LTE for OFDM with 1o msradio frame duration

The downlink transmission scheme is based on cdiovext OFDM using a cyclic prefix. The

OFDM subcarrier spacing &f =15KHz (normal cyclic prefix). The transmitted signaldach slot

is described by a resource grid showed in Figurénl®ection 2.3, withn = 60Xkubcarriers and
M =7 OFDM symbols.

The basic transmission parameters are specifiédlte 1.
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Transmission BW 10 1H=
Sub-frame duration 0.5 ms
Sub carrier sp acing 15 EH=
Sampling frequency 1536 MHz
FFT size 1024
Number of subcarriers 601
Number of OFDM svmmbol per subframe (normal CF) 7

Table 1. Parametersfor downlink transmission scheme

3.2.1 Transmitter architecture
In base to the parameters indicted above, thetdatamit vectork —th user denoted by:
d, =[d{,,d,,....dg,]OC".
wheren is the number of the subcarriers indicated above.

Figure 30 shows the transmit block diagram considién this thesis. Nextd, is multiplied by a

beamforming matrix* and generates the symbols:
x, =Fd,.

It considers as multiple access scheme the Ortladerequency Division Multiplexing (OFDM)
with Space Division Multiple Access (SDMAJ] - [11]. SDMA is an advanced transmission
technique, where MU are signalled on the same am same frequency resource; it is used to
enhance the spectral efficiency. So, a large nurabasers share the whole spectrum, but spatially
separated14]. The use of the SDMA increases the spectral effiy of a multi-antennas system
(antenna array). Specifically, in SDMA the chanisekeen as parallel spatial lines through which

independent data stream can be transmitted taelffeisers. BF matrix is investigate in section 4.
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Figure 30. Block diagram of MU case for DL transmission
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3.2.2 Channel model

The structure of the MIMO channéd OCY™* ™™ [26] depends on the number of transmit and

receive antennas and the combined channel magixeés by:

H=[H H] .. HI".

K

where H, OC"™ *M™ denoted the matrix channel of tke-th user and is define as:

) (LMTx)
h .. R

(MR .1) (MRx,,MTx)
h ... h

where h"" represents the channel coefficient from theth transmit antenna at the HNB to the

i —th receiver antenna & —th user.

We assume that the channel transfer makix is perfectly know to the HNB, through reverse
channel estimation in TDD. In fact, in TDD systamsijng the reciprocity principfet is possible to
use the estimated uplink channel for downlink trmaission. In a TDD system, the uplink and
downlink transmissions share the same frequencyalmitusing different time slots. If the delay
between these two slots is short compared to thereace time of the channel, the spatial signature
of the downlink and uplink will be the same. Thigans that the instantaneous uplink channel can
be used as a good estimate of the downlink chaBuoel.if the delay between the two slots is longer
than the coherence time, this method cannot be used

So, perfect CSl is assumed at the HNB. It is afsumed thatH, is perfectly known at thé& —th

user , but other users’ channels are not knowk byh user.

% The reciprocity principle is described in TDD systin Appendix C.
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3.2.3 Receive architecture
At the receivef18], the received signal vector at tke-th user, withk =1,...,K is defined as:
Y« =H, X +n, =H, [FLd +n

where H, is the channel matrix of th& —th user , F is the beamforming matrixd, is the
transmitted data signal vector at tke-th user andn, is the AWGN vector at th& —th user. The
k —th receiver knows a priori the beamforming matfix and treats the combinatiod,F as an

effective channel. It detects and decodes thevedasignal to obtain an estimate of the transmitted

data signal vectod, . Considering decoding matri®, and the received signal kt-th will be:

K
G, By, :GkEHkEFlidk-l_nk

k=1

Figure 31 represents the block diagram of a lineansmission model for multi-user MIMO

beamforming:

My

Y

(X%
o

Figure 31. Block diagram for linear transmission model for multi-user MM O beamforming
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The receiver can use one out of several detectiethads, depending on the performance and

complexity requirements. In this thesis, we usditrear MMSE, whereG, is designed according to

[18]:
) ~ 2
minEjd -d|_ = E|(GH,F - 1)d +G,n,|
And the optimum MMSE receiver for tHe-th user is given as:
2 Hpy H =LITEL
G, :(ankl +F"H, HkF) F'H,

whereanzk is the noise power of thie—th user.
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Chapter 4

4.Beamforming methods

Beamforming techniques can be classified accorttirthe amount of the MUI that is suppressed at
the transmitter and according to linearity. Th@éinbeamforming matri¥ can be modelled in sub-

matrices, each submatricex corresponding to one use
F=[F, F, .. F]

where F, 0CM™* " is the sub-matrix corresponds ko-th user, MTx is the number of transmitted

antenna anch is the number of subcarriers.

The beamforming matrix is a function of the CSITh& we have perfect CSIT, the MIMO channel
can be decomposed into independent and parall@ieddhite noise channels, so the elements of

H, are complex Gaussian variables with zero-meanuaitevariance. These parallel channels are

defined by performing th8ingular Value Decompositiq®VD of the channel matrix as:
H=U,Z,V,".

where the lowerH means the matrix is referred to the channel aedutiper one indicates the

hermitian operator. The channel matkk is a complex matrix of dimensioMRxxMTx, soU , is
an MRxxMRx square unitary matrix, that it),,"U, =U,U," =1; Z,, is MRxxMTx matrix
with nonnegative real numbers on the diagonal ardszoff the diagonal, an\xiHH denotes the

hermitian ofV,, and it is anMTxxMTx square unitary square matrix, i\éHHVH =V, V, Y

The parallel channels can be processed indepegdesath with independent modulation and

coding.
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Also the beamforming matrix can be decompose by SVD
F=UZ.V."

where the left singular vectotd. represent the orthogonal beam direction; the sguamgular

matrix £Z are associated with the beam power loading; aedight singular vector¥, form the

input shaping matrix.

The optimal beam directions with perfect CSIT flbmaethods, can be obtained by:

According to the receive model treated above, tpanml beam directions are given by the

eigenvectors oH "H .

In this thesis are treated two different methodsalculate the beamforming matrizero -Forcing

(Z-F) Beamforming andSuccessive Minimum Mean Square Error (SMMSE) Beamforming.
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4.1 Zero-Forcing (ZF)

Zero-Forcing (ZF)[14], [19], [20] is a generalization of channel inversion when weehaultiple

antennas per user. ZF BF algorithm is discussetttails in[19]. The fundamental idea is to select

the BF matrixF; at the j —th receive antenna, with =1,..., MRXx.

The signal atj —th receive antennaj =1,...,MRXx, can be rewritten as:
K o =

y; =Y H,Fd +n, =H Fd, +H F.d, +n,
i=1

where, withk =1,.. K users:

=[F . Py Fu - F]

IE]
ar=[o; .. d7, d7, .. df]

The optimal solution under the constraint that\illl be zero (Zero-Forcing) is thatF is block

diagonal. So, to eliminate all MUI, we impose tloastraint (Zero-Forcing) that:

Defining I:Ij as:
A, =[H] . WL, HT, . H
It cans be decomposed using SVD:

TS -7T 5 hNo ol
H, =U,%;V, _Uizjblj \7 ]

Where\—fj(l) contains the firsﬂ:j right singular vectors, anffj(o) contains the Ias(NTx— Ej) right

singular vectors, WherEj = rank(H~j )

Defining the matrix:
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0 0 .. HWVO
The block structure oH' allow us to apply the SVD for each user:

~ >, 0 H
0) — @ (0)
H JVj _U{ 0] O}B/j Vj ]

whereX is L, xL;, andV” represents the firdt; singular vectors, wherg; = rank(H J.\7].(0)).
Finally, the beamforming matrik is given from:
E= M(O)Vl(l) VOVO . VOy J/\u 2

where A is a diagonal matrix whose elememts scale the power transmitted into each of the

columns of theF . The productV,®V,® represents the transmission vectors that maxirtiee

information rate for thek —th user subject to the zero MUI constraint, in waye system is

efficiently set to zero.
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4.2 Successive Minimum Mean Square Error (SMMSE)

ZF BF suffers from a performance loss when the espacong the antennas is close. To avoid the ZF

constraint we can use the Successive Minimum Meguet® Error (SMMSE]14], [20], [21].

SMMSE BF algorithm is discussed in details[#0]. The fundamental idea is that all users are
treated sequentially, and for each user, just eneive antenna is considered at a time. Whereas, th
others antennas of this user are ignored. In thig wach user is like one user with a single amtenn

and so the MMSE method can be applied. The BF m&tris generated by successively calculating

the columns of the BF matrik; for each of the receive antennas separately. iicpkar, the BF

matrix F is planned in two steps. In the first step, weabeé the MUI suppression; instead, in the
second step, we optimize the system performances,Tthe BF matrix can be decomposed in the

product :

F=F [F

where:

F,=|F, F, . F.|

F, O 0
0 F 0
F, = i
0 0 F,

processes each user separately.

The matrix F, is used to suppress the MUI interference first #ren the matrixk, is used to

optimize the system performance assuming paralleMBVO channels.

The SMMSE beamformind-, is derived from the linear transmit MMSE BF optaaion[13]. The
interference of other co-channel users to signaliag at k —th user’'s j —th antenna is suppressed

independently from the other antennas at the sammairtal. This is done for each antenna at the
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same user terminal successively. So, the columtieiprecoding matri¥, , each corresponding to
one receive antenna, are calculated successivélys, Tthe j —th column of thek —th user’s

precoding matrixF, , corresponding to th& —th user’s j —th receive antenna, is equal to the first

column of the matrixFaj which is obtained from the following equation:
—y (o o -1
Fo, = Hl:lj (Hk,ijH,j +aDMTx><MTx)

where j =1,...,MRx_ is the j —th receive antenna of the—th user, withk =1,...,K . Instead,ﬁk’j

is defined as:

S
hy ;

= MRx-MRx, +1) x MT
H., =|H [] C MRxMRA+) > MTx

where hkT,j is the j —th row of thek —th user’s channel matrik, .The first column off, is then

used asj—th column of F, . After all columns of F, have been determined in this way. The

parameterr is chosen in accord with the transmit power ansl defined as:

tr(ﬁnn,k,j)

P

tr

where P, is the average power of the transmit vecterF [d, that is:

E{N’}=tr(F"F) =P,

Instead,ﬁ,mvk'j define the corresponding receive noise covarianagix. It is a diagonal matrix,

having the noise power of tHe—th user atj —th receive antenna as element of the diagonal.

After calculating the BF vectors for all receiveemas in this way, the equivalent combined matrix

of all users is equal taHF, OC"™* " after the BF. For high SNR, this matrix is als@di
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diagonal, so we can decompose this matrix by SMDeth user. In factH, F,, represents the

resulting single-user MIMO channel of thke-th user:
H\ Fax =U, 2V, =U, 2, k(l) Vk(o)]H

So, we obtain thak, , is the right column vectors &f, :

Fb,k :Vk(O)
and then:
F, 0 .. O
0 F 0
F, = ?
I 0O O FbK |

Finally, the beamforming matrik¥ is given from:

F=F,F, A

where A is a diagonal power loading matrix, analogoush#dne for ZF method.
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4.3 Dominant Eigenmode Transmission (DET) Power Control

In former two sections, we introduce the methodsdlzulate the beamforming matrix. Note that
both methods need power matrix. The optimal powecation is a function of the SNRominant
Eigenmode TransmissiofDET) power control (PC) algorithni20], [34], extracts the maximum
diversity and array gain, transmitting just on dh@minant eigenmode of each user can provide

maximum SNR at the receiver and minimum BER per&oroe.

As it is seen above, the channel matrix with theni&frix can be decomposed by SVD:
HF =uUzVv"

where Z represents the eigenmodes of all users, wittl,...,K ::

2 =diag(Z,,....2«)

The power adaptation matrix is calculated and dmedtfor each diagonal element. So, the power

matrix A is a diagonal matrix:

where A, is the power allocated to the eigenmode ofkkeh user.
A global power constraint is imposed #nsuch that:

tr(A) =P

where P, is the total transmit power for the data transwihbols.

DET algorithm is to applied to both BF algorithno, thaximize the SNR at the receiver and to

minimize the BER.
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Chapter 5

5. Simulation Results

This chapter will present MATLAB simulation resufts the BF algorithms that were treated in the
previous chapter. In this section we evaluate tbdopmance of a system employing the BF
technique. At the starting point, assuming perébetnnel state information at the transmitter (CSIT)
SU-MIMO downlink BF is implemented to evaluate thk performance of the system, we quantify
the gap between a system with BF and a system wiitBB, just for one user. Moremore, two MU-
MIMO downlink BF algorithm ZF and SMMSE are invegted to evaluate and to compare the
performance of the system at the link-level by agerg the BERs and THs of all candidate users.
Finally, DET power control algorithm is to appliemlboth to maximize the SNR at the receiver and
to minimize the BER. As a case study, a link-lesiehulator complying UTRAN-LTE standard is
considered.
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5.1 Parameters of the Simulation

The parameter of the simulation are shown in Tdbile section 3.2. Considering one cell and one
Home Node B (HNB), equipped b\ITx =2 transmit antennas that transmits, through a freque
selective MIMO channelTU06), to one or two different usertlE, and UE, each equipped with

MRx, =2, k=12, receive antennas, that coexist on the same fnegttene domain. We analyze

the link performance of the system, in particul& will comparecoded BERperformanceuncoded
BER performance and thiéaroughput The BER curves and the throughput are plottedugethe
receive SNR

The receive SNR parameter for the-th user is define as:

FH,|P
SNR :10Ioglo[| ‘ TKJ [dB]

2 2
o, Gl

where F is the BF matrix,H, is the matrix channelR; is the transmitted powetrfk is the noise

power andG, is the decoding matrix, refer to the-th user.

Instead, the throughpdiH referred to each user, is define as:

Ty = Total received bits without error —TH,_ (1- PER) { b }
TS X Nsubframe>< BW stHz
where N,q.me IS the number of transmitted subframe; whereasntaximum throughput parameter

Th,.,. is defined as the amount of total bits that aceessfully received in the unit timenge slo}:

_ MOdOrdX ECRX NOFDM /subframe>< NSubcarries b
e BWx T s[Hz

where ModOrd is the Modulation Order ECR is the Effective Coding RafeNgpy; same 1S the

number ofOFDM symbolaused for data transmission in eattbframe N is the number of

Subcarries

subcarriers in each OFDM symbd@W is thebandwidthand T is the duration of theme slot
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5.2 Beamforming for Single User

Here, we analyze the performance obtained withveitttbut the beamforming technique for single
user; in particular we compare coded BER perforrmanmcoded BER performance and the
throughput either without BF or with BF. First silations are conducted using a QPSK modulation
and an Effective Code Rates equallt8 (ECR=1/3). Then, the modulation used is a 16-QAM.

Every curve is plotted versus the SNR.
In the figures, we can observe that in presend&othe performance are improved.

We can observe from the uncoded BER (Figure 32)yr@sence of BF, one achieves array gain of
about 3 dB, for a value of the BER d®™°. Changing modulation, with a 16-QAM, we can observ
further enhancement in presence of BF (Figure @Bg achieves array gain of about 5 dB of a BER

of 1072.

Instead, from coded BER (Figure 33) in presenceeaimforming, one achieves array gain of 4 dB,

for a value of the BER ol0®. Changing modulation, with a 16-QAM, we can obsefurther

enhancement in presence of BF (Figure 36). Onecaebiarray gain of about 5 dB of a BER of

10™.

The throughput (Figure 34) is better with BF thamhaut BF. We can observe that with BF one
goes to maximum throughput faster than without 8. when the interference dominates the signal,
the beamforming improves the performance and theepége of erroneous packets is very low and
already atSNR=5dB we have almost the maximum throughput. Changindutadion, with a 16-
QAM, we can observe further enhancement in presehd® (Figure 37) and to value of SNR

betweenl5dB and 20dB we have almost the maximum throughput.

69



UncodedBER noBF va. BF: Modulation scheme: QPSK. ECR:1/3
1D T T T T T

—— lncodedBER with BF
—— UncodedBER without BF

UncodedBER

10' 1 1 1 ] 1
o 5 10 15 20 25 30

SR [dE]

Figure 32. UncodedBER Beamfor ming vs. no Beamfor ming with QPSK modulation

CodedBER noBF va: BF: Modulation scheme: QPSK. ECR:1./3
1D T T T T T

- —s— CodedBER with BF
L —#— CadedBER without BF

CodedBER
=]

SR [dE]

Figure 33. CodedBER Beamfor ming vs. no Beamfor ming with QPSK modulation
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Figure 34. Throughput Beamfor ming vs. no Beamfor ming with QPSK modulation
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Figure 35. UncodedBER Beamfor ming vs. no Beamfor ming with 16-QAM modulation
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Figure 36. CodedBER Beamfor ming vs. no Beamfor ming with 16-QAM modulation
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Figura 37.Throughput Beamfor ming vs. no Beamfor ming with 16-QAM modulation
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5.3 Beamforming for Multi-User

In this section we analyze the performance obtawigldl the beamforming technique in Multi-User
case using the two methodd; andSMMSE, described in the section 4.1 and 4.2. In pasicule
compare the coded BER performance, uncoded BERm&ahce and the throughput between ZF-
BF and SMMSE-BF. The simulations are conductedgusirQPSK modulation and an Effective
Code Rates equal /3 (ECR=2/3). Every curve is plotted versus the SNR.

In the figures, we can observe that with SMMSE roéjlithe performance are improved.

We can observe from the uncoded BER (Figure 38) $MMSE for a value of the BER of

10 provides a array gain of about 3 dB over ZF.

Instead, from coded BER (Figure 39) we can obs#r@eSMMSE, for a value of the BER &7,
provides a array gain of about 3 dB over ZF. We alan observe that SMMSE provides a diversity

gain of about 0.5 dB over ZF.

The throughput (Figure 40) is higher with SMMSErtheith ZF. We can observe that with SMMSE
one goes to maximum throughout faster than ZFw®en the interference dominates the signal, the
SMMSE beamforming improves the performance andp#reentage of erroneous packets is very
low and already aSNF =6dB about we have almost the maximum throughput, vaser@ ZF,

we have the maximum throughput later SINF = 9dB.
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Figure 39. CodedBER ZF vs SMM SE
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54 Beamforming for Multi-User with Power Control

In this section we analyze the performance obtawigldl the beamforming technique in Multi-User
case using the two methods, SMMSE, described irsélotion 4.1 and 4.2. In addition, we apply
Dominant Eigenmode Transmission (DET). In particul@ compare the coded BER performance,
uncoded BER performance and the throughput beti&eBF and SMMSE-BF. The simulations
are conducted using a QPSK modulation and an Bffe@ode Rates equal t§3 (ECR=1/3).

Every curve is plotted versus the SNR.

We can observe that with the introduction of DEGoaithm, the performance are better than without

power control, for both users.

Figure 41 shows that the introduction of DET pr@&cenhancement in particular for the second

user, where BER df0™, provides a array gain of about 2dB over the sasee without DET.

Also the throughput (Figure 42) is higher with DEIan with without DET, in particular for the

second user.

Corpare CodedBER BF and BF+PC for 2 Users

"| —&— CodedBER with BF User
—#— CodedBER with BF User2
CodedBER with BF+PC Lserd
—=— CodedBER with BF+PC User2

10"

CodedBER

1D I I I 1

SR [dEB]

Figure 41. CodedBER SMMM SE+PC vs. SMM SE
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Figure 42. Throughput SMM SE+PC vs. SMM SE
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Chapter 6

6. Conclusion and Future work

In this final chapter, the work undertaken in ttissis will be summarised with an emphasis on the
overall conclusions. In add, some suggestiongi@future work will be also presented.
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6.1 Conclusion

This thesis considered a beamforming and powerraoatgorithm for MU downlink MIMO-
OFDM systems. Particulary, LTE system with FSU @gptc

The major advantage of FSU is a better spectrdhlsitity of the system than another spectrum
management. FSU is considered to occupy scarcdrapessources opportunistically in order to
increase the average spectral efficiency of théesysand provide less interference to the order
system. So, to avoid interference to other systé@amforming and power control algorithms are
investigated and implemented in MATLAB. As a stagtipoint, assuming perfect channel state
information at the transmitter, single-user (SU)ltple input multiple output (MIMO) downlink
beamforming is implemented to evaluate the linkiggemance of the system. As a case study, a
link-level simulator complying UTRAN Long Term Ewdlon (LTE) standard is considered.
Moreover, two multi-user (MU) MIMO downlink with GPM/SDMA access scheme, beamforming
algorithms zero-forcing (ZF) and successive minimunean square error (SMMSE) are
investigated to evaluate performance of the sysiérink-level by averaging the bit error rates
(BERs) and throughputs (THs) of all the candidasers. Numerical simulation results show
significant gains by 3dB to 5 dB, depending of thedulation using, and 3dB about, for the low
SNR, for the considere@x 2 system in terms of BER and TH, respectively, camgdo the same
considered system without beamforming.

Simulation results showed, also, that SMMSE beamifog reduces the performance loss due to
zero MUI constraint and the cancellation of thesifgrence between the antennas located at the
same terminal. Through our investigation for thesidered system, it can be comprehended that
SMMSE outperforms ZF technique. SMMSE has relagiv@lv computational complexity. Another
big advantage of SMMSE is that the users can bgped with more antennas, so the total number
of receive antennas in the downlink can be gretitan the number of transmit antennas.
Furthermore, this technique is especially usefubat SNRs, as the results have showed. Finally,
SMMSE provides higher array gain than ZF. Our rsssthow significant gains by 3 dB and 3 dB,
in terms of BER and TH, respectively, comparing S&Btto ZF beamforming algorithm.

The introduction of the DET algorithm improves hat the performance of the system. Dominant
eigen transmission (DET) power algorithm is to &apto both to maximize the SNR at the receiver
and to minimize the BER.

BF and PC avoid co-channel interference and mirgntiee total transmitted power and this is

exactly the problem that is been considered hege;how to choose the transmit BF vectors such
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that the total transmitted power is minimized whibe system provides an acceptable Quality of
Service (QoS) serving as many users as possible.

This treats just a single MU-MIMO system. In faogr we limit our study to the single cell case; i.e

we do not consider the interference from other maaging cells. An interesting approach would be
to use SMMSE with interference inter-cell MU-MIMQ@siem, when the cells are in cooperative
mode and/or no. An another interesting approachldvéxe to use a non-linear beamforming

techniques and compare it with the SMMSE technique.
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Appendix A

Channel Profiles

Radio wave propagation in the mobile environmenmt loa described by multiple paths which arise
due to reflection and scattering in the mobile smwvinent[23]. Approximating these paths as a

finite number of N distinct paths, the impulse @sge for the radio channel may be written as:
N

h(r) =2 a [&(r))
i=1

which is the well known tapped-delay line model.ella scattering of each wave in the vicinity of a
moving mobile, each path, will be the superposition of a large number oftterad waves with
approximately the same delay. This superpositimegirise to time-varying fading of the path
amplitudes a, a fading which is well described by Rayleigh disited amplitudes varying

according to a classical Doppler spectrum:

S(f)0

\)
where f =; is the maximum Doppler shift, a function of thebile speedv and the wavelength

A . In some cases a strong direct wave or spectuflactien exists which gives rise to a non-fading

path, then the Doppler spectrum is:
S(f)=0(fs)
where f, is the Doppler frequency of the direct path, gisnits direction relative to the mobile

direction of movement.

The channel models presented here will be deschlgest number of paths, having average powers
‘aﬁ.‘2 and relative delayg,, along with their Doppler spectrum which is eitletassical or a direct

path. The models are namé&dx (Typical Urban), RAx (Rural Area), HTx (Hilly Terrain), where
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x is the mobile speed in Km/h. Table 2 shows thatired delays and powers of a channel for urban

area.

Top Number

Relative time (ps)

Average relative Power (dB)

1 0 5.7
2 0.217 7.6
3 0.512 -10.1
4 0.514 102
5 0.517 102
6 0.674 115
7 0.882 134
8 1.230 163
9 1.287 16.9
10 1311 17.1
11 1.349 14.4
12 1.533 -19.0
13 1.535 -19.0
14 1622 198
15 1818 215
16 1.836 216
17 1.384 221
18 1.943 226
19 2148 235
20 2140 243

Table 2. Typical Urban relative delays and powers
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Appendix B

LTE context

Long Term Evolution (LTE) describes standardisation work by the 3GPP tmelef new high-
speed radio access method for mobile communicatystemg24], [25]. Today, specifications for
LTE are encapsulated in 3GPP Release 8, the sthrmdards that defines the technical evolution of
3GPP mobile network system. LTE offers high spédficiency, low latency and high peak data
rates; it promises rate 800 Mbit/sin the downlink and@5 Mbit/sin the uplink for ever20 MHzof

paired spectrum as shows in table 3.

LTE (20 MHz)
UL 75 Mbit/s
DL 300 Mbit/s

Table 3. UL and DL dataratesin LTE

LTE incorporates the most advanced techniques @N& and antenna techniques such as MIMO,
SDMA and Beamforming. LTE's OFDMA technology proegl increasingly higher capacity at
wider bandwidths. OFDM technology is able to hartdEemost common radio frequency distortion
without the need for complex equalization techngjuend scales easily to fit different bandwidth
requirements. MIMO technology increases peak thmpug by transmitting and receiving multiple
streams of information within the same spectrumMRI exploits the multi-path effects typical in
wireless environments. MIMO employs multiple tranmsiend receive antennas to substantially
enhance the air interface. It uses space-time gogfithe same data stream mapped onto multiple
transmit antennas, which is an improvement oveliticaal reception diversity schemes where only
a single transmit antenna is deployed to extendctwerage of the cell. MIMO processing also
exploits spatial multiplexing, allowing differenath stream to be transmitted simultaneously from
the different transmit antennas, to increase thieuser data rate and cell capacity. In add, when
knowledge of the channel is available at the tratemLTE supports both FDD and TDD modes),
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MIMO can also implement Beamforming to further ie@se available data rates and spectrum

efficiency.
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Appendix C

TDD System

Beamforming is a processing technique that use ®@8ldperating on the signal before transmission
[18], [26]. In fact, the transmitter can only know CSI indttg; whereas, the receiver can estimate
the channel directly from the channel-modified reee signal. Pilots are usually inserted in the
transmitted signal to facilitate channel estimatimn the receiver. There are two principles for
obtained CSITreciprocityandfeedbackReciprocity involves using the reverse channirimation
(open-loop, while feedback requires sending the forward deaninformation back to the
transmitter ¢losed loop. Both reciprocity and feedback methods are usegractical wireless
systems, includinglime-Division-Duplex (TDD) and Frequency-Division-Duplex (FDD). TDD
systems may use reciprocity techniques. While dinedrd and reverse links in a TDD system often
have identical frequency bands and antennas, thdémme lag is the scheduling delay between the
reception of the signal from a user and the nextsmission to that user. Such time lags must be
negligible compared to the channel coherence toneeciprocity techniques to be applicable. FDD
systems, on the other hand, usually have identgraporal and spatial dimensions on the forward
and reverse links, but the link frequency offsetoiéen much larger the channel coherence
bandwidth, making reciprocity techniques infeasiblEDD systems therefore commonly use
feedback techniques.

The reciprocity principle in duplex transmissiohe ttransmitter (HNB) first estimates the reverse

link channel, and uses this estimate for the fodwark channel. Let us discuss a SISO case. Let

h. (t,,f.,i;) be the forward SISO channel from HNB transmitteteana to the user and
h (t., f ,i.) be the reserve SISO channel, as show in figuravhdre,t,, f andi, refer to the

time, frequency and antenna index used on the fonak; whereast , f andi  are similarly

defined for the reverse link. The antenna indexi$igs the antenna used at the HNB and the user.
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Figure 43. Duplexingin CSI

The reciprocity principle states that if the tinfilsquency and antennas for channel used are the

same{, =t ,f. =f ,i. =i ), then the channels in the forward and reverdedne identical:

hf(tf’ff’if)zhr(tr’fr’ir)

In TDD, the forward and reverse channels use theedeequency and antennas for the duplex links,

but use different time slots (ping-pong) to comncate. Letd, =t, —t_ be the duplexing time

delay. It follows that the forward and reverse atela can be equated only if:
8 <<T,

where T, is the coherence time of the channel. Clearly, rtfege stringent the requirements of

accuracy in channel estimates, the smaﬁérwill need to be.
C
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